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Why alloying with noble metals does not decrease
the oxidation of platinum: a DFT-based ab initio
thermo-dynamics study†

Alexander Kafka and Franziska Hess *

Despite its well-known nobility, even platinum is subject to corrosion under the harsh conditions that

many technical applications require. Based on the assumption that the platinum loss is mainly caused by

the formation of volatile PtO2, alloying is a promising strategy to reduce it. This investigation explores

the bulk stability of Pt–Au, Pt–Ir, Pt–Re, Pt–W, Pt–Ag, Pt–Rh, Pt–Cu, Pt–Ni and Pt–Co, as well as their

oxides, utilizing density functional theory, as well as ab initio and literature thermodynamic data. The

alloy model combines special-quasi random structures with thermodynamic properties interpolated

from the constituting metals, which are complemented by the configuration entropy. The results

suggest that reducing platinum oxidation by alloying decreases the overall nobility of the alloy, since

platinum- and oxygen affinity of the alloying metal are related to each other. Despite this limitation,

copper was identified as a promising candidate for stabilizing the platinum catalyst in the Ostwald

process.

1. Introduction

Synthetic fertilizers are without doubt one of the most impor-
tant accomplishments of chemistry. Synthesis of nitrate on a
large industrial scale was accomplished more than a century
ago by oxidation of ammonia using the Ostwald process.1–3

Still, central parts of the mechanism are not completely under-
stood due to the fast4,5 and highly exothermic reaction4,6 and
the complexity of the reaction network.4,6 While direct observa-
tion is impossible at least for now, computational chemistry
may be able to answer some of the remaining questions. One
issue in the practical implementation concerns catalyst corro-
sion: although the platinum catalyst employed in the process is
highly active, half of it is lost over the catalyst lifetime due to
corrosion.7 Techniques to minimize this loss include flow
related modifications of the catalyst like knitting and catch-
ment gauzes, as well as alloying the platinum with around 10%
rhodium.7 While the former two techniques have improved
considerably over time, no addition to or replacement of
rhodium has been found to further enhance the catalyst

stability via alloying, since the mechanism of the corrosion is
still not completely known.

By examining worn out catalyst gauzes, it was found, that the
surface of the wires is reconstructed extensively in the form of
‘‘cauliflower’’ in the reaction zone (see Fig. 1).5,7–9 The most
advanced mechanism5,8,10 of their formation postulates Pt-
transport through the gas phase, which is powered by the high
temperature of localized reaction hot-spots on the surface. The
transport process is most likely mediated by PtO2, since plati-
num sublimation alone is not severe enough to account for the

Fig. 1 Platinum catalyst surface reconstruction during ammonia oxida-
tion. Image taken from Hannevold et al.8
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amount of platinum lost in an oxygen atmosphere. The PtO2

then either re-deposits nearby or is carried out. Hence, the
unusual shape of the structures results from the crystallite
extending into the reaction feed, but at the same time also
shielding the surface from it.

The Pt–Rh catalyst itself adds another layer of complexity by
featuring conflicting properties like the oxidation of rhodium11

on one hand and the ability of platinum to reversibly4,12 absorb
oxygen on the other, as well as oxygen-dependant surface
segregation.13–16 At present, modelling all of these effects at
once is not feasible due to vastly different time- and length-
scales of catalytic reaction and catalyst degradation. The sheer
scale of the reconstruction discussed above however demon-
strates that the corrosion of platinum is mostly driven by bulk
thermodynamics. Conversely, the influence of the surface is
probably too small, to completely prevent the oxidation of a
thermodynamically unstable phase, especially at a temperature
above 1000 K. Its effect is therefore only kinetic in nature.
Consequently, the investigation at hand focusses on screening
platinum-rich alloys of Au, Ir, Re, W, Ag, Rh, Cu, Ni and Co for
their thermodynamic resistance to oxidation combining peri-
odic bulk-DFT calculations and ab initio thermodynamics with
literature data. The stability of the alloys was estimated based
on their ideal Gibbs free energy of mixing, which was then used
to model their thermic oxidation in dry oxygen or their electro-
chemical oxidation under OER conditions. This approach
allows for a streamlined treatment of rather different alloys
by not considering surface properties, the most important of
which are catalytic activity and selectivity, as well as kinetic
effects. According to the results, the stability of an alloy against
platinum oxidation is closely related to the reactivity of the
second metal, which however not only determines its affinity
for platinum, but also that for oxygen. An independent adjust-
ment of these two properties is therefore not possible and the
resulting concentration-dependence of the overall nobility
severely limits the number of viable alloying elements and
-compositions. Still, copper was found to optimize both aspects
much better than rhodium.

2. Computational details
2.1 Density functional theory calculations

All structures and energies were obtained by means of density
functional theory (DFT). The calculations were done spin-
polarized using VASP 5.3.5,17–21 employing the PBE-
functional,22 the standard ultrasoft PAW-pseudopotentials pro-
vided by VASP,23 a Monkhorst–Pack–Mesh24,25 (B32k-pts Å�1)
and Gaussian smearing (sigma = 0.005 eV). Electronic and
geometric convergence thresholds were set to 1 � 10�6 eV
and 5 � 10�6 eV, respectively, and a cutoff of 500 eV
was chosen. Gas phase molecules were calculated at the
G-point only.

2.1.1 Dispersion correction. The investigation at hand
compares phases with vastly different mass densities. The
common assumption of similar van der Waals interactions is

therefore not valid. VASP provides several methods to account
for this and a selection of them was tested on platinum and the
solid and gaseous modifications of PtO2. Of these, only the
combination of PBE and D3/BJ26,27 (D4 is not available in VASP
5) provides reliable energies of formation for condensed and
gaseous states of matter, whereas the other tested dispersion
functionals were found to predict unreasonably low energies
for the endothermic formation of gaseous PtO2 (see Table S3,
ESI†). Additionally, many of the methods overestimate lattice
constants and bond lengths similar to or even worse, than bare
PBE, which is known to underbind.28,29 This agrees with
literature results,30 where nonlocal methods were found to
reproduce errors of the underlying GGA functionals. For the
computation of thermodynamic properties, which requires
vibrational frequencies, a comparison between PBE and PBE-
D3/BJ for the above test set yielded negligible entropy differ-
ences of about 2 J mol�1 K�1 at 298.15 K. PBE was therefore
chosen for this task.

2.1.2 Magnetic structures. Magnetism is not relevant for
most of the solid-state calculations because most of the inves-
tigated transition elements are not able to collectivize their
uncompensated spins. Nevertheless, there are exceptions like
the oxides of cobalt and nickel, whose unit cells require
adjustments to be compatible with the correct magnetic struc-
ture (thereby lowering the respective symmetry from Fd%3m and
Fm%3m to I41/amd and P2/m for Co3O4 and CoO/NiO). While all
calculations were conducted employing the spin-unrestricted
scheme, in some cases the structures had to be pre-relaxed with
a set total spin. Especially some of the cobalt alloys were found
to not converge without this treatment. Still, the ground state
was not found in all cases, which results in a comparatively
large scattering of the Pt–Co energies. In contrast, the geome-
tries and energies of molecular phases were determined for
fixed integer values of the total spin. Several values were tested
for each species and the following magnetic moments were
determined: PtO2 (0mB), IrO2 (1mB), IrO3 (1mB), Re2O7 (0mB), WO2

(0mB), WO3 (0mB), RhO2 (1mB).

2.2 Mean empirical enthalpy correction

Local and semi-local density functional functionals are known
to penalize localized electronic states due to the self-interaction
error.31 This affects radicals (especially oxygen) and -anions, as
well as band gaps (Mott–Hubbard- and charge-transfer-
insulators32), especially in transition metal compounds. Unfor-
tunately, there is no method to account for this easily in case of
periodic boundary calculations. Wave-function based methods
(and hybrid functionals), for example, are prohibitively expen-
sive due to nonlocal terms, whereas alternative methods, like
the semi-empirical GGA+U approach, are not transferable
between different chemical systems. Slightly different from
the oxygen correction scheme by Wang et al.,33 the oxide
Gibbs free energies are therefore adjusted empirically by
�38.27 kJ mol�1 per metal atom based on the mean deviation
from experimental enthalpies of formation. Averaging is una-
voidable here due to missing reference values for some oxides.
Still, this procedure nearly halves the standard deviation of the
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enthalpy to +32.53 kJ mol�1 per metal atom (the error is mostly
concentrated on NiO, CoO and Co3O4) and allows for a com-
parison of the oxidation properties to that of other metals, as
well as experimental data. The remaining errors should not
affect the conclusions of this work, since the energies do not
influence the trends versus T. This is due to the smaller, less
error-prone normal modes dominating the heat capacity. No
correction has been applied to the electrochemical reactions,
since molecular oxygen is not involved in this case, while there
is no way to determine the oxide component of the error.

The following solid phases were considered for the enthalpy
comparison and the calculation of the mean (the literature
cited for the metals refers to entropy data): Ir,34 IrO2,35,36 Re,37

ReO2,38–41 ReO3,41,42 Re2O7,41 W,43 WO2,44,45 W18O49,44,45

WO3,44–46 Ag,47 Ag2O,48 Rh,34 Rh2O3,49,50 RhO2,51 Cu,52,53

Cu2O,53,54 CuO,54 Ni,53,55 NiO,53 Co,53,56 CoO53,57,58 and
Co3O4.57 Due to unreliable data, the oxide of gold, as well as
the ones of platinum were excluded from the averaging (this
also prevented an individual adjustment). They were however
corrected nonetheless for the sake of consistency.

The enthalpy errors of the gaseous oxides seemingly differ
from the solid ones. Including them in the average thus
worsens the overall result. A separate or individual correction
of the gaseous phases is not an option either, since literature
data is scarce and its reliability uncertain (PtO2,59–61 IrO3,62

Re2O7,42 WO2,45 WO3,45 RhO2
59–61). The reference data for O2,

H2 and water vapour was taken from the NIST-JANAF tables.45

2.3 Crystalline phases

The DFT energies were complemented by an evaluation of the
thermodynamic properties to obtain the Gibbs free energy:

G(T) = H(T) � TS(T). (1)

In case of the regular solid phases only phononic contributions
to the enthalpy and the entropy were accounted for, which was
done using the phonopy package63,64 (version 2.15.1, accessed
13.06.2022) applying the finite difference method with atomic
displacements of 0.01 Å. To obtain a continuous representation
of the discrete values provided by phonopy, the heat capacities
were fitted to the Shomate equation65,66

Cvib Tð Þ � Cp Tð Þ ¼ aþ b � T þ c � T2 þ d � T3 � e
1

T2
(2)

within the interval 300 r T r 1300 K. Integration of the heat
capacity in eqn (2) yields the vibrational entropy

S Tð Þ � Svib Tð Þ ¼
ðT
0

Cvib Tð Þ
T

dT

¼ a ln Tð Þ þ b � T þ c
T2

2
þ d

T3

3
� e

1

2T2
þ g

(3)

and -enthalpy

Hvib Tð Þ ¼
ðT
0

Cvib Tð ÞdT

¼ a � T þ b
T2

2
þ c

T3

3
þ d

T4

4
� e

1

T
þ f :

(4)

The parameters a, f and g were constrained to allow for a perfect
reproduction of the respective phonopy values at 300 K. All
parameters obtained this way are provided in Table S2 and the
corresponding data file in the ESI.† By adding the single-point
energy E and the mean empirical enthalpy correction DDHf of
�38.27 kJ mol�1 per metal atom (0 kJ mol�1 for electrochemical
reactions) to Hvib(T), one obtains the total enthalpy

H Tð Þ ¼ E þHvib Tð Þ þ DDHf ; (5)

where the thermal expansion of the solid phases is assumed to
be negligible.

2.4 Gas phase model

In contrast to the solid state, the translational and rotational
degrees of freedom dominate the enthalpy H(T) and entropy
S(T) of the gas phase:

H(T) = E + Htrans(T) + Hrot(T) + Hvib(T) (6)

S(T) = Strans(T) + Srot(T) + Svib(T) + Sel(T). (7)

The energy E was determined by means of DFT calculations at
the G-point using VASP. The contributions to H and S are
expressible in terms of their partition functions, which were
adopted from Irikura.67 Doing so for the translational degrees
of freedom yields

Htrans Tð Þ ¼
5

2
RT (8)

for the associated change in enthalpy and

Strans Tð Þ ¼ R ln
2pM
h2

� �3=2
kBTð Þ5=2

p

 !
þ 5

2

" #
(9)

for the translational entropy, where R, kB and h are the
universal gas constant, the Boltzmann constant and the Planck
constant, respectively. M denotes the total mass of the molecule
and the pressure is fixed to p = 1 bar. Eqn (8) already includes
the thermodynamic work pDV = RT. Due to missing one rota-
tional degree of freedom, the enthalpy- and entropy expressions
for the rotation of non-linear molecules

Hrot Tð Þ ¼
3

2
RT (10)

Srot Tð Þ ¼ R ln
8p2

s

� �
þ 3

2
ln

2pkBT
h2

� �
þ 1

2
ln I þ 3

2

� �
(11)

differ from that of linear ones

Hlin
rot(T) = RT (12)

Slin
rot Tð Þ ¼ R ln

8p2IkBT
sh2

þ 1

� �
: (13)
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An additional symmetry number s is necessary to describe the
number of equivalent orientations. The total moment of inertia
I was obtained using the determinant of the inertia tensor.
Despite being small, the vibrational contributions to the
enthalpy

Hvib Tð Þ ¼ RT
X
i

1

2

hni
kBT

� �
þ hni

kBT

� �
exp �hni=kBTð Þ

1� exp �hni=kBTð Þ
(14)

and the entropy

Svib Tð Þ ¼ �R
X
i

ln 1� exp �hni=kBTð Þð Þ

þ R
X
i

hni
kBT

� �
exp �hni=kBTð Þ

1� exp �hni=kBTð Þ; (15)

have been included to ensure correct behaviour at elevated
temperatures. Depending on the molecular geometry, there are
either 3N � 6 (non-linear) or 3N � 5 (linear) normal modes (N
being the number of atoms). The normal mode frequencies ni

were obtained using the finite-difference algorithm implemen-
ted in VASP with two displacements of 0.01 Å per direction and
atom (NFREE = 2), skipping symmetry equivalent calculations
(IBRION = 6). In case of Re2O7(g) two of the normal modes
correspond to internal rotations. These have been modelled as
free, symmetric rotors instead

Hrotor Tð Þ ¼
1

2
RT (17)

Srotor Tð Þ ¼ R
1

2
ln 8p3IintkBT
� �

þ 1

2
ln srotorhð Þ þ 1

2

� �
(18)

Iint ¼ Irotor � Irotor
2 cos2 a

IA
þ cos2 b

IB
þ cos2 g

IC

� �
(19)

where Irotor and srotor represent the moment of inertia of the
rotating fragment and its symmetry. The angles a, b and g
specify the inclination of the rotation axis with respect to the
global moments of inertia IA, IB and IC. Finally, a simplified
representation of the electronic degrees of freedom was added
to the entropy, which considers the 2S + 1 degenerate spin
states (S being the total spin in this particular case):

Sel = R ln(2S + 1) (20)

This does not only concern the gaseous oxides of rhodium and
iridium, which share a total spin of S = 1/2, but is especially
important in case of the triplet ground state of oxygen.

2.5 Random alloys

The alloys with at least fifty percent platinum content were
modelled as randomized bulk supercells containing 108 atoms.
Alloy randomization was achieved by applying the SQS-scheme
by Zunger et al.,68 which is implemented in the sqsgenerator
package69 (version 0.2, accessed 13.06.2022) and provides
structures that mimic the properties of fully random alloys.
The alloy energies of at least four random structures per
composition with a standard deviation of at most 0.53 kJ mol�1

per atom or 6.5% of the mixing energy were fitted to a cubic
polynomial describing the total energy E as a function of the
composition x, which hereafter refers to the concentration of
the non-platinum metal (x2). The energy of pure platinum was
obtained from a separate calculation and fixed in the fitting
process. To obtain the Gibbs free energy G(x, T) of the alloy, its
energy per metal atom E(x)/nM was combined with enthalpy-
and entropy contributions, which were interpolated between
the Gibbs free energies Gi(T) of the two constituting metals i:

G x;Tð Þ ¼ E xð Þ
nM
þ
X
i

xi
Gi Tð Þ � Eið Þ

nM
� TDSmix xð Þ: (21)

To avoid expansive cluster expansion calculations70 for each
alloy, the configurational entropy DSmix(x) was calculated
assuming an ideal solution:

DSmix xð Þ ¼ �R
X
i

xi lnxi: (22)

To estimate the boundaries of the random phase, the alloy data
obtained this way is compared to stable intermetallic structures
of like composition, which exist for the platinum alloys of
copper,71,72 nickel,73 cobalt74 and tungsten.75

3. Results
3.1 Alloying

While oxidation of the alloys is the main focus of this investiga-
tion, it is tied to their general thermodynamic stability, which
will therefore be addressed here first. On a qualitative level,
there are four types of alloys:

– Elements forming type sA alloys interact strongly attrac-
tive, which favours intermetallic phases over the random
structure in most areas of the phase diagram.

– Interactions in type wA alloys are less attractive, hence the
disordered phase is stable over a wide range of composi-
tions and temperatures.

– Element combinations of type wR interact weakly repul-
sive, thereby opening up a miscibility gap at low
temperatures.

– The phase diagrams of type sR combinations are comple-
tely dominated by the miscibility gap. As a result of this,
alloys of this type are only stable for very specific composi-
tions and/or temperatures.

The classification described above can be illustrated by
considering the Gibbs free energy of mixing, which compares
the alloy to an idealized mixture of its components i:

DGmix x;Tð Þ ¼ G x;Tð Þ �
X
i

xi
Gi Tð Þ
nM

: (23)

Fig. 2 depicts DGmix(x, T) of three representative platinum alloys
for a temperature interval that covers many technical applica-
tions. It is important to note, that these plots should not be
mistaken for complete phase diagrams, since besides neglect-
ing liquid phases they do not contain information about phase
mixtures. To maintain catalytic activity, a high content of
platinum was assumed to be required, so only compositions
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with 0 r x r 0.5 were investigated. Accordingly, only the face-
centred (fcc) structure of the platinum matrix is considered for
the disordered alloys, which is favoured at high platinum
content and shared by most metals investigated here. The only

two exceptions – alloys rich in tungsten (Fig. 2c) and rhenium
(Fig. S7b, ESI†), which crystallize in body-centred and hexago-
nal structures, respectively – are expected to occur only in case
of a significant excess of the alloying metal.

As can be seen from Pt–Au in Fig. 2a, at high temperatures
the configurational entropy completely compensates the repul-
sive interaction even in sR-type alloys. Likewise, the transition
between weakly and strongly attractive categories (see Fig. 2b
and c for examples, black bars indicate the stable temperature
range of the respective ordered phase) is smooth. The weak/
strong-subdivision established at the beginning of this section
is therefore somewhat arbitrary. Moreover, it relies on experi-
mental data to some extent. This is in contrast to the general
attractive/repulsive character of the interaction, which is unam-
biguously defined by the sign of the mixing energy. Fortunately
though, according to the summary in Table 1, the deviation of
the most stable/unstable composition xmin/max from 0.5 might
be a viable indicator for the interaction strength, since there are
four alloys (Pt–W, Pt–Re, Pt–Au and Pt–Ag) with deviations of
more than 0.1. Considering the sparse experimental data and
the rather unexpected absence of intermetallic phases in such a
well mixing system, Pt–Re is hence relabelled as a type sA alloy
(in fact, the existence of regular phases is assumed based on
theoretical predictions76). A welcome side effect of basing the
classification on xmin/max is the connection to the gradient of
DGmix along x, which will be important for the oxidation in
Sections 3.2 and 3.3. In the discussion below the results will be
presented starting with the late 5d alloys, which are most
similar to platinum, and ending with the more complex 3d
alloys.

3.2 Pt-Alloys of Au and Ir

While most considered elements mix attractively with plati-
num, gold and iridium do not. In Fig. 2a (see Fig. S5b for the
iridium results, ESI†) this is indicated by the positive sign of
DGmix(x, T) at low temperatures. Even at 1300 K the Gibbs free
energy of mixing does not exceed �3 kJ mol�1 for both
elements. Still, the miscibility gaps reported in the literature
extend up to 1473 K for Pt–Au77 and 1300 K in case of Pt–Ir,78

indicating an overstabilization of the random phase in our
model. An improved description of DGmix can be achieved by
combining a cluster expansion model with Monte Carlo
sampling70 (see for example ref. 79). This is, however, out of
the scope for the present screening investigation and even the
lower demixing temperatures fall within range of the working
conditions of the Ostwald process.

3.2.1 Pt-Alloys of Re and W. The rhenium alloy mixes
strongly attractively (type sA), with minimum DGmix(x, T)
values ranging between around �10 kJ mol�1 at 300 K and
nearly �16 kJ mol�1 at 1300 K for a rhenium content of 25%
(Fig. S7b, ESI†). The compositional range is reduced in this case
due to rhenium crystallizing in a hcp structure and the related
miscibility gap around x E 0.5, which is hinted at by a
minimum of DGmix(x, T) along x. The presence of the latter
somewhat contradicts the attractive interaction with platinum
and indeed calculations by Levy et al.76 suggest the existence of

Fig. 2 Gibbs free energy of mixing (DGmix) of Pt–Au (a), Pt–Cu (b) and Pt–
W (c) per metal atom mapped onto alloy composition x and temperature T.
Vertical black lines represent stable intermetallic phases of like
composition.
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Pt3Re. The behaviour of tungsten (Fig. 2c) is very similar, the
only differences being the even stronger interaction with plati-
num (�20 kJ mol�1 up to �25 kJ mol�1 at x = 0.25) and the
intermetallic phase at x = 0.33.75,80 Still, both elements appear
to be useful for alloying, since the limited compositional range
is made up for by the steep gradient of DGmix along x, which
permits the use of less alloying metal.

3.2.2 Pt-Alloys of Ag. The platinum alloy with silver (Fig.
S1a, ESI†) is similar to that of gold (Fig. 2a) but about 3 kJ
mol�1 more stable. Based on the large deviation of the mis-
cibility gap’s maximum temperature from the experimental
phase diagram,81 the stability is probably overestimated,
though. Please note that neither the liquid phase, which is
required for the peritectic reaction, nor intermetallic PtAg at
low temperatures81 were considered.

3.2.3 Pt-Alloys of Rh. The Gibbs free energy of mixing of
rhodium in platinum (Fig. 7a) is mostly driven by entropic
contributions, while the enthalpy of mixing is negligible. Thus,
despite being an attractive alloy (type wA) and the default
choice for alloying, it needs around 1300 K to reach the Gibbs
free energy of mixing of Pt–Re at 300 K.

3.2.4 Pt-Alloys of Cu. Modelling the late 3d platinum alloys
is slightly more complicated, since there are order–disorder
transitions within the investigated temperature range. For the
sake of this discussion, the alloys are assigned to the weakly
attractive category. This agrees with the classification based on
xmin/max, which was proposed above (see Table 1). The copper
alloy (Fig. 2b) outperforms all other wA-alloys in terms of
stability (DGmix decreasing from �10.6 kJ mol�1 to �16.4 kJ
mol�1 in the chosen temperature interval). This is accompa-
nied by the emergence of the unique L13- (Cmmm)82–84 and L11-
structures (R%3m)72,83,84 for Pt3Cu and PtCu (please see Table S1
in the ESI† for a complete listing of all considered phases and
their thermodynamic properties). Still, the order–disorder tran-
sition at 50% copper occurs almost 200 K lower than expected71

(no data was found for Pt3Cu), supporting the notion expressed
earlier for Pt–Au and Pt–Ir that the stability of the random
alloys is overestimated.

3.2.5 Pt-Alloys of Co and Ni. Except for the negligible fcc–
hcp transition of cobalt both alloys resemble each other very
closely, with DGmix of Pt–Co decreasing from �5.5 kJ mol�1 at

300 K to almost�11.5 kJ mol�1 at 1300 K and Pt–Ni only adding
+0.5 kJ mol�1 to this (Fig. S3b and S6b, ESI†). Both elements
carry a magnetic moment, which in some cases prevents the
identification of the ground state. Especially for compositions
with 20% and 30% cobalt the energies are notably less negative
than expected (see Fig. S3a, ESI†). Consequently, the transition
to the L12 structure (Pm%3m) sets in 450 K too low, whereas the
transition at 50% to the L10 structure (P4/mmm) deviates by
400 K from the experimental phase diagram.74 The analogous
nickel deviations of +110 K for PtNi and �40 K for Pt3Ni on the
other hand compare much better to the literature.73,85,86

3.3 Oxidation of platinum

Despite being known as noble, platinum forms at least one
gaseous oxide – which is the main focus of this investigation –
as well as several solid oxide phases. While the latter do not
contribute to the volatility directly, they may form at the
surface, thereby potentially passivating it or acting as a pre-
cursor for the formation of PtO2 vapour. Thermodynamically,
the volatilization can be described in three steps (which are not
identical to the reaction mechanism). In the first step a
platinum atom is released from the alloy:

Pt(1�x)sMx�s - Pt(1�x)s�1Mx�s + Pt. (I)

This is equivalent to increasing x to the final concentration x:

x0 ¼ x � s
s� 1

: (24)

Herein, s denotes the system size in terms of the total number of
atoms. Conversely, 1/s can be thought of as the fraction of the
system, which is affected by oxidation. In the following calcula-
tions s was set to 100 atoms, though reducing it to ten atoms or
less does not change the results for the platinum oxidation
significantly (it does however affect that of the second metal).
Please note, that the intermediate state of the released metal
atom, which results from the separation of step I and II, has not
been considered explicitly. Hence, in the second step the released
platinum atom directly reacts to form the thermodynamically
stable oxide:

Ptþ n0

m0
O2

2
! 1

m0
Ptm0On0 sð Þ: (II)

Table 1 Classification of the investigated platinum alloys and the properties it is based on (extremal energy DEmin/max
mix per metal atom and the

corresponding composition xmin/max, oxide energy of formation DEf)

Alloy
DEmin/max

mix

[kJ mol�1] xmin/max Alloyability-typea
DEf/metal atom
[kJ mol�1] Nobility-typeb

Pt–Au 5.3 0.38 sR �19.80 (Au2O3) N
Pt–Ir B6.0 B0.55 wR �230.45 (IrO2) B
Pt–Re �8.3 0.34 sA (wA)c �637.68 (Re2O7) B
Pt–W �18.6 0.25 sA �822.09 (WO3) B
Pt–Ag 2.6 0.33 sR �5.91 (Ag2O) N
Pt–Rh B�1.1 B0.55 wA �243.29 (RhO2) B
Pt–Cu o �8.5 4 0.50 wA �108.38 (CuO) N
Pt–Ni �3.4 0.48 wA �125.43 (NiO) N
Pt–Co �3.8 0.48 wA �233.78 (Co3O4) B

a sA = strongly attractive, wA = weakly attractive, wR = weakly repulsive, sR = strongly repulsive. b N = noble, B = base in comparison to DEf (PtO2,s) =
�147.67 kJ mol�1. c Relabelled based on xmin/max.
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In case of the latter being solid, a third step – subsequent
oxidation, decomposition or direct sublimation – is necessary to
complete formation of a volatile species:

1

m0
Ptm0On0 sð Þ þ

n00

m00
� n0

m0

� �
O2

2
! 1

m00
Ptm00On00 gð Þ: (III)

All Gibbs free energies presented hereafter will follow this scheme
(negative values signifying oxidation taking place spontaneously).
The gaseous product being transported out of the reaction zone by
the gas feed renders the third reaction a non-equilibrium process
in a technical reactor. As a consequence, this process may take
place, regardless of sign.

As can be seen from equations I to III, alloy composition and
properties only affect the very first step, whereas the oxidation
of the released platinum is identical for all alloys and depends
only on the reaction conditions. The four alloy types introduced
in the alloying section – strongly attractive (sA), attractive (wA),
repulsive (wR) and strongly repulsive (sR) – thus apply here as
well. Despite most platinum oxides being solid, the three
reaction steps are combined here to assess the resistance
against platinum volatilization via PtO2(g). The total Gibbs free
energy of reaction thus reduces to

DGr,Pt(x, T) = DG�Pt(x, T) + GPtO2
(T) � GO2

(T). (25)

GO2
and GPtO2

are calculated as described in the computational
details. The Gibbs free energy necessary to release one plati-
num atom from the alloy, DG�Pt, is expressed by

DG�Pt(x, T) = (s � 1)G(x0, T) � sG(x, T). (26)

Eqn (26) implies that DGr,Pt(x, T) is related to the derivative of
DGmix(x, T) with respect to x, since the change of the Gibbs free
energy is calculated for a constant change in concentration. As
a result of this, the trends along x of associated plots oppose
each other in Fig. 2 and 3. The dependence on the temperature,
on the other hand, is mostly determined by the large entropy
difference of the gaseous and solid phases, which results from
the latter lacking translational and rotational degrees of free-
dom. This translates to a declining stability at elevated tem-
peratures for the solid oxides, whose entropy is too small to
compensate for the loss of gaseous oxygen, whereas the for-
mation of gaseous metal oxides results in an entropy gain if a
maximum of one oxygen molecule is bound in the process.
Both states of matter are observed in the oxidation of platinum,
which below will be discussed for pure platinum (x = 0) first. As
for the Gibbs free energy of mixing, only a representative
selection of the results is shown in Fig. 3. The remaining plots
can be found in the ESI.†

3.3.1 Oxidation of pure platinum. Besides gaseous PtO2,
four solid phases – a-PtO2 (P%3m), b-PtO2 (Pnnm), Pt3O4 (Pm%3n)
and PtO (P42/mmc) – were considered as possible oxidation
products. Reproducing their very different structures and prop-
erties correctly requires the inclusion of dispersion forces,
which especially lowers the relative stability of the gaseous-
and the layered a-modifications of PtO2 in accordance with
their lower mass density. In the present case, the D3/BJ
approach by Grimme et al.26,27 was chosen to complement

the PBE density functional. Consequently, only two oxides are
observed in Fig. 3: b-PtO2 is predicted to be stable at low
temperatures. At 663 K the rapidly growing gas-phase entropy
of oxygen causes some of it to be released from the solid. The
resulting Pt3O4 is then stable again up to 1094 K in case of pure

Fig. 3 Gibbs free energy for the formation of gaseous PtO2 (DGr,Pt) from
Pt–Ir (a), Pt–Cu (b) and Pt–W (c) per metal atom mapped onto alloy
composition x and Temperature T. Phases and their boundaries are
signified in black.
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platinum (x = 0), where it finally decomposes. Unfortunately,
experimental data on the phase transitions between platinum
oxides is sparse, especially at moderate or low temperatures
and pressures, where equilibration is difficult. Electrical resis-
tance measurements by Berry87 suggest a decomposition of
b-PtO2 between 870 K and 920 K. This is consistent with more
recent thermogravimetric results by Punnose et al.,88 who
additionally found Pt3O4 between 908 K and 1073 K. Both
measurements were conducted in air, where the transition
temperatures are lower than in pure oxygen due to the lower
partial pressure. A comparison to other theoretical results, like
that of Chen and Yang89 or Seriani et al.,90 is difficult due to
differences in the employed models, since either the phonon
contribution or the corrections of the DFT oxygen and oxide
energies are missing. The seemingly better Pt3O4-boundary
temperatures of 870 K and 970 K by Seriani et al.90 might thus
be coincidental and caused by error cancellation. The corrected
values for (b-)PtO2 and Pt3O4 calculated here differ by about
�10.1 kJ mol�1 and +12.0 kJ mol�1 per platinum atom, respec-
tively, compared to the empirical relation proposed by Wang
et al.91 for example (please see the Table S1 for a complete list of
all thermodynamic properties, ESI†). The combined deviation
can easily cause a boundary shift of the observed magnitude. It
needs to be kept in mind, though, that the metal–oxide transi-
tion is much more important for the present investigation.

Gaseous PtO2, despite being unstable, most likely plays a key
role in the corrosion of platinum due to its formation being
irreversible in a fixed bed reactor with a directional gas flow. In
contrast to the solid phases, its entropy is larger than that of
platinum and oxygen combined, which results in a decrease of
the Gibbs free energy of reaction from +156.9 kJ mol�1 at 300 K
to +146.0 kJ mol�1 at 1300 K, promoting its formation at
elevated temperatures. The corresponding enthalpy of for-
mation amounts to +160.6 kJ mol�1 at 298.15 K, whereas the
literature data spans values from about 164 kJ mol�1 (ref. 59–
61) to 218 kJ mol�1.92 Fortunately, changes induced by alloying
are not affected by this uncertainty. The following discussion
will therefore focus on how alloying alters the relative stability
of the alloys compared to pure platinum.

3.3.2 Oxidation of Pt in Au- and Ir-alloys. Pt–Au and Pt–Ir
are repulsive alloys of type sR and wR, respectively. These types
are characterized by a positive Gibbs free energy of mixing,
which lowers the energy required for releasing platinum from
alloys with high gold or iridium content, thereby also promot-
ing their oxidation. This is illustrated by Fig. 3a, which presents
the Gibbs free energy for forming PtO2(g) from the gold alloy
(see Fig. S5c for the iridium results, ESI†). As can be
seen, at 300 K alloying with gold decreases DGr,Pt(x, T) from
+156.7 kJ mol�1 to +149.8 kJ mol�1 (to +153.2 kJ mol�1 in case
of iridium), which increases the vapour pressure at that tem-
perature by almost 17 times. At 1300 K, on the other hand, the
configurational entropy almost compensates the repulsive
enthalpy and the gradient of DGr,Pt(x, T) along x nearly
vanishes. Another inversion is observed at low x, where decreas-
ing the platinum content slightly increases DGr,Pt(x, T), which
results in a small maximum along x (in case of iridium, the

maximum less narrow and shifted to larger x). The reason for
this is the infinite mixing entropy at x = 0, which translates to a
rapidly decreasing chemical potential of gold at low concentra-
tions. Thus, alloying platinum with small amounts of any other
metal generally reduces its oxidation tendency. This is also
reflected by the boundary between Pt3O4 and the metallic state,
which is – in contrast to oxide–oxide transitions–composition
dependant.

3.3.3 Oxidation of Pt in Re- and W-alloys. Pt–Re and Pt–W
are of the strongly attractive type, where the minimum Gibbs
free energy of mixing is reached well below x = 0.5. In Fig. 3c,
which presents the formation of PtO2(g) from Pt–W, this
translates to a steep increase of DGr,Pt(x, T) to +176.0 kJ mol�1

already at 300 K and x = 0.25 (results for larger x are not
discussed due to adjacent intermetallic phases). Alloying with
rhenium yields almost +163.4 kJ mol�1 for the same conditions
(see Fig. S7c, ESI†). Both values decrease by only about 8.5 kJ
mol�1 at 1300 K (the vapour pressures at this temperature are
thus reduced to 14% and 44%, respectively). A comparably
strong dependence on x was found for the metal–oxide phase
transition, which drops by around 175 K in case of alloying with
tungsten (around 70 K for rhenium). Unlike the repulsive
alloys, all trends are monotonous, since the stabilizing effect
of the mixing entropy adds to an already negative mixing
energy.

3.3.4 Oxidation of Pt in Ag-alloys. The mixing behaviour of
silver in platinum is similar to that of gold. Nevertheless, its
mixing energy is smaller, which reduces the gradient of
DGr,Pt(x, T) along x and results in a plot that blends properties
of Pt–Au and Pt–Ir (Fig. S1c, ESI†). Consequently, the Gibbs free
energy of reaction at x = 0.5 is always above that of the gold alloy
(+152.4 kJ mol�1 at 300 K, +147.3 kJ mol�1 at 1300 K).

3.3.5 Oxidation of Pt in Rh-alloys. The rhodium alloy
belongs into the wA-category, which is represented by Pt–Cu
in Fig. 3b (see Fig. 7b for the rhodium plot). Alloys of this type
mix attractively over the whole range of x, allowing for synergy
with the configurational term at high temperatures. The gra-
dient along x therefore opposes that of the repulsive alloys. In
case of Pt–Rh the mixing behaviour turned out to be almost
ideal. This leaves the configurational entropy as the only
contribution that influences the oxidation, which is not suffi-
cient to compensate the surplus entropy of PtO2(g). At x = 0.5
DGr,Pt is therefore higher at 300 K (+159.5 kJ mol�1), than at
1300 K (+154.4 kJ mol�1). Still, the vapour pressure at 1300 K
decreases to 46% compared to pure platinum.

3.3.6 Oxidation of Pt in Cu-, Ni- and Co-alloys. The late 3d
elements are miscible with platinum regardless of composition
already at 0 K (type wA). The Gibbs free energy needed for the
formation of gaseous PtO2 therefore steadily increases with x.
The largest value of DGr,Pt(x, T) is found for 50% copper at 300 K
and amounts to +164.4 kJ mol�1. This is a lower bound to the
actual value, since ordered PtCu is preferred at this tempera-
ture. At 1300 K, this composition still yields +159.3 kJ mol�1.
Alloying nickel or cobalt lowers DGr,Pt to +162.4 kJ mol�1 and
+157.3 kJ mol�1 in case of the former and to +163.2 kJ mol�1

and +158.1 kJ mol�1 for the latter. Despite seemingly
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compensating the influence of temperature on pure platinum,
alloying however cannot completely suppress its volatilization,
since the weight of the Gibbs energy difference decreases at
high temperatures according to exp(�DDGr,Pt/RT). Still, the
difference of DDGr,Pt = 13.4 kJ mol�1, which was calculated
for the copper alloy at 1300 K, is equivalent to a reduction of the
PtO2 vapour pressure by 71%.

3.4 Oxidation of the alloying metal

With some minor adjustments the reaction scheme established
for platinum is also valid for the second alloy component. The
adaption of eqn (25) for other oxide stoichiometries then yields
the following more general expression of the Gibbs free energy
of reaction for the oxidation of the alloying metal M:

DGr;M x;Tð Þ ¼ G�M x;Tð Þ þ 1

m
GMmOn Tð Þ � n

m

GO2
Tð Þ

2
: (27)

In contrast to platinum, though, releasing M from the alloy
decreases x. The final concentration x0 therefore needs to be
redefined to

x0 ¼ x � s� 1

s� 1
: (28)

This is equivalent to

Pt(1�x)sMx�s - Pt(1�x)sMx�s�1 + M. (IV)

Despite the similar reaction sequence, the additional com-
plexity of M denoting more than one element, each of them
with its own, distinct oxidation behaviour, still exists. This
property, which will be referred to as ‘‘nobility’’, also needs to
be accounted for in the alloy classification scheme introduced
in Section 3.1 by subdividing the alloy types. Oxygen affinity and
alloyability are, however, not independent of each other, since
both are connected to the reactivity. This results in opposing
behaviour in terms of stability. Accordingly, elements of subtype
N (‘‘noble’’), which are comparatively stable with regards to
oxidation, usually mix repulsively (the opposite is the case for
subtype B, ‘‘base’’). Since all metals oxidize to some extent, the
normalized oxidation energy of the pure metals (without any
correction) was chosen as a criterion for assigning them to one
of the two subgroups by comparing it to the formation of b-PtO2

from platinum. The resulting assignments are listed in Table 1.
The following section compares metals with very different

properties and not all of them form volatile oxides. Conse-
quently, the Gibbs free energy of reaction DGr,M(x, T) of the
most stable oxide phases – regardless of their state of matter –
is shown in Fig. 4. Besides the replacement of the gold alloy
with that of iridium (gold is not expected to oxidize notably),
the plots are similar to that for the oxidation of platinum in
Fig. 3. There are however several important differences. Most
obviously, the trends along x are inverted due to the comple-
mentary element concentration, while the inversion along T is
related to the mostly solid oxides, whose entropy is much lower
than that of (gaseous) oxygen. Additionally, the oxidized metal
being different for each alloy adds an element- and
temperature-dependant offset to the Gibbs free energy of

reaction. A final detail is the gap at low x, where the amount
of the non-platinum metal decreases below x = 1/100 = 1/s,
which is equivalent to x = 0. This was implemented, since the
configurational entropy (which is based on ln(x)) is not defined
for x o 0. At the same time, alloying effects are most prominent

Fig. 4 Gibbs free energy for the oxidation of the alloying metal (DGr,M)
within Pt–Ir (a), Pt–Cu (b) and Pt–W (c) per metal atom mapped onto alloy
composition x and temperature T. Phases and their boundaries are
signified in black.
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at low concentrations due to the logarithm tending to negative
infinity.

3.4.1 Oxidation of Ir in Pt-alloys. Iridium is the only
element tested, that is oxygen-affine in comparison to platinum
and repulsive at the same time (type wR/B). Fig. 4a therefore
exhibits an increase of DGr,Ir for most compositions at 300 K
from �218.4 kJ mol�1 at x = 0.1 to �210.0 kJ mol�1 at x = 0.5
due to the positive mixing energy. Above 1000 K the latter is
compensated by the configurational entropy, which results in
an increase from �13.3 kJ mol�1 to �18.6 kJ mol�1 at 1300 K.
Below x E 0.1 the logarithmic mixing term inverts the trend
even at 300 K. While iridium oxide is known to be volatile, this
is not reflected in Fig. 4a, even though both, the enthalpy of
formation and the entropy of IrO3 at 298.15 K are
overestimated62 by �32.1 kJ mol�1 and +27.0 J mol�1 K�1,
respectively (see Table S1, ESI†). Instead, solid IrO2 (P42/mnm)
is observed up to 1300 K, whose properties differ much less
from the literature. This implies, that the nobility of iridium –
like that of rhenium and tungsten – is at least partly caused by
passivation.

3.4.2 Oxidation of Re in Pt-alloys. Similar to Pt–W in
Fig. 4c, Pt–Re (type sA/B, see Fig. S7d, ESI†) features a steep
drop in DGr,M from �504.5 kJ mol�1 to �561.1 kJ mol�1 at
300 K (�238.6 kJ mol�1 to �330.1 kJ mol�1 at 1300 K) while
increasing the rhenium content to 25%. Just a single oxidation
state – Re2O7 – is found to dominate this temperature interval,
though there is a change of its state of matter. A direct
comparison of the transition temperature with literature data
is not possible due to the neglected liquid state but according
to the enthalpies of formation solid Re2O7 (P212121) is �35.8 kJ
mol�1 per metal atom too stable,40,41 whereas the gaseous
equivalent differs by �1.7 kJ mol�1.42 (which is offset by the
15.7 kJ mol�1 larger42,93 entropy per metal atom). Adjusting the
enthalpy of the solid oxide thus lowers the boundary from
780 K to 635 K. The roles of ReO2 and ReO3 might be compar-
able to that of WO2 (see below).

3.4.3 The oxidation of W on Pt-alloys. Tungsten (type sA/B,
Fig. 4c) behaves very similar to rhenium but eclipses the latter
not only in terms of platinum – but also oxygen affinity. DGr,M

thus spans a huge range of values, from �596.6 kJ mol�1 and
�750.5 kJ mol�1 at 300 K and x = 0.25 to �301.5 kJ mol�1 and
�490.3 kJ mol�1 at 1300 K. The large variety of phases
described in the literature94 is, however, not reflected by
Fig. 4c: besides solid WO3 no other oxide is present. And while
WO2 and W18O49 are limited to very specific conditions95 and
their occurrence on oxidized tungsten surfaces is likely related
to their low oxygen permeability,96,97 only two of the four
expected98,99 WO3 modifications (P21/c at low – and Pnma at
high temperatures) are observed. The latter is not a major
concern, though, since the properties of the WO3 phases are
very similar and compare well with the values of Charlu and
Kleppa44 (please see Table S1, ESI†). The absence of gaseous
phases, on the other hand, is not a sign of instability but results
from the overwhelming stability of solid WO3. In fact, the
formation of WO3(g) is predicted to be about half as endergo-
nic, as that of the solid phase. Moreover, the resulting volatility

is probably underestimated due to not accounting for the
formation of tungstic acid (H2WO4)100,101 or dimerization.102

3.4.4 Oxidation of Ag in Pt-alloys. Ag2O is one of very few
oxides, whose enthalpy of formation is severely worsened by the
empirical correction (�43.4 kJ mol�1 instead of �15.3 kJ mol�1

ref. 48 per silver atom). But besides raising the corresponding
phase boundary by more than 600 K48 (see Fig. S1d, ESI†), the
impact of this error is limited, since it is only additive and does
not influence the observed trends. As a repulsive alloy, Pt–Ag
shares several characteristics with Pt–Ir in Fig. 4a, like the small
minimum of DGr,M with regards to alloy composition at x E
0.1. Unlike iridium, however, silver is of the noble subtype sR/
N, as can be seen from the still small enthalpy of formation.
Accordingly, the Gibbs free energy of reaction between x =
0.1 and x = 0.5 only increases from �38.9 kJ mol�1 to
�29.4 kJ mol�1 at 300 K (+11.2 kJ mol�1 to +7.0 kJ mol�1 at
1300 K).

3.4.5 Oxidation of Rh in Pt-alloys. The wA/B-classification
of the rhodium alloy (Fig. 7c) is only shared by that of cobalt,
which is however much easier oxidizable (see below). The
corresponding change of the Gibbs free energy of oxidation is
negligible at 300 K but grows to nearly �55 kJ mol�1 at 1300 K
(+28.3 kJ mol�1 to �26.4 kJ mol�1). Compositions with up to
5% rhodium are thus stable at this temperature, which con-
forms with the pure oxide dissociating at 1400 K103 and the
phase diagram by Muller and Roy.104 Unfortunately, neither of
the expected103,104 Rh2O3 polymorphs is observed due to an
overcorrection of RhO2 by �31.5 kJ mol�1.51,105 Indeed, Rh2O3

appears above 956 K, if the oxides are corrected individually
based on their enthalpies of formation, which also widens the
stable range to x E 0.24 (see Fig. S10c and d, ESI†). According
to Jacob et al.11 this is still too narrow, though. Finally, rhodium
also forms a gaseous oxide similar to PtO2, whose formation is
slightly more endothermic (DH0

f = +173.2 kJ mol�1, DH0
f,lit Z

+188.9 kJ mol�1 ref. 59–61).
3.4.6 Oxidation of Cu in Pt-alloys. Contrary to expectation

the close relation of the copper oxides to superconductivity
does not influence their thermodynamic properties noticeably.
The remaining enthalpy errors of +9.9 kJ mol�1 (CuO) and
+1.7 kJ mol�1 (Cu2O) per copper atom are however still large
enough to lower the CuO–Cu2O-transition in Fig. 4b by roughly
230 K compared to the hypothetical literature value (at 1 bar
CuO melts54 well before this happens). Consequently, the Gibbs
free energies calculated for the oxidation of copper are
likely too positive at high temperatures (+56.6 kJ mol�1 to
�19.6 kJ mol�1 at 1300 K), while the low-temperature region
remains mostly unaffected (�68.8 kJ mol�1 to �104.3 kJ mol�1

at 300 K). Indeed, the range of stable alloy compositions
reduces to about 17% copper at 1300 K, if the oxide enthalpies
are corrected individually (see Fig. S10a and b, ESI†). This is
slightly smaller than the fully corrected rhodium alloy, which is
however not as stable against platinum oxidation. Copper is
thus the only element, that can potentially strengthen platinum
without oxidizing itself (type wA/N).

3.4.7 Oxidation of Ni and Co in Pt-alloys. Despite all
similarities found for the cobalt- and nickel alloys (type wA/B
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and wA/N, see Fig. S3d and d, ESI†), the elements themselves
behave rather differently, since nickel in contrast to cobalt
avoids high oxidation states.106,107 Consequently, with Co3O4

a cobalt oxide with two different oxidation states is found to
dominate over the whole temperature range, even though its
calculated enthalpy of formation deviates by +36.3 kJ mol�1 per
metal atom from to the literature value of �305.1 kJ mol�1.57

Given that the deviation53 of the prototypical charge-transfer
insulators108–110 CoO and NiO is about twice as large, this is
probably related to the self-interaction error.31 The Gibbs free
energies of reaction calculated for Pt–Co (�210.5 kJ mol�1 to
�225.3 kJ mol�1 at 300 K, �39.1 kJ mol�1 to �94.7 kJ mol�1 at
1300 K) and Pt–Ni (�111.7 kJ mol�1 to �132.7 kJ mol�1 at
300 K, +14.8 kJ mol�1 to �47.1 kJ mol�1 at 1300 K) are thus too
low as well.

3.5 Electrochemical oxidation

Platinum and its alloys are highly relevant electrode materials,
and electrooxidation of platinum-based catalyst materials is a
frequently observed degradation mechanism, for example in
fuel cells.111–114 To provide more insight into the thermody-
namic behaviour of platinum-based alloys in this context, the
model presented in the last sections was adapted to the
electrochemical oxidation. This mainly requires the replace-
ment of oxygen by liquid water, with electron holes acting as
the electrochemical oxidizer. The Gibbs free energy of liquid
water is approximated based on the vapour–liquid phase equi-
librium

GH2O;l 298:15 Kð Þ ¼ GH2O;g 298:15 K; 1 barð Þ

þ RT ln
pvap

p0

� �
; (29)

where pvap = 0.032 bar indicates the vapour pressure of water at
room temperature and GH2O,g represents the calculated Gibbs
free energy of a water molecule in the gas phase (see Section 2.4
for details). Only total oxidation is considered here, which is
preferred for most metals investigated here at typical
oxygen evolution (OER) overpotentials.115–118 In case of
Nickel119 and Cobalt120 the hydroxides are not stable at strongly
acidic conditions. Neither the formation of complex ions,
nor the direct dissolution to metal ions, which are usually
preferred instead, have been included in the calculations
presented below.

The oxidation reaction of the released metal atom M, which
can be either platinum or the alloying metal, thus reads

Mþ n

m
H2O!

1

m
MmOn þ 2

n

m
Hþ þ e�ð Þ: (V)

Adapting the model of the computational hydrogen
electrode,121,122 the chemical potential of the protons is defined
by the H2/H+-equilibrium. At standard conditions (pH2

= 1 bar,
pH = 0, T = 298.15 and U = 0 V relative to the standard hydrogen
electrode), the Gibbs free energy of the protons is therefore
identical to that of gaseous hydrogen, while increasing the
voltage (U) facilitates the electrochemical reduction of water.

The total Gibbs free energy of reaction thus reads

DGU;M x;U; pH;Tð Þ ¼ G�M x;Tð Þ þ 1

m
GMmOn Tð Þ þ n

m
GH2

Tð Þ

� n

m
GH2O;l Tð Þ � 2

n

m
Ge U; pHð Þ:

(30)

The dependence of the oxidation on voltage (U) and pH is
described by the Gibbs free energy of the electron transfer (Ge),
which is defined as:

Ge U; pHð Þ ¼ U þ 2:303
RT

F
pH

� �
F

1000
: (31)

Eqn (31) is specified in kJ mol�1 and therefore includes a
conversion factor, where F denotes Faraday’s constant. The
Gibbs free energy G�M(x, T) needed to release a metal atom is
calculated according to the eqn (26) and (24) or (28), respec-
tively, while the Gibbs free energies of the oxides are adopted
from the previous sections. The pH is fixed to pH = 0.

Since the release of platinum from the alloy is modelled
similarly to the thermal oxidation, the trend with regards to
alloying is reproduced in case of the electrochemical oxidation.
Fig. 5 illustrates this by plotting the Gibbs free energy of
reaction for the oxidation of platinum in the tungsten alloy.
As is evident from the more or less horizontal isolines, the
dependence of DGU,Pt on x is weak compared to that on U. Due
to the effect of alloying being even smaller for the other alloys,
none of them are shown here (see the ESI,† for the respective
diagrams). While the dependence on the pH is not plotted here
in favour of the compositional dependence, a comparison to
the Pourbaix diagram of platinum118 is still possible at x = 0
and U = 0, which reveals several differences. Most importantly,
there is no dissolution of platinum around 1.0 V. Even though
this is expected, as Pt2+ was neglected here, it is still not a
sufficient explanation for the markedly lower metal–oxide
phase transition at 0.81 V (solid black line at DGU,Pt = 0).
Besides the enthalpies of formation of the platinum oxides
themselves (see the discussion above about platinum oxidation
or Table S1 in the ESI†), the lowering of the phase transition is
probably caused by components of the calculation, which were
not present in the dry reaction with oxygen, for example the
energy of water vapour. Judging the quality of the latter requires
a suitable comparison, for example the enthalpy of formation,
which however also relies on the inaccurate energy of oxygen.
Hence, no empirical correction was employed for the electro-
chemical reactions, even though some of the oxides have
special electronic properties on their own. But since the oxide
phases very likely differ in their DFT errors, the mean empirical
correction cannot account for these deviations anyway. This is
especially notable for PtO, which – in contrast to the thermal
oxidation – is expected to separate solid PtO2 and the metallic
state in absence of Pt2+. This intermediate phase is not
observed here, since the PtO–PtO2 boundary (dashed line in
Fig. 5) is shifted below the metal–oxide boundary. Lastly, some
of the underlying assumptions of the electrode model probably
contribute to the deviations as well.
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The compositional dependence is generally slightly more
pronounced for the oxidation of the second metal, where
halving the platinum content shifts the isolines by roughly
0.1 V for the majority of the investigated alloys (the direction of
the shift is determined by the mixing characteristics). Notable
exceptions are the alloys of copper and tungsten (shown in
Fig. 6b and c, respectively), the former of which features a
transition to Cu2O, that increases the already larger gradient
below 0.66 V, but is unstable with respect to the metallic phase.
Pt–W in turn continues a trend already discussed above for the
electrochemical oxidation of platinum, namely the emergence
of additional intermediate oxide phases – in this case W18O49

(P2/m) between Pt–W and WO3 – below 0.04 V. In the case of
rhenium (figure Fig. S7f, ESI†), two additional phases – ReO3

(Pm%3m) and ReO2 (Pbcn) – are observed below 0.89 V and 0.31 V,
respectively (the alloy is stable below 0.29 V, depending on
composition). The transition from Rh2O3 (Pbca) to RhO2 at U =
0.55 V, on the other hand, happens well below the metal–oxide
transition below 0.60 V. The phases in the iridium (IrO2 above
0.56 V to 0.59 V), cobalt (Co3O4 above U = 0.41 V to 0.31 V) and
nickel plots (NiO above 0.55 to 0.44 V) are the same as for the
thermal oxidation (see Fig. S5f, S3f and S6f in the ESI†). The
same is the case for the oxidation of gold (Au2O3-formation
above 1.03 V, Fig. S2f, ESI†) and silver (Ag2O starting to form
between 0.72 V and 0.83 V, Fig. S1f, ESI†). The comparability of
these results to literature data is limited, since only x r 0.5 was
considered here. Moreover, Co,120 Ni,119 Cu,115 Ag118 and even
Au118 are expected to dissolve at pH = 0, provided the applied
potential is sufficiently large. This is neglected here, as is the
formation of perrhenate ions117 in case of rhenium. The solid
oxides are thus only relevant for the electrochemical oxidation
of rhodium, iridium and tungsten.116,118

The low compositional dependence of the metal–oxide
transition is also reflected by the intermetallic phases of the
late 3d metals (see Table 2). Assuming total stoichiometric
decomposition, the corresponding voltages are confined to a

rather narrow interval of 0.17 V below the phase transition of
pure platinum at 0.81 V (see x = 0 in Fig. 5 for comparison).
Accordingly, the nobility-related drop between the Cu- and Co-
compounds with like platinum concentration amounts to only
0.13 V even for the PtM with less platinum content. In contrast

Fig. 6 Gibbs free energy for the electro-chemical oxidation of the alloy-
ing metal (DGU,M) in Pt–Ir (a), Pt–Cu (b) and Pt–W (c) per metal atom at
298.15 K and pH = 0 mapped onto alloy composition x and applied voltage
U. Phases and their boundaries are signified in black.

Fig. 5 Gibbs free energy for the electro-chemical oxidation of platinum
(DGU,Pt) from within Pt–W per metal atom at 298.15 K and pH = 0 mapped
onto alloy composition x and applied voltage U. Phases and their bound-
aries are signified in black.
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to this, Pt2W is only stable up to 0.33 V and PtW already
decomposes at 0.09 V.

4. Discussion

The oxidation of several platinum alloys was investigated based
on their Gibbs free energy of mixing DGmix(x, T), which was
modelled by combining the ideal mixing energy, interpolation
from the pure metals and the ideal configurational entropy. It
was observed, that the ‘‘alloyability’’ follows expected reactivity
trends of the alloying metals. Thus, DGmix(x, T) of the gold alloy
is positive and decreases towards copper and tungsten. This is
also reflected by the tendency to form intermetallic phases.
Hence, whereas the miscibility gabs observed for platinum
alloys of the late 4d and 5d-elements (Au, Ir and Ag) highlights
the repulsive interaction with platinum, the attractively mixing
3d-metals tend to form intermetallic phases. In case of the late
3d-metals this results in an order–disorder transition within
the investigated temperature range.

The formation of gaseous PtO2 mirrors the mixing trends for
most elements, since atom removal is modelled based on the
nominal change in concentration. Thus, one might expect that
releasing platinum – thereby increasing x – should be advanta-
geous in case of attractively mixing alloys with high platinum
content, since the initial mixing energy is less negative, than
the final one. Instead, the opposite is true and platinum
oxidation is related to the derivative of DGmix with respect to
x. This apparent contradiction is resolved by considering DGmix

as part of the binding energy of the released platinum atom. A
notable conclusion to be drawn from this is that contrary to
intuition very unreactive elements like gold are not suited to
stabilize platinum against oxidation, since the stability of the
latter in the alloy is not directly related to the that of the
elements involved, but to their mixture.

Alloying platinum with one of the very early transition
metals instead will not increase the catalyst durability either:
while these elements are indeed capable of compensating the
volatilization of PtO2, they have a strong affinity for oxygen
themselves. In fact, the formation of – in some cases even
volatile – oxides is favourable thermodynamically for most
tested elements, thereby opening up another possible route
for corrosion. Consequently, the compositional dependence

opposes that of platinum oxidation in that higher x promotes
oxidation of the second metal, thereby undermining the posi-
tive effects of alloying. Hence, alloyability and nobility of the
alloying element need to be balanced.

Even though the above general trends still apply, the Ost-
wald process modifies some of the underlying conditions the
results were obtained for. Besides the total pressure, whose
influence is small despite covering a range of several bar in
actual production plants7 (the entropy of oxygen decreases by
only B20 J mol�1 K�1 at 10 bar and 1300 K), this is especially
true considering the composition of the gas feed, which con-
tains ammonia, nitric oxides, and water vapour. This has
several possible effects: as for tungstic acid (H2WO4),100,101

the formation of volatile hydrides or hydrates might accelerate
the volatilization. Indeed, our calculations suggest the for-
mation of gaseous Pt(OH)2 from PtO2 and hydrogen to be
exergonic even at 1300 K (�42.1 kJ mol�1). Replacing hydrogen
by ammonia is expected to lower this Gibbs free energy of
formation to about �116.0 kJ mol�1 due to its endergonic
formation at this temperature. Hydrates like Pt(OH)4, on the
other hand, are found to be unstable already at comparatively
low temperatures. However, such species could be formed at
the surfaces of platinum as intermediates during the formation
of the volatile PtO2 or Pt(OH)2. Likewise, the amount of surface
sites available for oxygen decreases due to the presence of other
adsorbates. Since oxygen competes with other reactants for
sites, the prediction of corrosion rates requires a more com-
plete picture of the catalytic reaction mechanism than consid-
ered here. While the role of the surface in corrosion cannot be
overstated, the overall thermodynamic stability of the material
is governed by its bulk properties, as is reflected by the total
Gibbs free energy. This study identifies two alloys that signifi-
cantly enhance the stability of platinum in the bulk: Pt–Cu and
Pt–W. The following detailed literature discussion about their
properties also includes surface information that might impact
the above findings.

4.1 Pt–Cu

Considering only the oxidation of the platinum atoms, all late
3d alloys are calculated to outperform the rhodium alloy
(Fig. 7b) in terms of suppressing the formation of PtO2. In this
group, copper optimizes the stability of platinum, despite being
the noblest of the three metals. Still, the available concen-
tration range is limited by its oxidation, whose dependence on
x opposes that of the platinum and can not be extended by
taking advantage of the order–disorder transition, since low-
ering the operational temperature also decreases the selectivity
of the ammonia oxidation reaction. Moreover, intermetallic
phases tend to be brittle due to decreased dislocation mobility
and/or reduced grain boundary cohesion,123 even though the
L13 and L11 phases of Pt3Cu82–84 and PtCu72,83,84 are both
superstructures of the fcc random alloy. Given the knitted
design of modern ammonia oxidation catalysts,7 this might
pose a problem for manufacturing.

As is the case for rhodium, platinum-copper alloys are
subject to surface segregation. But unlike Pt–Rh13–16,124–126

Table 2 Decomposition voltage Ud of the investigated intermetallic
phases at 298.15 K assuming complete oxidation to the stable oxides at
these conditions

Compound Oxide 1 Oxide 2 Ud/[V]

Pt3Cu (Cmmm) PtO2 (Pnnm) CuO (C2/c) 0.80
PtCu (R%3m) PtO2 (Pnnm) CuO (C2/c) 0.76
Pt3Ni (Pm%3m) PtO2 (Pnnm) NiO (P2/m) 0.77
PtNi (P4/mmm) PtO (P42/mmc) NiO (P2/m) 0.69

Pt3Co (Pm%3m) PtO2 (Pnnm) Co3O4 (I41/amd)a 0.76
PtCo (P4/mmm) PtO (P42/mmc) Co3O4 (I41/amd)a 0.63
Pt2W (Immm) PtO (P42/mmc) WO3 (P21/c) 0.33
PtW (P%6m2) PtO (P42/mmc) WO3 (P21/c) 0.09

a Structure distorted due to magnetic structure.
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(and most127,128 other platinum alloys) copper is usually found
atop,128–134 even though contradicting measurements135,136

and some calculations127 indicate the segregation tendency to
be weak. Cluster expansion calculations of nanoparticles by Li
et al.137 suggest, that the presence of oxygen suppresses the
preference for platinum segregation at high platinum content

due to the stronger oxygen affinity of copper. Not only does this
possibly reduce the catalyst activity, it also has implications for
stability, since surface atoms are likely more prone to oxidation.

Being situated in the bulk does however not protect the
copper atoms either, since noble metal alloys are known to
oxidize from within (‘‘internal oxidation’’),138–141 which has
also been discussed for Pt–Cu.142 Even without alloying, plati-
num has the ability to reversibly integrate oxygen into its
structure.4,12 The latter probably involves a place-exchange of
adsorbed oxygen and surface platinum discussed143–147 in the
context of Pt-electrode degradation or interstitial absorption of
oxygen atoms148,149 at high surface-occupation, both of which
might be important for PtO2 formation as well.

Fortunately, DFT calculations150–153 suggest, that alloying
platinum with more electropositive elements electronically
saturates it, thereby also reducing its interaction with oxygen.
Moreover, segregation of platinum to the surface might limit
copper oxidation due to the subsurface platinum acting as a
diffusion barrier154 (copper atoms can however leave the sur-
face on their own to oxidize on top, as was found by Luo
et al.155,156 for copper containing up to 10% platinum).

4.2 Pt–W

The strongly attractive interaction of tungsten with platinum
stabilizes the latter even more against volatilization than cop-
per. Accordingly, the intermetallic phase at x = 1/3, which likely
crystallizes in a fcc-like superstructure75,157 as well, was found
to be stable over the whole temperature interval. Unlike for
copper, however, the calculated Gibbs free energy of mixing of
the tungsten alloy decreases rapidly, when approaching the
intermetallic composition, which might affect the catalyst
stability negatively, if the intermetallic phase cannot be realized
for whatever reason. At the same time, the strong composi-
tional dependence at low x can be utilized to leverage the effect
of alloying, while still retaining high platinum content. This
might be useful to maintain the catalytical properties.

While tungsten is famous for its high thermal and chemical
resistance, the latter is based on surface passivation rather than
extraordinary thermodynamic stability, as is evident from the
highly exergonic oxidation. And although calculations by
Ruban et al.128 predict platinum segregation for Pt–W, it is
known from Pt–Rh, that the presence of oxygen can not only
influence, but reverse segregation tendencies.13,14 Considering
the presence of oxygen, it is therefore likely that tungsten will
segregate to the surface and passivate it, which will also alter
the catalytic properties. Indeed, WO3 is used as promoter for
the NH3-based selective catalytic reduction of NO to N2,158

which suggests it to be inactive, if not detrimental to the
Ostwald process. Finally, tungsten is also known to be volatile,
which is caused by a multitude of molecular oxide species102

and accelerated in presence of water vapour due to the for-
mation of tungstic acid (H2WO4), which was neglected
here.100,101,159

The benefit of alloying platinum with tungsten in the con-
text of the Ostwald process is therefore dependant on the
presence of WO3 on the surface, and its properties. If

Fig. 7 Gibbs free energy of mixing (DGmix, a), Gibbs free energy of PtO2

formation (DGr,PtO2
, b) and Gibbs free energy of rhodium oxidation (DGr,Rh,

c) of Pt–Rh metal atom. Phases and their boundaries are signified in black.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 5

/2
3/

20
25

 1
2:

10
:1

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp01807a


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 24631–24648 |  24645

passivation of the catalyst indeed occurs, a strategy to circum-
vent this problem could be utilizing the very strong effect of
tungsten on platinum by only alloying the surface or subsurface
with small amounts of it to minimize the amount of tungsten at
the surface and its thermodynamic oxidation tendency, as well
as its volatility. If, on the other hand, the catalyst remains active
despite passivation, the high affinity of tungsten for oxygen
would be turned into an advantage, since this would allow for
alloy optimization based on other criteria. According to a
directed literature search, neither the alloy of tungsten, nor
that of copper have been tested for the Ostwald process so far.

5. Summary and conclusion

Platinum alloys of several transition metals have been investi-
gated using density functional theory and ab initio thermody-
namics to identify elements that thermodynamically stabilize
platinum against the formation of volatile PtO2, which is
assumed to mediate the extensive reconstruction of the plati-
num catalyst in the Ostwald process. It was found that for
platinum-rich alloys a high resistance to platinum oxidation is
associated with a negative Gibbs energy of mixing, which is
however also correlated with a high reactivity of the alloying
element. Conversely, the repulsive interaction of very noble
elements like gold pushes platinum out of the alloy, thereby
facilitating its oxidation. The oxidation tendencies of platinum
and the alloying element thus oppose each other and cannot be
separated, but only optimized, which limits the overall stability
of the alloy and introduces a concentration dependence. Still,
alloying is a viable strategy to inhibit platinum oxidation and
volatilization under harsh oxidizing conditions, if the affinities
of the alloying element for platinum and oxygen are well-
balanced. Based on the thermodynamic stability, the platinum
alloy of copper is expected to be the most promising candidate
in this regard.

Conversely, the elements that can compensate most of the
PtO2 vapour pressure at temperatures as high as 1300 K –
tungsten and rhenium – are prone to oxidation themselves.
The formation of gaseous Re2O7(g) even at moderate tempera-
tures, for instance, rules out the use of Pt–Re alloys for the
intended application as a catalyst in the Ostwald process. The
lower volatility of tungsten oxides, on the other hand, makes
Pt–W an interesting candidate, if the expected passivation of
the surface does not affect ammonia oxidation negatively.
Rhodium is thus neither the only, nor the optimal alloying
element to suppress platinum corrosion.

Data availability

The raw D3/BJ-corrected energies and structures are publicly
available at the NOMAD data repository (DOI: 10.17172/
NOMAD/2024.08.22-1, Dataset ID: vU6ILzWbROCinlWCLXRZcQ).
A second dataset created for raw PBE-data without dispersion
correction (DOI: 10.17172/NOMAD/2024.08.21-1, Dataset ID:
hwdvWSk6TeaCM5d70F8q_Q) additionally contains either

phonopy output files for the regular solid phases (raw thermo-
dynamic results and the force sets to recreate them) or – in case of
gaseous phases – vibrational data obtained directly with VASP.
The thermodynamic data of the pure phases was processed using
two custom scripts based on bash 4.4.20(1), gawk 4.2.1 and
gnuplot 5.2, which are available at github (https://github.com/
axkf/HEATh, last accessed at 02.09.2024, and https://github.com/
axkf/HEATher, last accessed at 02.09.2024). The script used for
combining the latter results with the alloy data is not easily
portable and therefore not published at the moment. The proce-
dure is however described in detail within the article.
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