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Trans vs. cis: a computational study of enasidenib
resistance due to IDH2 mutations†

Erik Lindahl,a Erik Arvidssonb and Ran Friedman *a

Isocitrate dehydrogenase 2 (IDH2) is a homodimeric enzyme that plays an important role in energy

production. A mutation R140Q in one monomer makes the enzyme tumourigenic. Enasidenib is an

effective inhibitor of IDH2/R140Q. A secondary mutation Q316E leads to enasidenib resistance. This

mutation was hitherto only found in trans, i.e. where one monomer has the R140Q mutation and the

other carries the Q316E mutation. It is not clear if the mutation only leads to resistance when in trans or if

it has been discovered in trans only by chance, since it was only reported in two patients. Using molecular

dynamics (MD) simulations we show that the binding of enasidenib to IDH2 is indeed much weaker when

the Q316E mutation takes place in trans not in cis, which provides a molecular explanation for the clinical

finding. This is corroborated by non-covalent interaction (NCI) analysis and DFT calculations. Whereas the

MD simulations show a loss of one hydrogen bond upon the resistance mutation, NCI and energy

decomposition analysis (EDA) reveal that a multitude of interactions are weakened.

1 Introduction

Drug resistance is a major clinical challenge, especially in
cancer, bacterial, viral, fungal and parasitic diseases. In mod-
ern drug design, drugs are developed to bind molecular targets
(most often proteins) with high specificity and affinity. Muta-
tions that develop in the drug target upon treatment are a
major cause for resistance.1,2 Understanding the cause for drug
resistance is essential for combating it and developing better
drugs. Insights from physical chemistry can be highly useful in
this respect. For example, in a study of resistance mutations to
dasatinib that targets the protein ABL1, it was found that three
such mutations have different mechanisms whereby resistance
was driven by enthalpy, entropy or a combination of those.3

Other studies, theoretical and experimental, pointed to the
importance of kinetics in enabling drug resistance.4–7

IDH2 is a homodimeric enzyme that, upon mutations in
residues Arg140 or Arg172 leads to the formation of (R)-2-hydroxy-
glutarate (2HG), a metabolite which is not normally formed in the
body. Accumulation of 2HG can drive several cancers. Specifically,
a mutation R140Q in one of the two copies of the enzyme is
associated with acute myeloid leukaemia (AML).8 Treatment with
enasidenib, which specifically targets IDH2/R140Q over the wild-

type enzyme, has been shown effective in such cases.9,10 Secondary
mutations in IDH2, Q316E and I319M have been observed in
patients treated by enasidenib and were suggested to cause drug
resistance.10–12 Of note, AML is a rare disease and mutations in
IDH2 are only observed in a subset of patients, thus reports on
resistance mutations to enasidenib were few.

Interestingly, in the two cases where resistance mutations
were reported, the resistance mutation was in trans to the
activating R140Q mutation.12 However, no mechanism was
suggested to explain this finding. Moreover, the small number
of patients that were hitherto subjected to treatment with
enasidenib and for which data on resistance is available is not
enough to conclude whether or not mutations must be in trans.
Due to the scarcity of clinical information, computational stu-
dies can be insightful to examine if the binding of the drug is
indeed weakened in trans but not in cis. We therefore employed
molecular dynamics (MD) simulations to study the binding of
enasidenib to IDH2/R140Q and to IDH2/R140Q/Q316E in cis and
in trans. We have further studied the binding by examining how
the drug binds to its nearby environment using density func-
tional theory (DFT), non-covalent interactions (NCI) analysis and
energy decomposition analysis (EDA) to gain physical insights on
the binding of the drug in the single and double mutants.

2 Computational methods
2.1 Structure preparation

Structure preparations were conducted in CHARMM-GUI
solution builder.13–15 The crystal structure for R140Q-mutated
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IDH2 (PDB id 5I9616) was downloaded from Protein Data Bank
(PDB).17 This structure had the R140Q mutation on both chains
(A and B, each representing one monomer). Residue Gln140 was
modified back to Arg on chain A. Residues 43 to 449 were
included in the analysis as these were visible in both chains.
The systems were prepared by removing everything except the
protein, enasidenib, the cofactor NADPH and calcium ions.
Residue 316 was either (1) not modified (2) modified in cis to
Glu, i.e. in chain B or (3) modified in trans to Glu. A cubic water
box was applied with distance 12 Å from the protein. To mimic
the conditions in cells, the systems were neutralized and
simulated in a KCl solution (0.15 mol dm�3). The pressure
was kept at 1 bar during the simulations.

2.2 MD simulations setup and forcefield

The simulations employed CHARMM3618 as force field for the
protein and CGENFF19 for the drug. Water molecules were simu-
lated with the TIP3P20 model. GROMACS version 2022.321,22 was
used throughout all of the protein simulations. Particle–mesh
Ewald (PME) was used to treat long-range electrostatic
interactions.23 The temperature was kept constan at T = 310 K by
the velocity rescaling thermostat24 (tt = 0.1 ps). In order to constrain
hydrogen bonds the LINCS constraint algorithm was used.25 The
SETTLE algorithm26 was employed to constrain the water mole-
cules. The cut-off distance for Coulomb and van der Waals inter-
actions was set to 1.2 nm. The vdW potential was smoothly
switched off starting at a distance of 1.0 nm between atoms.

The energy minimization procedure was run until maximum
force was below 1000 kJ mol�1 nm�1 on every atom. Following this,
a 20 ps simulation with positional restraints on solute atoms was
performed as the first step towards system equilibration. The
restrains were removed and a second equilibration simulation was
carried out for 5 ns. Finally a 100 ns production simulation was run.
Each system (wt and two mutants) was simulated in quadruplicate.

The pressure was kept constant by use of C-rescale
algorithm27 during equilibration and the Parrinello–Rahman
algorithm28 during production runs. The production simula-
tions were carried out at the PDC high-performance computer
system at KTH, Sweden.

2.3 Analysis of the MD simulations

The analysis was performed in GROMACS. Visual molecular
dynamics (VMD)29 was used for visualization. Median and
maximal root mean square deviations (RMSD) values are given
in the ESI.† Analysis of the structural similarity between the
monomers was performed as follows. Firstly, ten equally-
spaced structures were extracted from each simulation for each
monomer, yielding overall 40 structures. These were thereafter
aligned in pairs on their Ca atoms using the gmx confrms tool
that only accepts single structures as input (no trajectories).

2.4 Estimation of the protein–drug binding free energies with
linear interaction energy

Estimation of the protein–drug binding energies were per-
formed here to supplement the finding from MD simulations.
To this aim, we used the linear interaction energy (LIE) method,

which has been developed to estimate free energies of binding
from interaction energies calculated from MD simulations.30

LIE was preferred over more sophisticated enhanced sampling
methods such as the use of pulling simulations31 or non-
equilibrium simulations32–34 due to its simplicity, stability and
lower computational cost.

The free energy is estimated as:35

DGb E a(hEl–p
vdWi � hEl–s

vdWi) + b(hEl–p
Couli � hEl–s

Couli) + g (1)

a, b and g are parameters, whereas El–p and El–s are the
ligand–protein and ligand–solvent interaction energies (vdW or
Coulomb). In practice, interaction energies are averaged from
simulations of drug bound to a protein and in solvent giving the
hEi values in Eq. 1. A simulation of the drug in solvent was ran
separately, using the same number of water molecules as in the
simulations of the complex, to calculate the El–s values. From Linear
Response Theory, b = 0.5.30 a = 0.16 had been used when LIE was
developed and was used here as well. We tuned g to reproduce the
Gibbs energy of binding enasidenib to the R140Q mutant. The
energy was estimated as the median value from the measurements
of IC50 reported in the BindingDB database,36 yielding �8.9 kcal
mol�1 (corresponding to an IC50 of 262 nM). Using the extracted
value of g, the binding energies were calculated for the R140Q/
Q316E mutants. The relative error was calculated by estimating the
standard deviations for the El–p

vdW and El–p
Coul energies and dividing

these by the corresponding averages to get the relative error. The
larger of these values was multiplied by the calculated free energy,
as in Eqn 2 (s in this equation refers to the standard deviation).

ErrðDGbÞ �Max
s E

l�p
vdW

� �

El�p
vdW

D E ;
s E

l�p
Coul

� �

El�p
Coul

D E
0
@

1
A � DGb (2)

2.5 DFT calculations of the binding free energy of the drug
and adjacent residues

The method for the binding energy calculations was described in
ref. 3 and 37. A highly simplified model was used where the
protein, drug and complex assumed the exact same conformation
and only residues hydrogen bonding to the drug were considered.
This neglects many important interactions while also reduces
artifacts from strain to the protein. To build the DFT models, five
snapshots from each simulation were extracted at equidistant
time intervals (20, 40, 60, 80 and 100 ns) for a total of 20 energy
calculations for each mutation. The residues were truncated and
hydrogens were added at specific positions (Table 1 and Fig. 1).
Avogadro version 1.2.038 was used for this purpose.

Once the structures were prepared, geometry optimization was
carried out in ORCA version 5.0.439,40 with the M06 functional41 and
the def2-SV(P) basis set42 with the solvent (water) represented as
PCM.43 During optimization, heavy atoms were fixed to their initial
positions. After the optimization was finished, binding free energy
calculations were conducted. These calculations were performed
with oB97X-D/def2-TZVP/SMD.42,44,45 Basis set superposition error
(BSSE) was included. The binding energy was then obtained by the
relations:
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DGbind = Gcomplex � (Genasidenib + GR140Q/Q316E
IDH2 ) (3)

and

DGbind = Gcomplex � (Genasidenib + GR140Q
IDH2 ) (4)

where Gcomplex, Genasidenib, GR140Q
IDH2 and GR140Q/Q316E

IDH2 are the
electronic ground state free energies in SMD for each quantity.
DG was taken as the arithmetic mean value of the 20 energy
values for each mutation. DDG was then calculated by

DDGcis�trans ¼ DGcis � DGtrans (5)

DDGR140Q-cis ¼ DGR140Q � DGcis (6)

DDGR140Q-trans ¼ DGR140Q � DGtrans (7)

2.6 Energy decomposition analysis

Energy decomposition analysis (EDA) was performed in XEDA46

using GKSEDA47–49 at the oB97X-D/def2-TZVP level of theory in
gas phase. The calculation matches the PCMEDA method48

which uses a set of energy calculations to divide the interaction
energies between two or more monomers in a complex into

contributions from electrostatics, exchange, repulsion, polarisa-
tion, desolvation, correlation and dispersion. The desolvation
components were calculated separately in ORCA39,40 since
PCMEDA assumes the same cavity size for all atoms, which might
be inappropriate for protein–drug interactions.3 Small differences
between values calculated with XEDA and ORCA occur due to the
different grids employed by the two packages and (to a small
extent) since ORCA employs the RIJCOSX approximation.

2.7 Extracting representative structures from the simulations

Representative structures for further analysis were generated by
clustering all snapshots in the trajectory using gmx cluster. The
Gromos algorithm50 was used for clustering with a cutoff of
0.15 nm. The central structure of the most occupied cluster was
selected as representative.

2.8 Non-covalent interactions

The NCI analysis was performed in NCI plot version 4.51 The
structures were taken from clustering analysis (vide supra) and
include only the same representations as used in the DFT
calculations. The NCI analysis for each of these structures was
then plotted in the same figure using MATLAB version R2022b.

3 Results
3.1 Molecular dynamics simulations clearly indicate reduced
protein–drug binding in trans but not in cis

The extensive sampling afforded by MD simulations enabled us
to follow on of the number of hydrogen bonds and contacts
between the drug and the protein (Table 2). These values
revealed a very clear effect of the mutation in trans, which led
to a loss of two hydrogen bonds and B30 protein–drug contacts.
As an additive force-field was used in the MD simulations, it
could be expected that the loss of hydrogen bonds would
contribute to the electrostatic contribution to the binding energy
becoming less favourable, whereas the loss of contacts can be
expected to make the Lennard-Jones (LJ) contribution less
favourable. Interestingly, analysis of the interaction energies
shows only a change in electrostatics (Table 3). Furthermore,
despite an overall lower number of hydrogen bonds when Gln316

was mutated in cis, the interaction energies of the cis mutant
were very similar to those observed in the wild type. This
suggests that the cis mutation does not lead to resistance.

Examining the hydrogen bonds involving residue 316 shows
some difference between the mutants in cis and trans (Table 4).
In the IDH2 R140Q variant, Residue Gln316 is hydrogen bonded
to residues Asp312, Gly313 and Leu320 in the first monomer (with

Table 1 Positions of added hydrogens for the DFT calculations

R140Q/Q316Ecis

Gln316 Truncated at ATOM 4408 CG, valence filled
Glu316 Truncated at ATOM 4408 CG, valence filled

R140Q/Q316Etrans

Glu316 Truncated at ATOM 10852 CG, valence filled
Gln316 Truncated at ATOM 10850 CG, valence filled

Fig. 1 Enasidenib in complex with R140Q mutated IDH2. PDB id 5I96. (a)
A schematic view of the binding site for R140Q/Q316Ecis. (b) Enasidenib’s
positions at the interface between the two chains of the protein. (c)
Enasidenib at the binding site.

Table 2 Average number of hydrogen bonds between enasidenib and
IDH2 for the different mutations from MD simulations

Measurement R140Q R140Q/Q316Ecis R140Q/Q316Etrans

IDH2-drug H-bondsa 3.9 3.0 1.7
IDH2-drug contactsa 493 497 464

a The deviations from average are smaller than 0.1 for the hydrogen
bonds and 1.0 for the contacts and are hence not shown.
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arginine in position 140) and to Asp312 and Leu320 in the
second. Notably in the cis mutant, the carboxylate of Glu316

accept a hydrogen bond from Trp306 whereas in the trans
mutant, it forms a salt bridge with Arg149. This is one structural
reason for the reduction in hydrogen-bonding capacity between
the trans mutant and the drug.

Linear interaction energy (LIE)35 was used to approximate
the free energy change upon mutation based on MD simula-
tions. In agreement with the reported difference in interaction
energies, the results (Table 3) show essentially no difference
between the R140Q/Q316Ecis mutant and the R140Q IDH2
variant. The R140Q/Q316Etrans mutant show decreased binding
of about 2.5 kcal mol�1.

3.2 Structural changes observed in the molecular dynamics
simulations explain the reduced binding upon trans mutation

To examine the structural changes between the different IDH2
variants as observed in the simulations, we start by examina-
tion of the opening of the active site. In crystal structures of
IDH, the opening of the active site is measured by the distances
between the residues that correspond to Ile75 in one monomer
and Leu250 in the other in human IDH1.52 In human IDH2,
these residues are Ile116 and Leu298. In the crystal structure,
these distances are 2.20 and 1.99 nm. The distribution of the

distances in the simulations of IDH2/Arg140|IDH2/Gln140 (apo
structure) show two somewhat asymetric openings with maxima
at 2.10 and 1.99 nm (Fig. 2A, black lines). The active site becomes
closer at the narrow side when Gln316 is mutanted in cis (Fig. 2A,
red lines, maxima at 2.10 and 1.70 nm). The trans-mutant shows
a wider opening at the wide side (Fig. 2A, blue, with maxima at
2.40 and 2.00 nm). Only small changes are observed when the
drug is bound to the R140Q variant or cis monomer (Fig. 2B,
black and red lines). When residue 316 is mutanted in trans,
both sides tend to be closed (with maxima of their distance
distributions at 1.90 nm), but one distribution is much wider
(Fig. 2B, blue; the solid line shows a wider distribution). Overall,
the trans mutant shows considerable deviations from the origi-
nal variant, especially when the drug is bound to it.

The structure of IDH protein also includes a back-cleft that
can be in a closed (active) or open (inactive) state.52 The opening
of the back cleft was defined by residues Met199 and His342 on
each monomer in IDH1. The corresponding residues in IDH2 are
Tyr238 and His381. Unlike the active site opening, the back cleft
opening was rather similar in all simulations (Fig. S1, ESI†).

Given that the opening of the active site between the mono-
mers has been modified in the drug resistant trans mutant but
the opening of the back cleft within the monomers did not, we
have also carried out an analysis wherein the monomers were

Table 3 Protein–drug interaction energies calculated from MD simula-
tions of IDH2 with enasidenib (values in kcal mol�1 with standard devia-
tions for the interaction energies and error estimations for DDGb in
parentheses). DDGb is the Gibbs energy difference for drug binding
calculated with LIE

Measurement R140Q R140Q/Q316Ecis R140Q/Q316Etrans

Coul-SR �24.1 (3.8) �25.3 (6.9) �14.3 (2.9)
LJ-SR �45.7 (2.9) �46.6 (3.1) �45.3 (3.3)
DDGb 0 �0.1 (2.0) +2.5 (1.4)

Table 4 Average number of hydrogen bonds involving residue 316 and
selected protein residues in the simulations. Only residues with average
number of hydrogen bonds above 0.1 are shown

Variant
Residue 140
in monomer

Residue 316
in monomer

H-Bonding
residue

No. of
H-bondsa

R140Q Arg140 Gln316 Asp312 1.4
Gly313 0.6
Leu320 0.9

Gln140 Gln316 Asp312 1.3
Leu320 0.9

Cis Arg140 Gln316 Asp312 0.8
Leu320 0.9

Gln140 Glu316 Asp312 0.9
Leu320 0.9
Trp306 1.0

Trans Arg140 Glu316 Gly313 0.3
Leu320 0.4
Arg149 1.1

Gln140 Gln316 Asp312 1.1
Leu320 1.0

a The deviations from average are smaller than 0.1 for the hydrogen
bonds and are hence not shown.

Fig. 2 Distance distribution for the opening of the active site in IDH, as
calculated from the distance between the Ca atoms of residues Ile116 and
Leu298. M1 is monomer 1 and M2 is monomer 2, referring to the location of
Ile116. (a) Apo IDH2. (b) Drug-bound IDH2.
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aligned with each other. This analysis also shows that the
deviation between the monomers is about 0.25 nm in the free
and 0.22 nm in the drug-bound state, showing a larger simi-
larity in the latter case except for the trans mutant where it is
B0.25 nm regardless of the drug-binding (Table 5). The devia-
tions between the monomers can be smaller than the overall
root mean square deviation (RMSD) for the whole complex

(Table S1, ESI†) because the values for the whole complex
require the alignment of the two dimers together.

3.3 NCI analysis reveals differences in the trans mutant

To further examine the difference between the three forms of the
IDH protein in terms of binding to the inhibitor, NCI interaction
analysis51 was performed for each of the four trajectories in each
case, and the results are shown in Fig. 3–5. In NCI analysis,
repulsive interactions are shown by positive values along the
X-axis and attractive ones by negative values. The results show little
if any difference between IDH2/R140Q and IDH2/R140Q/Q316Ecis.
The IDH2/R140Q/Q316Etrans variant displays slightly smaller repul-
sion interactions with respect to the other two variants, and clearly
less emphasized attraction (no interaction with sign(l2) o �0.04),
corroborating the findings from the MD simulations.

3.4 DFT calculations of interaction energies and energy
decomposition analysis of the drug binding

The interaction energies calculated from the MD simulations
do not include quantum mechanical (QM) effects. To this end,

Table 5 Root mean square deviations between monomer 1 and mono-
mer 2 (averages over 40 calculations). Values are averages in nm with
standard deviations in parentheses corresponding to the last significant
digit, i.e. 0.24(5) means that the average is 0.24 nm and the standard
deviation 0.05 nm

Protein RMSD

R140Q apo 0.24(5)
Cis apo 0.25(5)
Trans apo 0.25(6)
R140Q holo 0.22(4)
Cis holo 0.22(5)
Trans holo 0.25(6)

Fig. 3 NCI analysis for the interaction between enasidenib IDH2 mutant
R140Q. The analysis was performed separately on four independent MD
trajectories. An example of the structure from one run is shown in frame
(b), with areas of interaction in green. (a) Reduced density gradient.
(b) Structural plot.

Fig. 4 NCI analysis for the interaction between enasidenib IDH2 mutant
R140Q/Q316Ecis. The analysis was performed separately on four indepen-
dent MD trajectories. An example of the structure from one run is shown in
frame (b), with areas of interaction in green. (a) Reduced density gradient.
(b) Structural plot.
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we approximated the binding free energies using small model
of the binding site with full DFT, following our earlier studies
that showed the reliability of such approach.3,53 The results
(Table 3) were in agreement with the interaction energies
calculated in the MD simulations and clearly show that the

binding free energy becomes much less favourable upon Q316E
mutation in trans but not in cis (Table 6).

Analysis of the MD simulations suggests that the reduced
affinity of the drug to the Q316Etrans mutant is due to loss of
electrostatic interactions (Table 3). To get further insights into
the different contributions and consider interactions that are not
represented in the forcefield, we decomposed the energies
calculated by DFT using the PCMEDA approach47–49 (Fig. 6).
The contribution of favourable electrostatics is indeed much
reduced for the complex with the Q316Etrans mutant even in EDA.
However, the EDA calculation reveal a more complex picture,
where in effect all interactions are reduced, negative and posi-
tive, which is in agreement with the NCI calculations. The
binding of the drug is dominated by electrostatics and polariza-
tion regardless of the mutation.

4 Discussion

In this study we show, using MD simulations, that the previous
finding of a resistance mutation Q316E in trans in two patients
upon treatment with enasidenib is likely due to the protein–drug
interaction rather than the small number of patients. MD simula-
tions, NCI analysis and DFT calculations all show that the
mutation in trans, i.e. in a different copy of the dimer than the
activating mutation R140Q, leads to less favourable protein–drug
interactions. The MD simulations show clearly that a hydrogen
bond is lost between the drug and the protein, and that the
electrostatic interaction is weakened. EDA analysis shows that this
is the results of a weakening of multiple interactions (electro-
statics, polarization, correlation and dispersion).

Analysis of the MD simulations showed modifications to the
opening of the active site in the mutated IDH upon the Q316E
mutation in trans. It remains to be seen if these changes might

Fig. 5 NCI analysis for the interaction between enasidenib IDH2 mutant
R140Q/Q316Etrans. The analysis was performed separately on four inde-
pendent MD trajectories. An example of the structure from one run is
shown in frame (b), with areas of interaction in green. (a) Reduced density
gradient. (b) Structural plot.

Table 6 Binding free energies (kcal mol�1) estimated for a binding site
model of IDH2 with enasidenib. The values were calculated with DFT for
the R140Q, R140Q/Q316Ecis (cis) and R140Q/Q316Etrans (trans) mutants.
CI = confidence interval. The QM calculations were performed in
ORCA39,40 using the oB97X-D functional,45 the def2-TZVP basis set42

and the solvent model SMD.44 The values were calculated from 20 snap-
shot structures taken from the MD simulations

DGR140Q (n = 20) DGcis (n = 20) DGtrans (n = 20)

Mean �17.6 (3.6) �16.1 (3.6) �9.7 (2.0)
CI (95%) [�19.3, �15.9] [�17.8, �14.4] [�10.6, �8.8]

DDGtrans–cis DDGcis–R140Q DDGtrans–R140Q

+6.3 +1.6 +7.9
CI (95%) [4.5, 8.3] [�0.8, 3.8] [6.0, 9.8]

Fig. 6 Energy decomposition analysis for the interaction between enasi-
denib and the IDH2 mutants R140Q, R140Q/Q316Ecis and R140Q/
Q316Etrans. PCMEDA was performed in each case for a structure where
the interactions energies were the largest in absolute value. EL – electro-
statics, EX + REP � exchange + repulsion, POL – polarization, DISP –
dispersion, CORR – DFT correlation, DES – desolvation, TOT – total. EDA
calculations in gas phase were performed in XEDA46 and desolvation was
calculated using ORCA.39,40
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also affect the catalytic efficiency of the enzyme. In the apo
structure, the two monomers are somewhat asymetric (RMSD of
B0.25 nm between them) without clear changes when IDH2 was
mutated. This indicates that modifications are mainly in the
bound structure, which might make it more difficult to design
drugs that would overcome resistance due to the Q316E muta-
tion. On the other end, a comparison of the mutants reveal that
maintaining the hydrogen bonds between the protein and the
drug is a crucial aspect. Finally, this study suggests that any
efforts to curb drug resistance in a dimeric structure should
consider on which monomer the mutations take place.
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