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Chemical bonding within AIIIBVI materials under
uniaxial compression†
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Alexander G. Kvashninb and Alexander V. Kolobov *af

The work provides a comprehensive explanation of the nature of chemical bonding through quantum

chemical topology for multilayers of AIIIBVI compounds, such as GaSe, InSe, and GaTe, spanning

pressures from 0 GPa to 30 GPa. These compounds are subjected to pressure orthogonal to the

multilayers. Quantum chemical topological indices indicate that uniaxial pressure induces changes in

hybridisation, leading to the disappearance of interlayer van der Waals forces. The distinct nature of the

elements within the compounds results in different pressures at which van der Waals interactions

disappear, as revealed by non-covalent interaction analysis. The presence or absence of chemical

bonding is assessed by quantum topological indices as Espinosa indices, charge density distribution

difference, and crystal orbital Hamilton populations. The varying changes in hybridisation, as indicated by

topological indices, are corroborated by variations in the population of the electronic projected density

of states. Ultimately, the type of chemical bonding is identified through the Espinosa indices in the field

of Bader theory. This analysis confirms the existence of shared shell bonds between AIII and BVI atoms in

vacuum that goes to an intermediate bond between shared and closed shells called the transition zone

with increasing pressure. The implications and importance of this work extend beyond the presented

results. It suggests that many other classes of two-dimensional materials may undergo phase transitions

under uniaxial stress, leading to the formation of new phases with potentially interesting electronic

properties.

1 Introduction

Two-dimensional (2D) layered (or quasi-2D) materials have
attracted considerable attention in recent years due to their
potential applications in next-generation electronics. The van
der Waals (vdW) interaction is a crucial component that
determines the properties and nature of the layered structure

of such materials,1 allowing the creation of ultrathin films and
heterostructures with atomically sharp interfaces, almost inde-
pendently of the lattice constants.2 In addition, layered materials
typically exhibit a strong monotonic dependence of the electronic
structure on the vdW gap width,3 opening up the possibility of
manipulating the properties and greatly expanding the design and
research possibilities of transparent and flexible electronic
devices.4–6 Examples include a thermally sensitive photodetector
based on a mixed size vdW heterostructure GaSe/VO2

7 and an
ultra-flexible photodetector based on a 2D-MoS2/Si heterojunc-
tion, successfully fabricated a few years ago,8 to name a few.

In this context, we focus on GaSe, InSe, and GaTe, which are
promising materials for various nanoelectronic applications.9

For example, interest in GaSe is mainly due to the strong
anisotropy of its optical properties and its nonlinear optical
response.10 GaSe has been investigated for potential applications
in photoelectrochemistry and nanoscale photodetectors.11,12 InSe
has been extensively used in many applications, particularly in
optics.13,14 GaTe has been studied for its potential applications in
optoelectronics, photochemistry, and thermoelectricity due to its
low thermal conductivity.15,16

Significant structural changes, such as the collapse or
reconfiguration of a vdW gap, can cause properties to switch,
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leading to interesting effects. It has been shown that reconfi-
guration of the vdW gap leads to significant changes in the
electronic structure. This provides an exciting opportunity to
manipulate material properties.17,18 For example, in a previous
study,19 gallium selenide was uniaxially compressed to a pres-
sure of 11 GPa, resulting in a decrease in the band gap with
the formation of a gapless state. After the phase transition at
12 GPa, the band gap increased, and the fundamental band gap
reappeared.

Several observations of the high-pressure cubic phases of
these compounds have been made based on X-ray Bragg
diffraction (XRD).20–22 Ghalouci et al.22 studied the structure
of InSe under hydrostatic pressure and showed that b-InSe
transforms to the rocksalt phase in the pressure range of 6 to
16 GPa and remains stable up to 30 GPa. Different transition
pressures of b-GaSe to the cubic phase have been reported,
ranging from 17 to 29.2 GPa.21,23 For GaTe, the transition to the

rocksalt phase is expected at a pressure of about 7 GPa.24

However, it is important to note that low-angle XRD, which
is commonly used to study two-dimensional materials, can
be insensitive to local distortions and can sometimes lead
to erroneous conclusions.25 Furthermore, XRD and X-ray
absorption fine structure (XAFS) cannot provide information
about the nature of chemical bonding. It is therefore necessary
to obtain information about the chemical bonding by other
methods.

External pressure can induce atomic reconfiguration and
cause the collapse of the interlayer vdW interaction. Since the
studied materials have strong structural anisotropy, one possi-
ble way to directly influence the vdW gap is to study the effect of
uniaxial pressure. In addition, films of AIIIBVI structure with
appropriate orientation can be grown on elastic substrates.26–28

In this case, the mechanical deformation produced in the film-
substrate plane can generally be equivalent to uniaxial defor-
mation. In a previous study,19 it was shown that under uniaxial
pressure in GaSe the interlayer distance decreases and the
bonding angles between the metal and chalcogen atoms also
decrease. However, there were no significant changes until the
pressure reached 11 GPa. Further increases in pressure led to
the formation of bonds between chalcogen atoms across the
vdW gap, and at 12 GPa a phase transition occurred. Based on
the difference in charge density distribution (CDD) between the
electron density of a system and that of its isolated atoms,
which indicates the formation of chemical bonds, and a
comparison of bond coordination according to the octet
rule,29 the resulting phase has been interpreted as quasi-one-
dimensional.30 However, this is not the only possible approach
to take into account bonding in the studied structures. For
example, the presence of hypervalent atoms that break the octet
rule can be assumed, especially since in the cubic modification
the structure can resemble a typical hypervalently bonded
compound such as PF5.31,32 In this case, we actually get a
rocksalt-like structure. On the other hand, the chemical bond-
ing in the new phase may have a strong ionic component, and
this result is not unprecedented; materials with inherently
polar covalent bonding with a strong antibonding component
have already been shown to have ionic bonding during phase
transition in MgO and GaN.33 For the compounds under study,
the transition to a new phase occurs at pressures of 6 GPa for
InSe, 14 GPa for GaSe, and 10 GPa for GaTe. Independent
methods such as Crystal Orbital Hamilton Population (COHP)
and Bader analysis are used to provide a detailed and compre-
hensive explanation of the bonding nature in AIIIBVI materials
under pressure.

2 Computational details

Ab initio calculations without pressure and under pressure were
performed using a plane-wave basis set with the Perdew–
Burke–Ernzerhoff (PBE) DFT functional34 and the ultrasoft
pseudopotential35 implemented in the CASTEP simulation
package.36 Two-point steepest descent (TPSD) algorithm was

Fig. 1 Non-covalent interaction (NCI) analysis showing the isosurface of
reduced density gradient equal to 0.3 of GaSe (a) and (b), GaTe (c) and (d),
InSe (e) and (f). Legenda: Ga, blue; Se, red; Te, pink; In, green.
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used for optimisation. This algorithm has previously37 shown
the best trade-off between computational cost and agreement
with experimental data. The first Brillouin zone was sampled
with 15 � 15 � 3 k-points. The values of the kinetic cut-off
energies were chosen to achieve convergence of the interatomic
forces equal to 1 meV Å�1 at the above k-points grid: 600 eV for
GaSe, 660 eV for GaTe and 700 eV for InSe. The vdW interac-
tions were taken into account within ab initio calculations by
the many-body dispersion (MBD) correction.38 Simulations
under pressure were carried out by applying uniaxial pressure
along the c-axis of conventional cells in the range 0 to 30 GPa
with increments of 1 GPa.

The study of the chemical bonding of atoms in the studied
layered materials was carried out by crystal orbital Hamilton
population (COHP)39 and Bader analysis40–42 on electronic
density of states (DOS) and full-electron density from projected
augmented waves (PAW)43 implemented in VASP.44–46 The DOS
and electron density were calculated with VASP44–46 using MBD
correction, and the kinetic energy cutoff was set to 500 eV,
which was sufficient to achieve the same force accuracy
obtained with CASTEP36 in the order of 1 meV Å�1. The first
Brillouin zone was sampled using the Monkhorst–Pack k-point
grid47 with a resolution of 2p � 0.05 Å�1.

The Bader analysis, which included the search for bond
critical points, was carried out using the CRITIC2 code.48,49

Additionally, the analysis of the non-covalent interactions
(NCI)50 through the calculations of the reduced density gradi-
ent of the electron density between the molecular fragments
was conducted with the same code to estimate the strength of
their non-covalent interactions.

Additionally, the charge density difference (CDD) was calcu-
lated on the electron density obtained from the VASP
calculations.44–46

3 Results and discussion

The AIIIBVI compounds are layered crystals with non-covalent
interactions between the layers (e.g., vdW).20 Many of these
semiconductors have different polytypes, characterised by dif-
ferent stacking of the layers.51,52 In this study, we have carried
out calculations for the b-phases of GaSe, InSe, and GaTe, all of
which belong to the same space group P63/mmc.53 The choice of
the b phase is based on the fact that calculations for it give
qualitatively the same results as for the e phase, with signifi-
cantly reduced computational complexity due to the higher
symmetry of the former with respect to the latter, as previously
demonstrated by Ghalouci et al.21 and Rak et al.54 The higher
symmetry of the b phase allows a reduction in computational
cost due to the greater number of symmetry operations that can
be used to introduce periodic boundary conditions compared
to e-phase. For clarity, we have added both b and e phases in
Fig. S1 (ESI†). The b-phase at 0 GPa is characterised by stacked
layers along the c-axis, with 13th group metal atoms tetrahed-
rally coordinated with chalcogen atoms within each layer.
Please refer to Fig. 2(a), (e), 3(a), (e), and 4(a), (e) for visual
representations. The tetrahedral configuration of the metal
atoms can be directly attributed to sp3 hybridisation. Conver-
sely, the chalcogen atoms, characterised by two lone pairs
(consisting of s- and p-electrons) and two singlets forming
bonds to complete the octet, exhibit a distorted tetrahedral
configuration, also due to sp3, similar to the well-known case of
ammonia.55–57 While the interaction between the layers at 0
GPa is non-covalent and decreases with increasing uniaxial
pressure along the c-axis, as shown by non-covalent interaction
(NCI) analysis50 (see Fig. 1). The increase in pressure causes the
interlayer spacings to approach the intralayer interatomic spa-
cings, resulting in atomic hybridization and consequently a

Fig. 2 Bader analysis showing the bond critical points with the value of electron density in e�bohr�3 at each of them and the charge density difference
(CDD) distribution for GaTe.
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change in atomic coordination (see Fig. 2–4). If the interlayer
non-covalent interactions could be easily studied, the chemical
bonding within the intralayer atoms would require more in-
depth analysis.

Initially, we have considered the Tantardini–Oganov ther-
mochemical electronegativity scale (wTO), which overcomes the
drawbacks of the Pauling scale.58 The Tantardini–Oganov scale,
compared to the Pauling scale, predicts the degree of ionicity of
chemical bonds, improves the separation of elements into
metals and non-metals, and greatly improves the description
of the thermochemistry of molecules and chemical reactions.58

We have therefore used this scale to analyse the nature of the
chemical bonding within the intralayers of GaSe, GaTe, and
InSe at 0 GPa.

In GaSe, the atoms have wTO values of 2.43 for Ga and 3.37
for Se, giving a difference between Ga and Se (DwTO) of 0.94.
This difference characterises their chemical bond as polar
covalent. For GaTe and InSe, the DwTO values are 0.71 and
1.08, respectively. While the electronegativity indicates that the
chemical bonding between these atoms is covalent, a clear
understanding also requires the application of various tools
from the field of quantum chemical topology.59 We performed
a quantum theory of atoms in molecules (QTAIM) analysis to
identify bond critical points (BCPs) between intralayer atoms,
and evaluated the Espinosa indices60 at BCPs to define the
nature of the chemical bonding. Espinosa indices focus on the
properties of the electron density at BCPs. In QTAIM, bond
critical points are locations where the electron density reaches
a saddle point between two atoms, indicating a bond path. The
electron density at these points, denoted r(r), and its Laplacian,
r2r(r), are key descriptors used to define the Espinosa
indices.60 The value of r(r) at a BCP provides a measure of
the electron density concentration, while the Laplacian of r(r)

indicates whether the electron density is locally depleted or
accumulated. Positive values of r2r(r) indicate depletion, typi-
cally associated with closed-shell interactions (i.e., ionic
bonds), while negative values indicate accumulation, typically
associated with shared shells (i.e., covalent bonds). Espinosa
indices also include the potential energy density (V(r)) and the
kinetic energy density, G(r), at the BCP. These quantities help to
elucidate the energetic aspects of the interaction. The ratio
|V(r)|/G(r) serves as an indicator of the type of bond: values
around 1 indicate a purely covalent bond, values significantly
less than 1 indicate a non-covalent interaction, and intermedi-
ate values indicate a partially covalent character, such as in
hydrogen bonds. Espinosa’s approach also extends to the study
of the total energy density, H(r), which is defined as the sum of
V(r) and G(r), obtained with the virial theorem, providing a
comprehensive view of the stability and nature of the bond
interaction. It is also worth noting that the BCP is always
present in the case of covalent or ionic bonds, as in the case
of metal bonds.61 However, it is not always present in the case
of non-covalent interactions, as first proposed by Lane et al.62

and subsequently also by Tantardini.63 In particular, in the case
of van der Waals (vdW) interactions, the concept of BCP is
replaced by the vdW volume, which describes the volume of the
vdW interaction.64 The Espinosa indices are given in Tables S1–
S3 of the ESI,† and they are traceable by their electron density
values at the BCPs shown in Fig. 2(a)–(d), 3(a)–(d), and 4(a)–(d).
Further analysis of the nature of the chemical bonding was
carried out by examining the charge density difference (CDD)
distribution, which is the charge density minus the superposi-
tion of atomic densities. See Fig. 2(e)–(h), 3(e)–(h) and 4(e)–(h).

Let us first consider the effect of uniaxial pressure on GaTe,
the material with the lowest DwTO. Increasing the pressure from
0 to 10 GPa leads to the disappearance of the non-covalent

Fig. 3 Bader analysis showing the bond critical points with the value of electron density in e�bohr�3 at each of them and charge density difference (CDD)
distribution for InSe.
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interaction between the layers, and the appearance of bonds
between the metal and chalcogen atoms across the vdW gap
(along the c-axis) see Fig. 2. According to the Espinosa indices
(see Table S1 in ESI†), the BCP between Ga–Ga atoms at 0 and 8
GPa shows characteristics of shared electron shells, indicating
a covalent bond. This is attributed to the negative values of the
Hamiltonian (Hb) and the Laplacian of the electron density
(r2rb) at the BCP, as well as to a ratio greater than 2.0 between
the absolute value of |Vb| and the Gb at this point, see Table S1
(ESI†). At such pressures, the BCP between Ga–Te atoms
exhibits a ratio between |Vb| and Gb in the range of 1.0 to 2.0,
accompanied by positive r2rb and negative Hb values, typical
for a so-called transition zone between shared (i.e., covalent
bond) and closed (i.e., ionic bond) shells.60 This zone is typical
for H-bonds60 and metal–metal bonds.61 Increasing the pres-
sure to 10 GPa keeps the characteristics of the Ga–Ga BCP
unchanged, while the shift of the hybridisation from sp3 to sp3d
in both Ga and Te, supported by the pDOS analysis indicating
an increase of the d state population (see Fig. S1 in ESI†), shows
Espinosa indices typical of a shared shell for the apical Ga–Te
BCP, while all other BCPs show characteristics of a transition
zone (see Table S1 in ESI†). At 30 GPa (see Fig. 2 and Fig. S1 in
ESI†) the new hybridisation is retained but distorted, while the
population of d states remains virtually unchanged. Here, we
observe from the Espinosa indices (see Table S1 in ESI†) that
the Ga–Te BCPs on the xy-plane (see Fig. 2(d) and (h)) are
characteristic of a transition zone. However, two of them have a
ratio between |Vb| and Gb lower than 1.00, which is usually
expected for closed shell interactions. Nevertheless, the other
two parameters, r2rb and Hb, are negative, leaving no doubt
about the nature of such a bond: a transition zone. If the
Espinosa indices could provide such details, the CDD distribu-
tion shown in Fig. 2(e)–(h) would describe only two types of
bonds: covalent and ionic. The covalent bonds are charac-
terised by a concentration of CDD in the middle of the bond

between two atoms.30 As observed in Fig. 2(e)–(h), GaTe com-
pounds exhibit covalent bonds at all pressures with a lack of
description between the axially bonded Te–Te with at pressure
as seen in Fig. 2(g) and (h). The lack of CDD between Te–Te
mentioned above can be justified by the unchanging distribu-
tion or charge density from the isolated to the bonded that by
COHP39 (see Fig. S4c, ESI†) can be explained by the antibond-
ing character between them.

The next compound is InSe, where the pressure increase at
6 GPa shows a transition from sp3 to sp3d with the disappear-
ance of the interlayer non-covalent interactions (see Fig. 1 and
3). At high pressure (i.e. 30 GPa), In and Se change their
hybridization from sp3d to sp3d2 (see Fig. 3), which is con-
firmed by pDOS with increasing d-state occupancy (see Fig. S2,
ESI†). If the change in hybridization is clearly defined by the
geometry, the nature of the chemical bonding, as indicated by
the Espinosa indices, shows that from 0 to 4 GPa, there is only a
transition zone at the In–In and In–Se BCPs, see Table S2 in the
ESI.† The transition from sp3 to sp3d at 6 GPa indicates a
closed-shell interaction (i.e., ionic bonding) between the apical
Se–Se atoms, which is not supported by the CDD distribution in
Fig. 3(g). While, the COHP (see Fig. S5, ESI†) show a bonding
character of Se–Se at 6 GPa. Conversely, the transition in
hybridization from sp3d to sp3d2 is accompanied by In–Se ionic
bonds in the xy-plane, as indicated by the Espinosa indices (see
Table S2 in ESI†), but not by the CDD distribution in Fig. 3(h),
which again shows no CDD isosurface between the apical Se–
Se. In InSe at high pressure we can observe from the COHP the
same antibonding character between Se–Se as previously seen
for Te–Te in GaTe (see Fig. S5, ESI†).

We have also studied GaSe, which at 12 GPa changes
hybridization from sp3 to sp3d (see Fig. 4) showing that Se,
like Ga, becomes fivefold coordinated. As noted above, this
determines the end of non-covalent interactions and the dis-
appearance of the layered structure, see Fig. 1. Apparently,

Fig. 4 Bader analysis showing the bond critical points with the value of electron density in e�bohr�3 at each of them and charge density difference (CDD)
distribution for GaSe.
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changes in the bonding geometry are caused by changes in the
hybridization, which can be analysed with pDOS (see Fig. 5).
There is an increase in the number of d-states, suggesting that
the hybridisation has changed from sp3 to sp3d, corresponding
to a trigonal bipyramidal coordination (see Fig. 5). Increasing
the pressure to 30 GPa shows an unexpected change in the
hybridisation from sp3d to sp3 for both Ga and Se, the latter
characterised by a strongly distorted tetrahedral geometry as
shown by the BCPs in Fig. 4. This requires further investigation
to confirm, even though the pDOS shows a decrease in the
population of d-orbitals in the valence bands, see Fig. 5. In fact,
as we know, the change in coordination predicted by the BCP
analysis combined with the pDOS analysis leads to a violation
of the octet rule due to the hypervalent atoms. The analysis of
the pDOS, obtained here with a plane-wave basis set, which
guarantees the completeness of this method, can give an
indication of the change in the population of different orbitals.
In particular, we can study the hybridisation due to the change
of the d-orbital population without artefacts, such as an
increase in the orbital population due to the large size of the
Gaussian atomic orbital basis set, which is often a problem in
all-electron calculations.65,66 The analysis of Espinosa indices
shows that the Ga–Ga bond at 0 and 11 GPa is characterised by
shared shell interaction, whereas the Ga–Se bond is charac-
terised by transition zone interaction (see Table S3 in ESI†). The
change in hybridisation from sp3 to sp3d at 14 GPa is accom-
panied by transition zone interactions between all atoms within

the structure, except for the Ga-Ga bond, which remains
characterised by shared shell interaction according to the
Espinosa indices (see Table S3 in ESI†), but the CDD as seen
in Fig. 4(g) does not show any isosurface between the apical Se–
Se. Here, the COHP (see Fig. 6) shows a bonding character
between the apical Se–Se, which was not previously seen in InSe
at 6 GPa. The previously obtained sp3d hybridisation of both Ga
and Se is maintained at 30 GPa and it is accompanied by a
change in the bonding character between apical Se–Se from
transition zone to a closed shell interaction (see Table S3 in
ESI†), which is not confirmed by the CDD distribution in
Fig. 4(h), due to the absence of an isosurface. Here the COHP
(see Fig. 6) shows an antibonding character as seen before for
the apical Se–Se in InSe at 30 GPa. Therefore, in order to deepen
into our previous conclusions about the chemical bonding of
GaSe, we have further investigated the COHP.39 Using the
COHP calculations, we first focus on the covalent bonding
between metal atoms. As expected from both CDD and BCP
analyses, COHP clearly shows the remarkably robust nature of
the Ga–Ga bond under pressure conditions (as shown in
Fig. 6(a)). For the phase obtained at 11 GPa, the anti-bonding
nature of the interaction is observed for all bonds in the XY
plane (Fig. 6(c)). Taken together with the CDD data, this again
indicates the possible non-covalent nature of the interaction
between metal and chalcogen atoms in a plane perpendicular
to the applied pressure. The result of the analysis of the BCP
together with pCOHP confirms this reasoning and allows us to
make an assumption about hypervalence.

From the increasing occupancy values obtained from the
pCOHP analysis, it is clear that a significant fraction of the
electron density is concentrated around the Se atoms (Fig. 6(c)).
Within the first structural layer, the metal–chalcogen bonds
show a significant degree of brittleness, with a substantial
fraction of partially filled antibonding orbitals remaining
(Fig. 6(c)). This observation is consistent with the well-
documented antibonding nature of chalcogen atoms.67

To quantitatively analyze the changes in bond strength, the
integrated –COHP (ICOHP) was calculated as a function of
pressure for different types of chemical bonds in GaSe, as
shown in Fig. S6 (ESI†). In this case, such an analysis could
be applied to show a tendency for bonds to strengthen or
weaken under pressure. Thus, a decrease in the ICOHP value
indicates an increase in bond strength, whereas an increase in
the value indicates a decrease in bond strength. For example,
the Ga–Ga bond becomes stronger (Fig. S6, ESI†) with increas-
ing pressure until the phase transition. After the phase transi-
tion, the ICOHP value increases to that of the initial structure. A
further increase in pressure leads to a strengthening of
the bond.

In the case of Se–Se interactions there are no dramatic
changes. The magnitude of the interlayer interaction does not
change with increasing pressure until the phase transition
occurs. In the new phase we observe two types of Se–Se
bonding: along the Z-axis and orthogonal to the Z-axis (Fig.
S6b, ESI†). It can be seen that the strength of the perpendicular
bonds is significantly increased, indicating a decrease in the

Fig. 5 Density of electronic states projected to each atomic orbital of Ga
and Se atoms GaSe under pressure: (a) and (b) 0 GPa; (c) and (d) 11 GPa; (e)
and (f) 12 GPa; (g) and (h) 30 GPa.
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antibonding interaction, while the bond strength along the
Z-axis changes slightly.

As shown in Fig. S6c (ESI†), the ICOHP for Ga–Se bonds
along the Z axis illustrates a decrease in the bonding compo-
nent with increasing pressure up to the phase transition, and
the appearance of the non-covalent interaction between the
layers at the 11 GPa pressure. Then, this interaction is relatively
unchanged with increasing pressure up to the 30 GPa phase
(for GaSe). It is noteworthy that in the new phases, all Ga–Se
interactions along the XY axis show an antibonding component
and an extremely weak one, as confirmed by the ICOHP
analysis. This observation suggests a redistribution of electron
density between vertical and horizontal Ga–Se bonding, which
fundamentally affects the interaction and structure in the
new phase.

In summary, COHP and ICOHP analyses coupled with CDD
suggest that the altered distribution of chalcogen electron
density plays a key role in the phase transition mechanism
and the emergence of a new phase. The driving force behind
this ongoing phase transition is the redistribution of electrons
between the layers along the Z axis.

4 Conclusions

The nature of the chemical bonding in the b phases of AIIIBVI

compounds has been investigated during the phase transfor-
mations induced by uniaxial compression along the c-axis. It
has been shown that the vdW interaction between the layers
disappears as the pressure brings the layers closer together
forcing the change in the initial sp3 hybridization. Such a
change in hybridisation was confirmed by pDOS with the
involvement of d-orbitals forming covalent bonds as suggested
by CDD, BCPs and COHP descriptors. The results obtained may
have a significant impact on the understanding of the proper-
ties of this class of materials under pressure, opening up
prospects for further research.
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