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Vibrational synchronization and its reaction
pathway influence from an entropic intermediate
in a dirhodium catalyzed allylic C–H activation/
Cope rearrangement reaction†

Anthony J. Schaefer and Daniel H. Ess *

In reactions with consecutive transition states without an intermediate, and an energy surface

bifurcation, atomic motion generally determines product selectivity. Understanding this dynamic-based

selectivity can be straightforward if there is extremely fast descent from the first transition state to a

product. However, in cases where a nonstatistical roaming/entropic intermediate occurs prior to

product formation the motion that influences selectivity can be difficult to identify. Here we report

quasiclassical direct dynamics trajectories for the dirhodium catalyzed reaction between

styryldiazoacetate and 1,4-cyclohexadiene and prior experiments by Davies showed competitive allylic

C–H insertion and Cope products. Trajectories confirmed the proposed energy surface bifurcation and

revealed that dirhodium vinylcarbenoid when reacting with 1,4-cyclohexadiene can induce either a

dynamically concerted pathway or a dynamically stepwise pathway with a nonstatistical entropic tight

ion-pair intermediate. In the dynamically stepwise reaction pathway C–H insertion versus Cope selectiv-

ity is highly influenced by whether or not vibrational synchronization occurs in the nonstatistical entropic

intermediate. This vibrational synchronization highlights the possible need for an entropic intermediate

to have organized transition state-like motion to proceed to a product.

Introduction

Control of product selectivity during a chemical reaction typi-
cally occurs through competing independent transition states
from a fully established, long-lived intermediate (Fig. 1a).
Within a statical model framework, such as transition state
theory, the energy difference between the independent barrier
heights or transition states (Curtin–Hammett type scenario)
can be used to quantitatively evaluate and qualitatively under-
stand the origin of product selectivity. An alternative product
selectivity scenario occurs when there are two consecutive
transition states without an intermediate.1,2 In this scenario
products share a pathway through the first transition state and
then diverge when the potential energy surface bifurcates en
route to the second transition, and this is depicted with the
potential energy surface in Fig. 1b.

With a potential energy surface bifurcation selectivity is
not controlled by an energy difference of pathways/statistics
of crossing the kinetic bottlenecks, but rather controlled by

atomic motion that occurs through and immediately after the first
transition state,3,4 and direct dynamics trajectories have emerged
as a useful way to directly model this type of reaction selectivity.5,6

Consecutive transition states without an intermediate have been
proposed for several organic addition,7–9 substitution,10–13

pericyclic,14,15 and rearrangement reactions.16–22 Typically the
proposed bifurcation determining selectivity in these reactions
is based on calculation of an energy landscape or molecular
dynamics simulations.

In reactions with an energy surface bifurcation where there
is extremely fast descent (essentially concerted) from the first
transition state to products it is possible, although nontrivial,
to identify the specific vibrational motion responsible for
product selectivity. For deazetization and electrocyclic ring
opening reactions, with the aid of machine learning, we
previously identified the vibrational motion that controls selec-
tivity in these reactions.23,24 However, it has recently become
apparent that in some reactions with consecutive transition
states and an energy landscape bifurcation the descent from
the first transition state to products is delayed and there is
formation of a nonstatistical roaming/entropic intermediate,
which can mean that there is some but not complete intra-
molecular vibrational redistribution (IVR).25–27 It is for this type
of mechanistic scenario that we were interested in analyzing to
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determine if there are specific patterns of vibrational motion
that dictate selectivity.

Therefore, our goal in this work was to perform direct
dynamics simulations for a model of an experimentally relevant
reaction that has an energy landscape bifurcation and an
entropic type intermediate, and this would enable evaluation
of vibrational motion that influences reaction selectivity. Our
group is particularly interested in organometallic reactions and
their dynamic-driven reaction mechanisms. Our goal for this
work, and our interest in organometallic reactions, prompted
us to use dynamics trajectories to examine the dirhodium
catalyzed combined allylic C–H activation/Cope rearrangement
reaction developed experimentally by Davies and coworkers
(Scheme 1a).28–31 This reaction was promising to examine

because the experimental selectivity was previously proposed by
Davies to result from a potential energy surface bifurcation and
this was supported by static density functional theory (DFT)
calculations, although no trajectories have been reported for this
reaction. In addition, Tantillo32,33 in very inspiring work previously
demonstrated with dynamics trajectories that in a related reaction
for the intramolecular dirhodium catalyzed C–H insertion reaction
forming b-lactones there is a bifurcation that leads to competitive
fragmentation with formation of a ketene and carbonyl com-
pounds. Additionally, when our simulations were underway Tan-
tillo further reported more simulations that showed b-lactone
reaction trajectories roaming the energy surface before settling
to a product, which is suggestive of an entropic intermediate.

Scheme 1a shows the experimental product ratio for the
combined allylic C–H activation/Cope rearrangement reaction
between styryldiazoacetate 1 and 1,4-cyclohexadiene 2.34 The E
alkene Cope product 3 is formally the result of rhodium carbe-
noid C–H insertion followed by Cope rearrangement and was the
overall major product of the reaction. The C–H insertion product
4 (the thermodynamically most stable product) and the Z alkene
5 were also observed in significant, but minor, amounts. Davies
and coworkers also reported a DFT optimized C–H activation
transition state TS1 that was described as a hydride transfer
transition state and a Cope transition state (TS2).34 Based on
these static transition states and an intrinsic reaction coordinate
(IRC) analysis, Davies and coworkers proposed that this reaction
has a potential energy surface bifurcation. It was also proposed
that the reacting s-cis rhodium carbenoid conformation leads to
product 3 while the s-trans rhodium carbenoid conformation
leads to a mixture of 4 and 5 (Scheme 1c).

As will be discussed, quasiclassical direct dynamics trajectories
for the reaction between the rhodium vinylcarbenoid and 1,4-
cyclohexadiene starting from s-cis TS1 generated the E alkene
Cope product 3 as the dominant dynamic product and a very
minor amount of the C–H insertion product. These trajectories
were found to be dynamically concerted. In contrast, trajectories
starting from the s-trans TS1 resulted in significant quantities of
both the C–H insertion product 4 and the Z alkene product 5.
These trajectories were found to be dynamically stepwise with a
leading hydride transfer stage to generate a tight ion-pair entropic
intermediate followed by a later C–C bond forming stage. While
this work was under review, Tantillo reported a similar discovery
for the reaction with 1,3-cyclohexadiene.35 Analysis of motion
during these reaction trajectories revealed that C–H insertion is
the dynamically direct pathway from the nonstatistical entropic
intermediate, and for the Cope product to be formed there must
be synchronization of the Cope vibrational mode along with
several vibrational modes for carbon atom bending. Overall, this
analysis illustrates the possibility of identifying key motion in an
entropic intermediate that influences product selectivity.

Computational methods

All geometry optimizations and frequency calculations were
carried out with Gaussian 1636 using M0637/def2-SVP38 with the

Fig. 1 (a) Illustration of a reaction where there are two independent
reaction pathways leading from an intermediate (I) to products P1 and P2.
In this scenario, the energy difference between the two transition states (TS)
can be used to statistically model and understand the P1 versus P2
selectivity. (b) Illustration of a potential energy surface with two consecutive
transition states, which is often referred to as a post-transition state
bifurcation because the surface divides between the two transition states.
(c) Illustration of a potential energy surface with two consecutive transition
states and a roaming, entropic intermediate that occurs en route to forming
either P1 or P2.
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SuperFineGrid for numerical integration. M06 was selected
because it provides the most general accuracy for treating
second-row transition metals and organic compounds. The
M06 functional gives results very similar to those of B3LYP-D3,
which has been extensively used for dirhodium reactions.33,35,39

Single point energies were also calculated using M06 with the
larger def2-TZVP basis set. Stationary points were categorized as
a potential energy minimum or first-order saddle point by
analyzing the vibrational frequencies. Gibbs energies reported
correspond to the quasi rigid-rotor harmonic oscillator approxi-
mation with Grimme’s damping scheme to reduce the error
from the entropy contribution of low-frequency modes.40 Quasi-
classical direct dynamics trajectories were performed with Milo41

which was interfaced with Gaussian 16 to compute energies and
gradients at the M06/def2-SVP level. To demonstrate that the
smaller def2-SVP (and only tractable) basis set would likely
provide trajectories similar to the larger def2-TZVP basis set,
we located s-trans TS1 with M06/def2-TZVP. A comparison of the
normal mode frequencies between def2-SVP and def2-TZVP
structures showed very small differences. A 0.75 fs time step
was used to propagate the equations of motion using the
Verlet algorithm. Initial velocities were generated by local mode

sampling incorporating the zero-point energy of each mode and
thermal excitations for 298.15 K, which was the experimental
temperature. The frequency of the imaginary mode was taken as
2 cm�1 for the purpose of sampling. See the ESI† for additional
details. The data that support the findings of this study are
available in the ESI.† 3D molecular graphics were made using
UCSF ChimeraX.42

Results and discussion

We began by locating the C–H cleavage (hydride abstraction)
transition states s-cis TS1 and s-trans TS1 structures (Fig. 2).
This was done for the reaction between 1,4-cyclohexadiene and
a rhodium vinylcarbenoid intermediate derived from styryldia-
zoacetate 1 with model acetate ligands. We also optimized the
Cope transition state, TS2. Fig. 2 provides 3D depictions of
these transition-state structures and key distances. As expected,
in the C–H cleavage transition state, there is elongation of the
Rh–C distance, and the breaking C–H bond is significantly
stretched. The forming C–H bond forms a nearly co-linear
C–H–C arrangement with the breaking C–H bond, suggesting

Scheme 1 (a) Outline of the Rh-catalyzed combined allylic C–H activation/Cope rearrangement reaction between styryldiazoacetate 1 and 1,4-
cyclohexadiene 2 reported by Davies.34 (b) Depiction of the hydride transfer transition state TS1 and Cope rearrangement transition state TS2. (c)
Comparison of s-cis and s-trans conformations of the reactive rhodium carbenoid and the proposed reaction products.

Fig. 2 M06/def2-SVP optimized transition-state structures for C–H cleavage (s-cis TS1 and s-trans TS1) and Cope rearrangement (TS2). Distances in Å.
Quasi-RRHO free energies are calculated at 298.15 K with 100 cm�1 as the damping parameter.40 Energies are reported at the M06/def2-TZVP//M06/
def2-SVP level of theory.
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that there is only a small amount of bonding between the two
carbon atoms. Also as expected, in a reaction with a possible
energy surface bifurcation, the distances of the competing C–C
interactions are relatively long. For example, in s-trans TS1, the
C–C distance for the Cope product is 3.22 Å and the C–C
distance for the insertion product is 2.59 Å. Similarly, in s-cis
TS1, the C–C distance for the Cope product is 3.12 Å, and the
C–C distance that leads to the insertion product is 2.60 Å.
From a structure perspective, it is important to note that if
product prediction was based on the transition-state structure
partial C–C distances, which can often be done in pericyclic
reactions,43–45 then each of these transition-state structures
should only lead to an insertion product.

Intrinsic reaction coordinate (IRC)46 calculations advance a
reaction coordinate from a transition-state structure by steepest
descent in mass-weighted coordinates with infinitesimal
atomic velocity. The interpretation of reaction selectivity based
on an IRC can be unclear in a reaction where dynamic vibra-
tional motion (atomic velocity) determines selectivity. Because

of this, we decided to use a dynamic reaction coordinate
analysis to determine the direct energy surface connection after
s-trans TS1 and s-cis TS1. A dynamic reaction coordinate
analysis involves a single direct dynamics trajectory starting
with only kinetic energy derived from the reaction coordinate –
the trajectory is started without kinetic energy in all other
vibrational modes. Fig. 3 shows timing snapshots of the
dynamic reaction coordinate calculations in the forward direc-
tion starting from both s-cis TS1 and s-trans TS1. Despite the
relative similarity of these transition-state structures and the
shorter insertion C–C distance in both structures, the dynamic
reaction coordinate showed that from s-cis TS1 there is a direct
energy surface connection with the E alkene Cope product 3,
and from s-trans TS1 there is a direct energy surface connection
with the C–H insertion product 4. These dynamic reaction
coordinate trajectories correctly correspond to the dominant
products found experimentally, but more importantly, they
indicate that the direct result of TS1 can either be C–H inser-
tion or Cope rearrangement. Tantillo has previously discussed

Fig. 3 (a) Snapshots from a dynamic reaction coordinate analysis starting from s-cis TS1 and proceeding in the forward direction. (b) Snapshots from a
dynamic reaction coordinate analysis starting from s-trans TS1 and proceeding in the forward direction.
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the sensitivity of transition state conformations and the out-
comes of dynamics trajectories.32,33

With the direct energy surface connections established, we
then examined dynamic effects on the reaction pathway selec-
tivity using full sampling of vibrational modes with quasiclas-
sical direct dynamics trajectories. Random thermal sampling is
used to determine the initial kinetic energy along all real
modes, with each mode having at least its zero-point energy.
Fig. 4 plots the two possible C–C forming bond distances for
trajectories proceeding in the forward direction beginning at
s-cis TS1 and s-trans TS1. Purple colored lines represent trajec-
tories where the C–C bond formed results in the C–H insertion
product and red colored lines represent trajectories where the
C–C bond formed results in the Cope product. These trajec-
tories showed that for s-cis TS1, 38 of the 41 trajectories ended
in the C–H Cope product 3, which is consistent with this being
the dominant product. However, it does demonstrate that there
is the possibility of a post-transition state bifurcation, but it
would lead to the insertion product 4 and would be indistin-
guishable from the product 4 formed from s-trans TS1. These
trajectories showed that for s-trans TS1, there was both for-
mation of the Cope product 4 and the C–H insertion product 5,
which is again consistent with experiments and demonstrates
the dynamically controlled post-transition state bifurcation
resulting in two products. While these trajectories underesti-
mated the ratio of 4 to 5 compared to the experiment, the key
qualitative conclusion is that significant amounts of both
products are formed after s-trans TS1 and this is different from
the dynamic reaction coordinate that would suggest only the C–
H insertion product would be formed.

Fig. 5 provides plots of the time-resolved change in the
breaking C–H bond distance and C–C distances. For trajec-
tories starting from s-cis TS1 (Fig. 5a), the C–H bond was rapidly
broken with complete breakage occurring within 50 femtose-
conds (fs). The C–C bond corresponding to the Cope product is
also rapidly formed, typically between 100 and 200 fs after the

transition state. For the three trajectories that form the C–H
insertion product, the C–C bond is formed between 200 and
300 fs after the transition state. This suggests that from s-cis
TS1, the nearly exclusive formation of the C–H Cope product
occurs because there is a very rapid, nearly dynamically con-
certed process that couples the C–H bond cleavage process with
C–C bond formation.

For s-trans TS1 trajectories, similar to s-cis TS1 trajectories,
the C–H bond was rapidly broken within 50 fs. Different,
however, trajectories emanating from s-trans TS1 showed a
much longer period for forming a C–C bond. The insertion
product C–C bond only begins to form at 200 fs and continues
until 450 fs. The Cope C–C bond begins to form at 175 fs and
continues beyond 400 fs. This points to a dynamically stepwise
process with an entropic intermediate after s-trans TS1 that
lasts between B200 and 400 fs. Previously, an entropic inter-
mediate has been defined as a subpicosecond Gibbs energy
minimum that does not have a corresponding potential energy
minimum and can be revealed by dynamics simulations.25–27

Entropic intermediates have been proposed for several reac-
tions with a flat caldera-like potential energy surface.47–51 In
this reaction, the entropic intermediate occurs after hydride
transfer as a formal anion–carbocation tight ion pair. For this
intermediate, while there is no enthalpy barrier for C–C bond
formation, it exists for multiple molecular vibrations but is not
long enough for complete IVR. Because there is an entropic
intermediate, both C–H insertion and Cope products can be
formed. Since this intermediate has incomplete IVR, the
dynamic motion that occurs in and then out of the nonstatis-
tical entropic intermediate will determine the pathway selectiv-
ity. Importantly, IVR in an intermediate effectively scrambles
the vibrational information originally contained in the transi-
tion state, and so it was unclear if, with partial IVR in an
entropic intermediate, we would be able to reveal the motion
responsible for the formation of the C–H insertion product
versus the formation of the Cope product.

Fig. 4 (a) Plot of 41 trajectories proceeding in the forward direction beginning at s-cis TS1. (b) Plot of 43 trajectories proceeding in the forward direction
beginning at s-trans TS1. The star represents the transition-state structure position. r(cope) and r(insertion) are the corresponding C–C distances that
lead to each of these products. Purple colored lines represent trajectories that ended in a C–H insertion product and red colored lines represent
trajectories that ended in a Cope product.
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With no potential energy minimum of the entropic inter-
mediate, we examined the vibrational modes of s-trans TS1 to
identify motion that determines the dynamic selectivity of the
entropic intermediate continuing to the products. Fig. 6 dis-
plays three transition state vibrational modes that provide
motion with the potential formation of one of the two C–C
bonds. The vibrational mode with v = 105 cm�1 is the expected
Cope type motion where there is synchronous stretching of one
C–C distance and shortening of the other C–C distance. The
vibrational mode with v = 287 cm�1 also has stretching/com-
pressing motion of these bonds. The vibrational mode with
v = 987 cm�1 has out-of-plane bending motion on both the
carbenoid and diene carbons. In this mode these atoms syn-
chronously bend away/towards one another.

If the formation of the insertion and Cope products utilizing
transition state s-trans TS1 was a dynamically concerted

process, then directional excitation of these vibrational modes
should induce control of the product formed, which we have
previously demonstrated in other reactions.40 We started several
trajectories where one or all three modes were excited by about
5 kcal mol�1 beyond the zero-point energy (all other vibrational
modes remained in their original sampling) and in the direction
to form the Cope product rather than the insertion product.
However, in all cases, this strategy failed. The product ratio from
these trajectories showed that the insertion product was still
favored. This supports the idea that the reaction is dynamically
stepwise with an entropic intermediate and the motion of the
intermediate determines product selectivity.

Because the entropic intermediate likely requires organized
motion to form a C–C bond, there is likely to be a pattern of
dynamic motion responsible for shuttling the intermediate to
either the C–H insertion product or the Cope product. This idea

Fig. 5 (a) Plot of key distances (in Å) versus time (in fs) for forward progress during trajectories starting from s-cis TS1. (b) Plot of key distances (in Å)
versus time (in fs) for forward progress during trajectories starting from s-trans TS1. r(cope) and r(insertion) are the C–C distances for the atoms involved
in the formation of the corresponding product. r(C–H) is the breaking C–H bond length.

Fig. 6 3D static images showing the key vibrational modes in s-trans TS1 that contribute to Cope C–C bond motion.
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prompted us to analyze the synchronicity of the key motions
that can induce either the formation of the C–C bond leading to
the C–H insertion product or the formation of the C–C bond
leading to the Cope product. The top of Fig. 7 highlights the
three general motions analyzed. The first is the C–C distance
for the Cope product (red), the second is the carbenoid out-of-
plane bending angle (green), and the third is the diene out-of-
plane bending angle (blue). Plots a–f in Fig. 7 show the
magnitude of these three motions as a function of time.
Inspection of the plots in Fig. 7a–c shows that all three motions
are highly synchronized for at least 100 fs before the Cope
product is formed. This is typical for almost all trajectories
that start from s-trans TS1 and result in the Cope product.
Conversely, many trajectories that result in the C–H insertion
product have sporadic synchronization. Fig. 7e and f shows
several examples that form the insertion product. It is impor-
tant to note that this vibrational synchronization is a general-
ization and not an absolute demarcation of pathways. For
example, Fig. 7f shows a trajectory where the insertion product
is formed despite highly synchronized motion. In this case, it is
likely that the absolute magnitude of the motion is insufficient
to overcome the predisposition to form the insertion product.
Again, this synchronization analysis and the results from the
dynamic IRC calculation indicate that from the entropic inter-
mediate, there is generally direct formation of the C–H

insertion product unless there is synchronized coupling of
motions shown in Fig. 7 that provide shuttling of the inter-
mediate into the Cope pathway. Importantly, this underscores
the characterization and labeling of this reaction as having a
dynamic or entropic intermediate. In other words, products in
this reaction are not the result of random motion that might be
expected in a general barrierless reaction step, but rather
require motion akin to a normal intermediate traversing a
transition state like structural bottleneck.

Conclusions

Quasiclassical direct dynamics trajectories for the combined
allylic C–H activation/Cope rearrangement reaction between a
rhodium vinylcarbenoid and 1,4-cyclohexadiene revealed that
depending on the starting transition-state structure, there can
either be a dynamically concerted or dynamically stepwise
mechanism. In the dynamically concerted mechanism, the
dominant Cope product was formed in o200 fs. In the dyna-
mically stepwise mechanism, hydride transfer resulted in an
ion-pair entropic intermediate with a lifetime between 200 and
400 fs. Analysis of motion in this nonstatistical entropic inter-
mediate revealed that unsynchronized motion leads to the C–H
insertion product while synchronization of the Cope vibrational

Fig. 7 Plots of key coordinates for the Cope and insertion reaction for two different MD simulations starting from s-trans TS1. (a)–(c) Plot of key
coordinates for a trajectory that resulted in the Cope product. (d)–(f) Plot of key coordinates for a trajectory resulting in the insertion product. Red regions
highlight when the Cope C–C bond length is decreasing. Green areas highlight when the carbenoid carbon for the Cope product is bending away from
the diene. Conversely, blue areas highlight when the Cope carbon on the diene is bending away from the carbenoid. Darker regions indicate all three of
these occur simultaneously.
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mode along with several vibrational modes for carbon atom
bending results in the formation of the Cope product.
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