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High-accuracy experimental determination of
photon mass attenuation coefficients of transition
metals and lithium fluoride in the ultra-soft
energy range†

Pia Schweizer, *ac Yves Ménesguen,b Marie-Christine Lépy,b Emmanuelle Brackx,a
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In the field of quantitative X-ray analysis techniques, such as electron probe microanalysis, precise knowledge

of fundamental parameters is crucial. Especially, the accurate determination of photon mass attenuation

coefficients is essential to perform correct elemental quantification. While the widely used databases offer

agreement for the hard X-ray range, significant differences arise for lower photon energies. Furthermore,

addressing the uncertainties of the tabulated data, which can be of several hundreds of percent, is of urgent

need. Driven by recent advances in analytical techniques in the low energy range including investigation of

materials containing lithium, the interest in a reliable set of photon mass attenuation coefficients is steadily

increasing. In this study, we experimentally determine photon mass attenuation coefficients for lithium

fluoride, aluminium, and different transition metals in the extreme low energy range from 40 eV to a several

hundreds of eV. This high-precision experimental determination allows a comparison with the existing data

tables. We observe differences that turn out to be significant, especially around the absorption edges.

Introduction

Photon mass attenuation coefficients (MACs) with low uncertain-
ties are required in a wide range of quantitative analytical
techniques such as X-ray fluorescence and electron probe micro-
analysis (EPMA). Many years of investigations of fundamental
parameters lead to different compilations based on the combi-
nation of theoretical descriptions and experimental data.1–4

These values are most often correct in the hard X-ray range, hence
for photon energies larger than several keV, but have large dis-
crepancies between one another for lower energies.5 The authors
warn of their use in the extreme low energy range without consider-
ing the uncertainties that can be of several hundreds of percent.6

With the advances in analytical techniques in the low energy
range,7–10 emerging complex simulation methods,11–13 and the
steadily increasing demand for the characterization of strategic
materials containing light elements, an exact determination of

MACs of elements of interest in the extreme low energy range and
around their absorption edges becomes necessary. Especially, the
analysis of materials containing lithium, for example, lithium-ion
batteries, is a current important issue. Addressing discrepancies in
tabulated fundamental parameters of lithium, potentially stemming
from non-valid calculation models, is imperative.14 In practical
applications, lithium is frequently found in samples alongside
transition metals (e.g., batteries) or in metal alloys containing
aluminum. Therefore, the aim of this work is to experimentally
study the MACs of lithium fluoride, aluminium and transition
metals with atomic numbers from 24 to 29 in an energy range
from several hundreds of eV down to 40 eV as they all present
absorption edges in this range. To our knowledge, high accuracy
measurements at these low energies have not been published yet for
most of these elements. Scientists base their work on existing
databases that have large or undetermined uncertainties. Quantita-
tive analytical techniques such as EPMA use matrix corrections in
which the main factor is absorption correction. A one-percent
uncertainty in the MAC is considered to introduce a one-percent
relative uncertainty in the measured concentration.15 Given the large
uncertainty budget for soft X-rays, it is hardly possible to obtain a
satisfying matrix correction and therefore exact measured
concentrations.5 Thus, experimental investigation is urgently needed
for a large community and can help increase the reliability of
quantitative analysis. Our results are compared to existing data
coming mostly from theoretical calculations.1,16
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Experimental
Methods

The MAC (m/r) translates the interaction probability of a photon
beam with matter. Depending on photoabsorption and scatter-
ing effects, it is a function of the photon energy. For a parallel
and monochromatic photon beam, the MAC can be deduced by
measuring the intensity which is transmitted through a sample
following the Beer–Lambert law,

I ¼ I0exp �
m
r
Eð Þ � r � x

� �

m
r
Eð Þ ¼ � 1

r � x ln
I

I0

� �
;

(1)

where E is the photon beam energy, I0 is the incident beam
intensity, I is the transmitted intensity, r is the sample density
and x is the sample thickness.17

Therefore, m/r can be measured in transmission mode. A
limitation to this technique is the photon beam monochromaticity
and flux stability but its main limitation is given by the sample
characteristics: its purity and thickness. Non-homogenous sam-
ples can easily falsify measurement results. As the main uncertain-
ties are directly linked to these factors, they should be known with
high accuracy to get reliable experimental results. The purity of the
samples was controlled by EDS microanalysis and is further
detailed in the ‘Samples’ section below. Moreover, a detailed
description of the determination of uncertainties for our work is
given in the ‘Estimation of uncertainties’ section.

For measurements in the energy range from 40 eV to 700 eV,
the samples have to be extremely thin, as they would absorb the
total intensity of the incident photon beam otherwise. In addition,
following Nordfors, the statistical uncertainty on the measurement
is minimal, if the transmitted intensity respects the criterion 2 r
ln(I/I0) r 4.18 To fulfil this requirement, samples must be between
a few dozen and a few hundred nm thick. The following section
describes the sample fabrication and characteristics.

Samples

The samples were prepared at the French Alternative Energies
and Atomic Energy Commission (CEA Marcoule) in the LMAT
laboratory using an Agar Scientific Combined Coater System for
metal evaporation. Thin layers of LiF and the metals were
respectively evaporated on copper 200 mesh support grids with
a carbon coating of 28–30 nm used for transmission electron
microscopy (TEM). A scheme of this grid is shown in Fig. 1.

Even if the evaporation is conducted under vacuum, the
deposition of layers of several tens of nm requires several evapora-
tion cycles and the sample is exposed to air between each cycle.
This results in stratified samples that may contain significant
quantities of oxide not only on their surface. In order to respect the
Nordfors criterion over the entire measured energy range, samples
of different thicknesses were prepared for each material.

The samples were studied using a Zeiss Merlin high-
resolution scanning electron microscope (SEM) and a Bruker
energy dispersive X-ray spectroscopy (EDS) system QUANTAX
XFlash providing information about the surface condition and

purity of the deposited layer. For this purpose, characteristic
EDS spectra were acquired for each sample. The spectra present
emission lines of carbon, oxygen, copper and the evaporated
element. No other peaks with significant intensities are visible
which allows us to conclude that the prepared samples are free
of contamination that may have remained in the metal eva-
porator. Fig. 2 shows an example of an EDS spectrum acquired
on a TEM grid that was covered with a Co layer. One can see the
characteristic peaks C Ka, O Ka, Co L2,3, Cu L2,3, Co Ka and Kb
and Cu Ka and Kb (from low to high photon energies).

Even if the exact quantification of oxygen is challenging
using EDS,19 this first analysis of the samples helps to estimate
the oxygen mass fraction by taking into account the intensity of
the O Ka peak.

The TEM grids are extremely fragile and easily damaged.
Fig. 3 shows SEM images of TEM grids with two different
thicknesses of Al layers. Other SEM images of the grids can
be found in the ESI† in Fig. 1 and 2.

In addition to SEM imaging, to ensure that the samples used
for the measurements were in the best possible conditions, we
performed two-dimensional scans of the grids at the synchro-
tron. These transmission measurements helped determine the

Fig. 1 Scheme of the copper TEM support grid with carbon coating (left)
and a grid mesh (right).

Fig. 2 EDS spectrum of a TEM grid with a Co layer acquired at an
acceleration voltage of 15 kV. The red line shows the energy position of
the O Ka line.

Fig. 3 Al layers of 40 nm (left) and 160 nm (right) on TEM grids. The grid
shown on the left presents damage from handling.
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optimal areas and perfect sample alignment to avoid measur-
ing areas containing defects. A reconstructed 2d transmission
scan is shown in Fig. S3 and S4 for copper and iron samples,
respectively, in the ESI.†

Beamline description

Measurements were carried out at the French national synchrotron
facility SOLEIL at the METROLOGIE beamline. The METROLOGIE
beamline is dedicated to the metrology and characterization of
different optics, materials and industrial components. It presents
two branches operating simultaneously: a hard X-ray branch (3 keV
to 40 keV) and a soft X-ray branch (30 eV to 1800 eV) which was
used for this work. The resolving power of the beam is 1000 to
10 000 depending on the energy range where the beam size is a few
hundred micrometers in focused mode with a full width at half
maximum (FWHM) of about 400 mm. The energy selection is
performed using three different variable line-spacing gratings in
combination with filters and an order-sorter system for minimiz-
ing the harmonics for different configurations. Depending on the
energy range, the photon flux is 109 to 1012 s�1 on the sample. A
more detailed description of the beamline can be found in ref. 20.
The samples are placed on a support holder in a two-axis high
vacuum goniometer, as shown in Fig. 4.

The intensity transmitted through each sample is measured
using a Si photodiode whose dark noise is subtracted from all
current values to derive an unbiased transmittance. The final
transmittance is obtained by comparing the intensity transmitted
through the sample, that is the deposited material on the carbon
coated TEM grid, and the intensity transmitted through a carbon
coated TEM grid with no additional deposition, further called the
blank value. The blank values were measured several times over
the whole energy range. They all superpose better than 1% which
confirms good reproducibility of the energy scans.

Results and discussion

As discussed earlier, m/r measurements were carried out in
transmission mode. Although this type of measurement is easy
to perform, the results require detailed processing to take
account of the sample characteristics. The following paragraph
briefly describes the various constraints that have to be con-
sidered leading to the description of the data processing before
showing the results below.

The X-UV beam, with a FWHM of about 400 mm, largely
covers the TEM grid during the measurement. The beam is only
transmitted through the grid holes and depending on the

orientation of the grid, the part of the beam cut by the grid
varies. In addition, as shown in the Samples section, grids can
easily be damaged during the evaporation process and subse-
quent handling. The measured intensity has to be corrected from
these factors introducing a correction factor for the grid aperture.
Furthermore, as the sample may contain a significant quantity of
oxide, the calculation of the MAC must take the oxygen mass
fraction into account. Accordingly, the final equation for deter-
mining the mass attenuation coefficient is written as follows:

m
r
Eð Þ ¼ � 1

M
ðln Tð Þ �OÞ � m

r
ox� F

� ��
1� Fð Þ; (2)

where T is the transmittance (I/I0), M is the mass per unit area of
the deposited material, O is the grid aperture correction, m/r ox is
the oxygen photon mass attenuation coefficient and F is the
oxygen mass fraction present in the sample.

To determine the absolute MAC values from eqn (2) without
the precise knowledge of M, O and F, we performed data fitting
on the experimental or calculated data available for higher
energy ranges, as these data have much lower uncertainties.
Experimental high-precision data comes from LNHB.21 The data
were fitted using Origin 202014 defining the non-linear fitting
function eqn 2 using the Levenberg–Marquardt Least-Squares
Algorithm. The data for m/r ox comes from tabulated ultra-high
precision experimental measurements.21 The values of the fitted
parameters as well as the related standard uncertainties can be
found in Table A in the ESI† for all samples.

Estimation of uncertainties

The uncertainty budget of m/r is a combination of statistical and
systematic uncertainties, such as measurement uncertainties and
calibration of the instrument as well as the sample preparation.
In our case, the most important contribution to the uncertainty is
the quality of the data fitting that determines the values of M, O
and F. The uncertainty associated with eqn (2) is given by the
quadratic sum of the partial derivatives which leads to the
following expression of the relative uncertainty Dm/r = qm/r:

D
m
r
¼ 1

�1
M

ln Tð Þ �Oð Þ � m
r
ox� F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

M
ln Tð Þ �Oð Þ � DM

� �2
þ

�1
M
� DT

� �2
þ O

M
� DO

� �2
þ

�F � m
r
ox� D

m
r
ox

� �2
þ

Fð�M � m
r
oxþO� ln Tð ÞÞ

1� Fð ÞM � DF

2
64

3
75
2

vuuuuuuuuuuuuuuuuuuuuuut

(3)

where DM, DT, DO, Dm/r ox and DF are the relative uncertainties
of the fitted parameters M, O and F and of the variables T and
Dm/r ox.

Fig. 4 Samples fixed on a sample holder using carbon tape (left); photo-
graph of the goniometer (right).
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Results

The results are presented in Fig. 5–12. The measured data are
compared to the latest compilations from Chantler (FFast)16

and Henke (CXRO)1 that contain several updates, notably for
Cr.22 For the sake of completeness, we also present the experi-
mental measurements reported from LNHB21 that have been
used for the data fitting whenever available. Thus, these high-
accuracy measurements are in perfect agreement to the mea-
surements of this study. One can clearly see that the published
compilations do not account for the fine structure (XAFS) and
that the energy of the absorption edges as well as the absolute
value of the MACs is not necessarily the same from one
compilation to another. Discrepancies are discussed in detail
below. For most elements, the measurements show some dis-
continuities over the photon energy range. This is principally

Fig. 5 Tabulated and measured MACs of lithium fluoride as a function of
energy in the photon range from 40 eV to 750 eV. The calculated
uncertainty budget is shown by the shaded areas.

Fig. 6 Tabulated and measured MACs of aluminium as a function of
energy in the photon range from 40 eV to 700 eV. The calculated
uncertainty budget is shown by the shaded areas.

Fig. 7 Tabulated and measured MACs of chromium as a function of
energy in the photon range from 40 eV to 525 eV. The calculated
uncertainty budget is shown by the shaded areas.

Fig. 8 Tabulated and measured MACs of manganese as a function of
energy in the photon range from 40 eV to 700 eV. The calculated
uncertainty budget is shown by the shaded areas.

Fig. 9 Tabulated and measured MACs of iron as a function of energy in
the photon range from 40 eV to 750 eV. The calculated uncertainty budget
is shown by the shaded areas.
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due to the harmonics of the beamline. As discussed in the
‘Experimental’ section, the beamline is equipped with filters
and an order-sorter system for minimizing them. Nevertheless,
some harmonics persist, especially for the configuration used
for photon energies between 200 eV and 300 eV and 500 eV and
600 eV.

Fig. 5 shows the MACs for LiF in an energy range from 40 eV
to 750 eV. The F K absorption edge is situated at 687 eV which is
consistent with the literature.13

One can observe a near edge fine structure around the
absorption edge. The measured position of the absorption edge
at 61 eV is consistent with other X-ray absorption near edge
structure (XANES) spectra for LiF.23 The Li K absorption edge in
LiF is not measured at 54 eV which is the tabulated energy
position for the Li metal. In fact, the existing compilations,
showing the absorption edge at 54 eV, do not account for

chemical bonding which introduces an important shift of the
absorption edge. The shift to 61 eV, with respect to the value
tabulated for the metal, can also be calculated by taking into
account the Fermi level position deduced from XPS measure-
ments and a bandgap of 10.9 eV for LiF.24

Fig. 6 shows the MACs for Al in an energy range from 40 eV
to 700 eV. Below the absorption edge at 72 eV, the relative
uncertainties of the measured values range from 30% to 130%.
However, for higher energies, they are contained between 1%
and 7%. For energies below the absorption edge, the measured
mass attenuation coefficients are lower than those reported in
FFast and CXRO. This has also been observed in other experi-
mental measurements.25 Taking the uncertainty into account,
the measurements are in good agreement with the values
determined in this previous study. For energies above 300 eV,
the MACs from CXRO are closer to the experimental MACs than
the MACs from FFast.

The MACs of Cr and Mn are shown in Fig. 7 and 8.
In general, the present measurements for Fe, Co, Ni and Cu

shown in Fig. 9–12 seem to be in better agreement with the
CXRO data.

As shown in Fig. 6–12, for pure metals, the energy positions
of the absorption edges we measured are identical to the ones
reported in the existing databases. Nevertheless, the figures
reveal significant discrepancies of the absolute MAC values that
are not included in the uncertainty budget from one descrip-
tion to another. These differences often increase close to the
absorption edges. Table 1 shows numerical values of the MACs
for selected X-ray lines in the ultra-soft energy range, below
100 eV, and compares them to the data reported in CXRO
and FFast.

The small thicknesses of the analysed samples did not allow
measurements up to the L absorption edges for most of the
elements. In the present case, for photon energies of several
hundreds of eV, absorption was close to zero which no longer
respects the Nordfors criterion.18 For measurements above

Fig. 10 Tabulated and measured MACs of cobalt as a function of energy
in the photon range from 40 eV to 850 eV. The calculated uncertainty
budget is shown by the shaded areas.

Fig. 11 Tabulated and measured MACs of nickel as a function of energy in
the photon range from 40 eV to 700 eV. The calculated uncertainty budget
is shown by the shaded areas.

Fig. 12 Tabulated and measured MACs of copper as a function of energy
in the photon range from 40 eV to 700 eV. The calculated uncertainty
budget is shown by the shaded areas.
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700 eV, the thickness of the samples for most materials should
exceed several hundreds of nm.

Conclusions and perspectives

In conclusion, our study allowed the experimental high-
precision measurements of mass attenuation coefficients of
photons in the extreme low energy range. This novel data set
represents a valuable addition to the existing databases used
across various analytical techniques. A comparative analysis
shows substantial differences between databases, emphasizing
the necessity for users to take into account the uncertainty
associated with the selected data. Particularly at these low
energies where uncertainties are not precisely determined,
the potential impact on analysis results is noteworthy, under-
scoring the importance of careful consideration. The precision
of the experimental results, characterised by an uncertainty
budget of less than one percent for certain materials and
energies, improves the reliability of our data, potentially allow-
ing better analytical results.

The choice of using TEM grids as a sample substrate which
makes data fitting necessary prompts consideration for alter-
native solutions to perform this kind of experiment. Exploring
options such as self-supporting thin films without the use of
TEM grids could be a promising approach for future works.
However, the exact thickness determination remains a chal-
lenge for thin films, and data fitting similar to that used in our
study may remain necessary for its determination.

Moreover, our work was motivated by the specific goal of
improving matrix correction programs for lithium quantifica-
tion using EPMA. The choice of elements analysed in our study

aligns with practical applications, such as elements commonly
found in battery materials or metal alloys. While our work
constitutes a first step, we are aware of the necessity to extend
these measurements to other elements. This experimental
study complements existing databases to improve the knowl-
edge and precision in fundamental parameters that remain an
important current limitation for continuous improvement of
quantitative analytical techniques using soft X-rays.
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CXRO 51 056 90 464 75 896
FFast 98 683 96 252 65 099
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FFast 72 000 54 027 46 500
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20 Y. Ménesguen, B. Boyer, H. Rotella, J. Lubeck, J. Weser and
B. Beckhoff, et al., CASTOR, a new instrument for combined
XRR-GIXRF analysis at SOLEIL, X-Ray Spectrom., 2017, 46(5),
303–308.

21 MACAO - Mass Attenuation Coefficients And Optical Constants.
2023. Available from: https://www.lnhb.fr/Laraweb/Mu/.

22 F. Delmotte, J. Meyer-Ilse, F. Salmassi, R. Soufli, C. Burcklen
and J. Rebellato, Soft x-ray optical constants of sputtered
chromium thin films with improved accuracy in the L and
M absorption edge regions, J Appl Phys., 2018, 124, 3.

23 D. Wang and L. Zuin, Li K-edge X-ray absorption near edge
structure spectra for a library of lithium compounds applied
in lithium batteries, J. Power Sources, 2017, 337, 100–109.

24 M. Q. Khokhar, S. Q. Hussain, D. P. Pham, M. Alzaid,
A. Razaq and I. Sultana, et al., Role of electron carrier
selective contact layer of lithium fluoride films with wide
bandgap and low work function for silicon heterojunction
solar cells, Mater. Sci. Semicond. Process., 2021, 134, 105982.

25 E. M. Gullikson, P. Denham, S. Mrowka and J. H. Underwood,
Absolute photoabsorption measurements of Mg, Al, and Si in
the soft-x-ray region below the L2,3 edges, Phys. Rev. B: Condens.
Matter Mater. Phys., 1994, 49(23), 16283–16288.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 2

/7
/2

02
6 

12
:4

6:
37

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

https://www.osti.gov/biblio/295438
https://physics.nist.gov/cgi-bin/ffast/ffast.pl?Z=3&Formula=&gtype=3&lower=&upper=&density=
https://physics.nist.gov/cgi-bin/ffast/ffast.pl?Z=3&Formula=&gtype=3&lower=&upper=&density=
https://physics.nist.gov/cgi-bin/ffast/ffast.pl?Z=3&Formula=&gtype=3&lower=&upper=&density=
https://www.lnhb.fr/Laraweb/Mu/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4cp00500g



