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The p-block challenge: assessing quantum
chemistry methods for inorganic heterocycle
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The elements of the p-block of the periodic table are of high interest in various chemical and technical

applications like frustrated Lewis-pairs (FLP) or opto-electronics. However, high-quality benchmark data to

assess approximate density functional theory (DFT) for their theoretical description are sparse. In this work,

we present a benchmark set of 604 dimerization energies of 302 ‘‘inorganic benzenes’’ composed of all non-

carbon p-block elements of main groups III to VI up to polonium. This so-called IHD302 test set comprises

two classes of structures formed by covalent bonding and by weaker donor–acceptor (WDA) interactions,

respectively. Generating reliable reference data with ab initio methods is challenging due to large electron

correlation contributions, core–valence correlation effects, and especially the slow basis set convergence.

To compute reference values for these dimerization reactions, after thorough testing, we applied a computa-

tional protocol using state-of-the-art explicitly correlated local coupled cluster theory termed PNO-

LCCSD(T)-F12/cc-VTZ-PP-F12(corr.). It includes a basis set correction at the PNO-LMP2-F12/aug-cc-pwCVTZ

level. Based on these reference data, we assess 26 DFT methods in combination with three different

dispersion corrections and the def2-QZVPP basis set, five composite DFT approaches, and five semi-

empirical quantum mechanical methods. For the covalent dimerizations, the r2SCAN-D4 meta-GGA, the

r2SCAN0-D4 and oB97M-V hybrids, and the revDSD-PBEP86-D4 double-hybrid functional are found to be

the best-performing methods among the evaluated functionals of the respective class. However, since def2

basis sets for the 4th period are not associated to relativistic pseudo-potentials, we obtained significant errors

in the covalent dimerization energies (up to 6 kcal mol�1) for molecules containing p-block elements of the

4th period. Significant improvements were achieved for systems containing 4th row elements by using

ECP10MDF pseudopotentials along with re-contracted aug-cc-pVQZ-PP-KS basis sets introduced in this

work with the contraction coefficients taken from atomic DFT (PBE0) calculations. Overall, the IHD302 set

represents a challenge to contemporary quantum chemical methods. This is due to a large number of

spatially close p-element bonds which are underrepresented in other benchmark sets, and the partial

covalent bonding character for the WDA interactions. The IHD302 set may be helpful to develop more

robust and transferable approximate quantum chemical methods in the future.

1 Introduction

In the last decades, cutting-edge chemical synthesis involving
inorganic main group compounds covering large parts of the

periodic table experienced a renaissance.1 Compared to their
organic counterparts, inorganic elements bring various chal-
lenges such as a plethora of possible bonding motifs and often
more difficult electronic structures.2 A very prominent example
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of important and actively researched p-block chemistry is that
of (frustrated) Lewis pairs (FLPs).3,4 Moreover, rings and
clusters of p-block elements are of high interest in opto-
electronics5–8 and as promising precursor materials for film
composition.9–11 p-Block elements are further discussed to
be incorporated into polymers for property optimization.12

In most of such compounds, the direct covalent bonds or the
donor- and acceptor interactions of the p-elements are of key
importance for their chemical properties and reactivity. Never-
theless, systems with heavier p-block elements are typically
underrepresented in comprehensive thermochemistry data-
bases like GMTKN5513 or LP14,14 even though more recent
benchmark sets such as CHAL33615 or the supramolecular
HS13L16 extend the evaluated chemical space in this respect.
However, large organic substituents are often used in such sets
to saturate the p-block elements, thus somewhat limiting the
explicit insight into the respective interactions of the donor–
acceptor pairs.

Chemically diverse benchmark sets are extremely important
for evaluation and cross-checking of contemporary theoretical
(approximate first principle quantum mechanical or atomistic)
models that have become a valuable tool for understanding a
wide range of chemically diverse systems. However, suitable
reference data for heavier p-elements are rare with conse-
quences on the development and performance of these methods.
For example, density functional theory (DFT) methods, the work-
horse of modern quantum chemistry, are typically designed to be
mostly accurate for (bio)organic chemistry with less focus on
inorganic compounds. Further, most semi-empirical quantum
mechanical (SQM) methods are limited in their parameterization
space and accuracy regarding such elements.17–19 The problem of
under-representation of chemical space becomes even more evi-
dent for the fast growing field of machine-learning (ML) techni-
ques, which require huge amounts of carefully selected training
data as well as thorough cross-validation.

To address this lack of reliable reference data for the
interaction of (heavier) p-block elements, and inspired by the
work of Frenking et al. on the dimerization of [BAlGaNPAs]H6

20

and comparable works,21,22 we compiled a new benchmark set
of dimerization reactions termed IHD302, consisting of planar
six-membered heterocyclic monomer structures composed
purely of p-block elements from boron to polonium (excluding
carbon). The so-called Inorganic Heterocycle Dimerizations 302
(IHD302) set is divided into two subsets, covalently bound and
weaker donor–acceptor interacting dimers. The latter struc-
tures can be best characterized as strongly bound van der
Waals complexes, i.e., non-equilibrium structures on a path
to covalent bonding. This poses a particular challenge for
mean-field electronic structure methods due to a strong inter-
play of covalent (short-range) electron correlation and London
dispersion interactions, which are usually specially treated in
DFT and SQM.

The generation of reliable reference data of high accuracy is
indispensable, yet a challenge on its own due to the significant
(core–valence) electron correlation effects in these molecules,
which we discuss in detail in this work. This newly introduced

benchmark set can be considered a particularly hard test for
existing quantum chemical methods as well as a basis for their
further development and improvement. Specifically, approxi-
mate SQM methods, such as PMx17,23,24 and GFNn-xTB19,25,26 or
composite DFT schemes27 may be improved based on the data
provided by the IHD302 benchmark set. In the course of this
work, we assess the performance of 26 DFT functionals together
with three different London dispersion corrections, five com-
posite DFT approaches, and five SQM methods.

2 The IHD302 benchmark set

The IHD302 benchmark is composed of 302 neutral six-
membered heterocycles and their respective non-covalently
interacting and covalently bound dimers (cf. Fig. 1) in their
singlet ground state. The monomers can be categorized into
three main group element (E) combinations, [EIII

3 EVI
3 ]H3, [EIII

3 EV
3]H6,

and [EIV
3 EV

3]H3. These combinations were chosen inspired by

Fig. 1 (a) Simplified Lewis formulae of the investigated heterocycles and
their respective dimers (hydrogen atoms omitted for clarity). Roman
numbers depict the main group of the respective elements. III = B, Al,
Ga, In, Tl; IV = Si, Ge, Sn, Pb; V = N, P, As, Sb, Bi, VI = O, S, Se, Te, Po; (b)
exemplary depiction of the respective structures for

|

Si�P�Si�P�Si�P
|

.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

/1
8/

20
26

 3
:1

9:
56

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp06217a


13886 |  Phys. Chem. Chem. Phys., 2024, 26, 13884–13908 This journal is © the Owner Societies 2024

experimentally accessible parent ‘‘inorganic benzenes’’.8 Other
combinations involving, e.g., V and VI would mainly result in
non-planar environments and benchmark sets for non-covalent
interactions of these element combinations such as the
CHAL33615 by Goerigk and co-workers already exist. All main
group III, IV, V, and VI elements from B (Z = 5) to Po (Z = 84)
except carbon were taken into account with an average of 53
compounds per element. Carbon was excluded as a typically
saturated organic element with less pronounced donor–accep-
tor chemistry. The element composition of the benchmark set
is illustrated in Fig. 2. Some elements (e.g. lead) are less
represented as the respective elements strongly tend to leave
the planar monomer structure. To keep compara-
bility throughout the benchmark set, these monomer struc-
tures were discarded. The nomenclature of the model com-
pounds

|

A�B�C�D�E�F
|

gives the ring atoms in clockwise
order, while hydrogen atoms are omitted for clarity as their
positions are clearly defined according to Fig. 1 (examples:
|

Ga(H)�Te�In(H)�Te�Ga(H)�Se
|

8
|

Ga�Te�In�Te�Ga�Se
|

8 [GaTeInTeGaSe]H3). Covalent and weak donor–acceptor
dimers are further indicated by the subscripts ‘‘COV’’ and
‘‘WDA’’, respectively. To maximize the interaction surface in
the non-covalently interacting dimers, only planar local
minima after optimization of the monomers were considered.
If necessary, these rings were then saturated with three or six
hydrogen atoms depending on the involved p-block elements to
avoid open-shell or highly ionic systems.

The monomeric heterocycles consist of formal single- or
double-bonded atoms, depending on their atomic properties.
Especially, combinations of light p-block elements, yield partly
aromatic monomers as in the borazine case (

|

B�N�B�N�B�N
|

).

These structures are also expected to yield positive dimerization
energies due to the stabilization of the monomers. All other
monomers are best described by combinations of single-bonds
and lone-pairs, as specifically for the heavier elements, the
tendency to form multiple bonds decreases quickly descending
the periodic table. As the dimerization of most heterocyclic
combinations involving heavier elements strongly favor cova-
lent dimerization, weakly donor–acceptor interacting dimers
were generated from the planar monomer structures without
further optimization. Here, the dimers were generated by 1801
rotation (simplest approach to obtain motifs that are as sym-
metrical as possible and therefore do not form homoatomic
artificial bonds) and a displacement of the ring center by twice
the van der Waals radii28,29 of the heaviest element involved.
The covalent heterocyclic dimers were obtained by subsequent
geometry optimization employing r2SCAN-3c30 as implemented
in the ORCA program package.31,32 r2SCAN-3c was previously
found to produce excellent structures.30 Further, it yields very
good energetic agreement with the high-level reference data as
discussed in Section 4.1, supporting its suitability to reproduce
the respective potential energy surface.

During optimization, most covalent dimers formed the
archetypal crown-shaped dimer with six connecting bonds.
Nevertheless, the three systems

|

Tl�P�Tl�P�Tl�Bi
|

COV,
|

Pb�N�Pb�N�Pb�Sb
|

COV, and
|

Sn�P�Pb�P�Sn�As
|

COV

optimized into a minimum with only four formed connecting
bonds (cf. Fig. 3). The correspondingly large number of formed
bonds and close interatomic contacts results in challenging
chemical situations and allows a clear focus on the p-block
element interactions. Although large correlation contributions
are expected in these systems, this is dynamic correlation,
which can be treated correctly with single-reference methods.
To exclude multi-reference cases, we looked for spin symmetry
breaking for all structures of the IHD302 set following ref. 33
with unrestricted PBE0-D4, but found no hint for significant
static correlation. In addition, we applied fractional occupation
number weighted density (FOD)-based static correlation
diagnostics34–38 for eight test systems (vide infra), which also
showed no evidence for multi-reference cases (see the ESI,† for
details).

3 p-Block challenge 1: correlated
wavefunction calculations

To provide reliable reference data, we used state-of-the-art
explicitly correlated local coupled cluster theory, specifically
PNO-LCCSD(T)-F1239–45 with special consideration of core–
valence correlation. To this end, also new features were imple-
mented (details are given in the following subsections).
All correlated wavefunction theory calculations reported in this
work were carried out with the Molpro package of ab initio
programs (release 2023.2).46–48

In principle, the wavefunction ansatz and the local approx-
imations in the PNO-LCCSD(T)-F12 are rather similar as in the
DLPNO-CCSD(T) %F%1%2 method of the Neese group.49,50 A detailed

Fig. 2 Percent contribution of elements to the systems of the IHD302
and key features of the data set (e.g., 23% of the IHD302 systems contain at
least one nitrogen atom).
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comparison of both methods can be found in ref. 51.
In particular, for F12 calculations, the PNO-LCCSD(T)-F12
program was found to be more efficient, robust, and accurate
than the currently available DLPNO program, and therefore it
has been used in the presented work. Alternative local correla-
tion methods are, for example, the local natural orbital coupled
cluster (LNO-CCSD(T)) methods of Nagy and Kallay,52–55 or
geminal-based electronic structure methods of Tecmer and
Boguslawski,56 but these methods have not been considered
in the current work.

3.1 Special localization schemes

Proper orbital localization is essential for reliable local correla-
tion methods. In the following, we distinguish inner-core,
outer-core, and valence molecular orbitals (MOs). The electrons

in the outer-core and the valence orbitals are correlated in the
post-Hartree–Fock calculations discussed in this section.
In most calculations of the current work, the outer-core orbitals
only comprise the (n � 1)d shells (with principle quantum
number n) of p-block elements with Z Z 31. In some test
calculations, the (n � 1)s,p orbitals were also correlated
(cf. Section 3.4).

Valence orbitals are localized using the intrinsic bond
orbital (IBO) method.57 Core and outer core orbitals are loca-
lized using IBO(AO). This means that in the underlying Pipek–
Mezey localization,58 contributions of individual intrinsic
atomic orbitals (IAOs) rather than all those belonging to an
atom are maximized. This minimizes mixing of nearly degen-
erate core orbitals (e.g., the different components of a p- or
d-shell).

Before localization, the canonical orbitals are automatically
resorted, so that inner-core orbitals come first, followed by the
outer-core orbitals, and then the valence orbitals. This is
achieved by computing the overlaps of the molecular orbitals
with pure atomic core orbitals (stored in the basis set library)
and ordering the orbitals such that the core part of the overlap
matrix becomes closest to diagonal. This sort is necessary since
the orbital energies of the outer-core orbitals are not always
below those of all valence orbitals. The inner-core orbitals
are then localized separately in order to avoid any mixing
with correlated orbitals. In order to separate outer-core and
valence orbitals as much as possible, we tested two different
approaches, which are implemented in Molpro.

LOC_COREORB=SEP: in this case, outer-core and valence
orbitals are localized separately, starting from the sorted cano-
nical orbitals. The Fock matrix then has a block-diagonal
structure, without couplings between the three groups. Thus,
in LMP2-F12, the core–core, core–valence, and valence–valence
pairs are uncoupled. This method works well if outer-core and
valence orbitals are energetically well separated.

LOC_COREORB=MIX: first, outer-core and valence orbitals
are localized together (using IBO localization). The intention of
this step is to demix the outer-core and valence localized
molecular orbitals (LMOs) as much as possible. Second, the
LMOs are sorted such that the outer-core orbitals come first.
Finally, the outer-core orbitals are re-localized among them-
selves using the IBO(AO) approach. This is necessary in order to
demix (nearly) degenerate core orbitals and to obtain a unique
set of LMOs.

The LOC_COREORB=MIX procedure is recommended for
cases in which outer-core and valence orbitals mix significantly.
This happened for some of the test systems (e.g. for
|

In�Te�Tl�Te�In�Se
|

, vide infra). For consistency, it has been
applied for all studied systems in this work. Using this approach,
the partial charges of individual intrinsic atomic orbitals (IAOs)
in the outer-core orbitals are very close to 2.0, i.e., they are almost
perfectly separated from the valence orbitals.

For calculations including also (n � 1)s,p correlation, we
used exactly the same orbitals for the respective calculations
with (n � 1)d outer-core orbitals, so that any effects originating
from different orbital mixing can be excluded.

Fig. 3 Molecular structures of the eight covalently bound heterocyclic
dimers chosen as test systems for detailed method evaluation in Section 3.4.
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3.2 State-of-the-art explicitly correlated local MP2 and
CCSD(T)

We applied the explicitly correlated pair natural orbital local
second-order perturbation theory (PNO-LMP2-F12) and coupled
cluster (PNO-LCCSD(T)-F12) methods as described in detail
in previous work.39–45 Reviews of this method can be found
in ref. 59 and 60. We employed tight domain options
[DOMOPT=TIGHT] as summarized in ref. 45, 51 and 60. The
PNO occupation number threshold for pairs involving outer-
core orbitals is reduced by a factor of 100 (this happens by
default, but was found to have a very small effect in the current
calculations). Default values were used for all other options
unless otherwise noted. The triples (T) amplitude equations
were solved iteratively in a basis of triples natural orbitals
(TNOs) as described in ref. 43.

The explicitly correlated PNO-LMP2-F12 method uses F12
approximation 3*A61,62 along with the fixed amplitude
approximation.63,64 This approach is simplest and most effi-
cient but known to slightly overestimate the F12 correction
compared to the formally more accurate 3C approximation,65

especially for small basis sets. However, experience has shown
that approximation 3*A combined with local approximations
yields very accurate results and converges to the complete basis
set (CBS) limit at least as fast as approximation 3C.40,42,45 This
is further corroborated by the tests carried out in the present
work (cf. Section 3.4.4). For quadruple-z basis sets, the differ-
ences between results obtained with the two approximations
usually become negligible.45,51,60 In the LCCSD-F12 part, the
F12b approximation66,67 is used (shortly denoted F12 in the
following), which was recently successfully applied to generate
highly accurate reference isomerization and conformational
energies.68

F12 methods are particularly well-suited for treating core
and core–valence correlation effects in heavy main group
elements,69 which are very slowly convergent with basis set
size. However, since the core orbitals are spatially more com-
pact than the valence orbitals, the optimum exponents g of the
F12 geminals F12(r12) = �1/g exp(�gr12) are larger than for
valence orbitals. It has therefore been proposed to use pair-
specific geminals with different exponents for valence–valence
(vv), core–valence (cv), and core–core (cc) orbital pairs.70 This
option has also been implemented into the PNO-LCCSD(T)-F12
program and is used here for the first time (cf. Section 3.4.1).

In the course of this work, we observed significant outliers of
the LMP2-F12 energy contributions for some systems and basis
sets. It turned out that these were due to the last term in the
(F12 strong orthogonality projector)71–73

Q̂
ij

12 ¼ 1�
X

m2½ij�LMO

X

a2½ij�RI

jmaihmaj þ jamihamjð Þ

þ
X

m;n2½ij�LMO

jmnihmnj �
X

a;b2½ij�PNO

jabihabj:
(1)

The last term in eqn (1) projects out conventional double
excitations into the domain [ij]PNO. The F12 contributions can
approximately account for excitations into the remaining

virtual MOs, which leads to a reduction of the domain
error.71,72,74 However, as has been noticed earlier,75 in some
cases PNOs with very small occupation numbers outside the
domains [ij]PNO give significant contributions to the matrix
elements arising from this term, leading to an overestimation
of the domain correction. This problem most likely occurs
when strongly local LMOs are present, e.g., lone pairs or core
orbitals. It can be avoided by replacing the sum over the PNO
pair domain [ij]PNO by a sum over the PAO pair domain [ij]PAO

(which corresponds to including all PNOs spanned by the
respective PAO domain). This means that the F12 terms cannot
correct for the domain error that arises from excluding orbitals
outside the PNO domain, but inside the PAO domain. In order
to approximately compensate for this, a semi-canonical PAO–
PNO domain correction is applied. In the current calculations,
this correction is mostly slightly too small. The remaining
domain error can be minimized by using a very tight PNO
threshold in the LMP2-F12 calculation (e.g. option THRPNO_
LMP2=1d-10).

In the following, we will denote the methods with the PAO
and PNO projectors as PNO-LMP2-F12(PAO) and PNO-LMP2-
F12(PNO), respectively. The choice of the projector has hardly
any effect on the LCCSD-F12 contribution beyond the additive
LMP2-F12 one. Using the PAO projector in the LCCSD-F12 part
is also possible in Molpro but leads to exceedingly large CPU
and memory requirements. Using the PAO and PNO projectors
in the PNO-LMP2-F12 and LCCSD-F12 parts, respectively, is
possible with the program option PROJECTOR=MIXED.

3.3 Computational settings

In the PNO-LCCSD(T)-F12 calculations we employed the cc-
pVnZ-PP-F12 (n = T or Q) basis sets of Hill and Peterson76 (cc-
pVnZ-F1277 for atoms with Z r 18) along with the associated
OPTRI and MP2FIT auxiliary basis sets and the small-core
effective core potentials (ECP10MDF, ECP28MDF, ECP60MDF)78–80

for elements with Z Z 31 (Ga) (simply denoted as vnz-f12 in the
following). These basis sets include functions that are neces-
sary for treating (outer) core–valence correlation effects, as well
as diffuse functions as needed for non-covalent (long-range)
interactions. For comparison, we also carried out a number of
calculations using the larger aug-cc-pwCVnZ-PP81 (n = T, Q)
basis sets (aug-cc-pVnZ for atoms with 2 r Z r 18 and cc-pVnZ
for H). In the following, these sets are denoted shortly awcvnz.
In the test calculations for which also the (n � 1)s,p orbitals
were correlated, the aug-cc-pwCVnZ-PP (aug-cc-pwCVnZ for 2 r
Z r 18) basis sets were exclusively used, since the vnZ-f12 basis
sets do not contain tight polarization functions, which are
essential in this case.

Relativistic spin–orbit effects were estimated using the
zeroth-order regular approximation (ZORA)82 and the exact
two-component (X2C)83–90 approach. The spin–orbit (SO) con-
tribution at the X2C-PBE0-D4/x2c-QZVPPall-2c91 level of theory
for the dimerization energy of the heaviest system in the IHD302
set (

|

Tl�Po�Tl�Po�Tl�Po
|

) is rather large (for a closed-shell
molecule), 18.4 kcal mol�1 for the covalent and 5.9 kcal mol�1 for
the WDA dimer, respectively (see ESI,† Table S7). Similarly large
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SOC contributions were calculated for heavy p-block dimers by
Höfener et al.92 Nonetheless, X2C results without SO contribution
agree well with the respective dimerization energies obtained
with effective core potentials (ECPs). Hence, for all other calcula-
tions, we employed ECPs to account approximately for scalar
relativistic effects, which become important for heavier elements.
The same ECPs (vide supra) have also been used in the DFT and
SQM calculations so that the comparison of wave function and
approximate methods is on equal footing unless ECPs are miss-
ing for certain elements, as for Ga, Ge, As, and Se in the def2-
QZVPP basis set (vide infa).

Density fitting for the Fock matrix employed the def2-
QZVPP/JKFIT93 or aug-cc-pVnZ/JKFIT for light atoms, n = T or
Q; the latter sets, which are available in the Molpro basis set
library, have been derived from the cc-pVnZ/JKFIT basis sets of
Weigend94 by adding for each angular momentum a shell of
diffuse functions in an even-tempered manner. For the RI-
approximations in the PNO-LMP2-F12 and PNO-LCCSD(T)-F12
calculations, the so-called CABS basis sets were employed,
which comprise the union of the vnz-f12 orbital basis and the
associated VnZ-PP-F12/OPTRI basis.95 For the CABS-singles
corrections the complementing auxiliary (CA) orbital space
was explicitly constructed by orthogonalizing the CABS basis
set on the corresponding orbital basis.

The same CABS and DF basis sets were also employed in the
PNO-LCCSD(T)-F12/awcvnz calculations, but in this case, the
unions of the orbital and JKFIT basis sets were used to
construct the CA space for the CABS-singles corrections (since
there are no awcvnz/OPTRI basis sets available yet). In order to
test the sensitivity of the results to the choice of the auxiliary
basis sets, we also employed the quadruple-z DF and CABS
basis sets (as well as few other choices for the RI basis, cf. Table
S1 in the ESI†) in some PNO-LCCSD(T)-F12/awcvtz calculations.
It should be noted that using the CABS basis, which corre-
sponds to the respective orbital basis, is exactly equivalent to
using the CABS approach96 in the F12 treatment. However,
when the current orbital basis differs from the one used in the
CABS basis this is no longer exactly the case. However, as long
as all occupied orbitals can be well represented by the CABS
basis this causes only minor errors. This is also corroborated by
the tests carried out in the present work (cf. ESI,† Table S1).

The CABS singles correction is included in all results of this
paper (also for LMP2 without F12). It was applied to all occu-
pied orbitals (option CORE_SINGLES=1). Note that by default
Molpro excludes uncorrelated core orbitals from the CABS correc-
tion, which can lead to significant errors for the systems under
consideration (up to 0.4 kcal mol�1 for

|

Pb�Sb�Si�Bi�Ge�N
|

COV

(7COV), see ESI† (data correlation methods)), unless either the option
CORE_SINGLES=1 or an appropriate CORE directive is given in the
CABS singles calculation.

Finally, we note that for an accurate description of the core–
core correlation effects it was necessary to tighten the integral
screening parameters in the PNO program (Molpro option
BB_THRESH=10�8). Likely, this is due to near linear dependen-
cies of the RI basis. When using tight screening thresholds,
the different choices of the RI basis had only a negligible effect

on the results and all results were numerically stable. However,
with the default screening threshold (BB_THRESH=10�6), in
some cases very large errors occurred with the CABS basis sets.
These errors can be avoided by removing near linear depen-
dencies of the RI basis using singular value decomposition
(SVD). This yields results very close to those obtained with the
tight screening threshold. However, SVD is rather expensive,
since it requires diagonalizing the RI overlap matrix for each
pair (because the RI domains are pair-dependent). SVD has
therefore not been used in the final calculations.

3.4 Finding a suitable reference protocol

In order to check the dependence of the PNO-LCCSD(T)-F12
results on basis sets, thresholds, and further settings as well as
to estimate the accuracy of the reference values, we carried out
extensive test calculations for eight systems covering the majority
of elements and all main group combinations (i.e., III–VI, III–V,
IV–V in this order) included in the whole IHD302 benchmark set.
The structures of the covalently bound dimers of these systems are
shown in Fig. 3. Unless otherwise noted, the (n � 1)s,p orbitals
were not correlated in these calculations.

Initially, we tested whether the counter-poise (CP) correction
should be applied to the dimerization energies to reduce basis
set superposition effects (BSSE). Table S2 in the ESI,† shows
that the CP corrections are significant for PNO–LMP2 (up to 7%
of the respective dimerization energy), but negligibly small for
PNO–LMP2–F12. We, therefore, decided not to apply CP correc-
tions in further correlation calculations conducted in this work,
which were mostly carried out with F12.

Fig. 4 summarizes the computed dimerization energies for
different methods tested using the awcvqz basis (PROJECTOR=-
MIXED, THRPNO_LMP2=1d-10, cf. Section 3.2). The total elec-
tron correlation contributions to the respective binding
energies are rather large. At the HF level, the weak donor–
acceptor complexes are mostly unbound. For the covalently
bound systems, most systems are bound at the HF level and the
total correlation effect on the dimerization energies is huge
(more than 70 kcal mol�1 for

|

B�Se�B�Se�B�Se
|

COV (1COV)).
This makes it extremely difficult to obtain results with
sub-kcal mol�1 accuracy.

All dimerization energies are clearly overestimated at the
LMP2-F12 level. In contrast, the LCCSD-F12 values are mostly
too small, and the triples contributions to the binding energies
are rather large and negative (�10.9 kcal mol�1 for 1COV with
awcvqz). Only for the test systems 7 and 8, which belong to the
IV–V class, they are positive. This may be related to the different
electronic structures of these systems, where formal double
bonds are converted to single bonds (cf. Fig. 1).

In the following sections, we investigate how explicit corre-
lation, local approximations, core correlation, and the choice of
the basis set affect the accuracy of the dimerization energies.
Our goal is to obtain reference values with a relative accuracy of
1–2% for the covalently bound systems and o5% for the weak-
donor acceptor structures, which means an absolute accuracy
of 1–2 kcal mol�1 and 0.5 kcal mol�1, respectively. In excep-
tional cases, where the absolute values of the dimerization
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energies are very small relative to the total correlation contribu-
tion (e.g. for

|

B�Se�B�Se�B�Se
|

COV (1COV)), slightly larger
errors of our reference values protocol (vide infa) may occur.

Unfortunately, checking the intrinsic accuracy of the CCSD(T)
method for these applications by including higher connected
excitations in the coupled cluster expansion is computationally
impossible due to the tremendous cost. Since neither the FOD
plots34 for the eight test systems (see Fig. S9 in the ESI†) nor the
rND static correlation diagnostic37 for the complete test set show
signs of significant static correlation (see ESI,† for details), we are
convinced that CCSD(T) is able to correctly describe the electronic
structure of the systems in IHD302. Hence, based on previous
experience and given that the electronic structures of systems in
question are of single reference type, it can be assumed that it is in
the same range as the above error bounds.

3.4.1 Choice of F12 geminal exponents. For calculations
with pair-specific geminals, the F12 exponents g for cc, cv, and
vv correlation were optimized by minimizing PNO-LMP2-F12
energies (in steps of 0.1a0

�1) using the vtz-f12 and vqz-f12 basis
sets. Optimization of the F12 exponents by minimizing the total
energies leads for all three structures (monomer, covalent, and
weak-donor acceptor) to the same values (within the accuracy of
the optimization). The optimized exponents (abbreviated as
optv and opt3 for vv and vv+cv+cc correlation, respectively) are
listed in Table S3 of the ESI.† These values were then applied in
the respective PNO-LCCSD(T)-F12 calculations, since, in con-
trast to PNO-LMP2-F12 (upper bound for the exact MP2-F12
energy by using the Hylleraas functional), there is no varia-
tional energy functional.

The exponents for cc and cv correlation decrease with
increasing row number in the periodic table and increase from
left to right in the periodic table. This is reflected in the

optimized values, which represent compromises of the opti-
mized values one would obtain for the individual atoms con-
tained in the individual systems. Another possibility would be
to optimize exponents for each of the 19 elements contained in
the IHD302 set separately and then apply weighted averages of
these values for the molecules. However, in view of the rather
low sensitivity of the results to the choice of exponents, we did
not attempt this. PNO-LCCSD(T)-F12 results for different
choices of the geminal exponents and employing the vtz-f12
basis are summarized in Table S4 of the ESI.† Results for a
subset of these test calculations are presented in Table 1. Given
the rather small effect (compared to, e.g., the inclusion of cv
and cc correlation, vide infra) of varying the geminal exponents
and to avoid the geminal exponent optimization for all systems
comprised in the IHD302 set, we decided to use just two fixed
exponents for all systems, gvv = 1.0a0

�1 for valence correlation,
and gcc = gcv = 1.4a0

�1 for cc+cv correlation. As shown in Table 1,
this has only a small effect on the PNO-LCCSD(T)-F12 relative
energies. In most cases, the dimerization energies are slightly
larger than those obtained with the three optimized exponents
thus bringing them closer to our best awcvqz results, especially
for the covalent structures (see ESI†). For the 13 systems of the
IHD302 set containing exclusively elements of the first three
rows of the periodic table, only the valence electrons were
correlated using the default value g = 1.0a0

�1.
3.4.2 Convergence with thresholds for local approxima-

tions. Table 2 shows a comparison of results obtained with
canonical and local MP2-F12 calculations for three out of the
eight test cases with especially large correlation contributions.
In the canonical F12 calculations, approximation 3*A is com-
pared with the formally more accurate approximation 3C. For
|

In�Te�Tl�Te�In�Se
|

(5COV and 5WDA) calculated with the

Fig. 4 Comparison of computed dimerization energies using different methods and the awcvqz basis (see text) for the (a) covalent and (b) weak donor–
acceptor bound systems depicted in Fig. 3.
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vtz-f12 basis, the observed behavior is as expected: approxi-
mation 3C underestimates the (positive) F12 contribution,
yielding for both structures (covalent and weak donor–accep-
tor) results that are too negative as compared to the best awcvqz
values. On the other hand, approximation 3*A overestimates
the F12 contribution, thus somewhat underestimating the
dimerization energy (too ‘‘positive’’ DE). For the covalently
bound dimers, the differences relative to the awcvqz results
amount to �1.4 and +1.0 kcal mol�1 for 3C and 3*A, respec-
tively, while for the weak donor–acceptor ones, the corres-
ponding differences are �1.0 and +0.4 kcal mol�1. A rather
similar behavior is observed for

|

B�Se�B�Se�B�Se
|

COV

(1COV), although with the awcvtz basis, 3C seems to slightly
overestimate the F12 corrections. Currently, we do not have an
explanation for these subtle effects, but the results demonstrate

that there is no disadvantage of using the simple and more
efficient approximation 3*A.

The canonical and local results are in close agreement. The
small differences seen with TLMP2

PNO = 10�10 (program option
THRPNO_LMP2) may originate from the PAO domain approxi-
mation and the RI and LMO domain approximations in the
strong orthogonality projector (eqn (1)). If the default threshold
THRPNO_LMP2=1d-8 is used, an additional error of up to 0.4
kcal mol�1 in case of

|

B�Se�B�Se�B�Se
|

COV (1COV) can arise.
Given a total correlation contribution of over 90 kcal mol�1

(LMP2-F12, COV) this is certainly acceptable.
For some test systems, we investigated the dependence of

the results on the PAO and PNO thresholds (see ESI,† for
details). The PAO domain sizes were varied by increasing the
parameter REXT, which had a negligible effect. The PNO

Table 1 HF (including CABS singles correction) and PNO-LCCSD(T)-F12 dimerization energies in kcal mol�1 (basis: vtz-f12, CABS RI basis,
THRPNO_LMP2=1d-8, projector=PNO) (see text)

System HF+CABS

vv cc+cv+vv

g (1.0) g (optv) g (1.0) g = (1.0, 1.4) g (opt3)

Covalent:
|

B�Se�B�Se�B�Se
|

(1COV) 68.3 �2.9 �2.9 �2.3 �2.4 �2.3
|

Al�O�Al�S�Al�Se
|

(2COV) �82.2 �112.2 �112.9 �113.3 �113.2 �112.9
|

Ga�O�In�O�Tl�O
|

(3COV) �99.8 �111.7 �111.7 �115.0 �115.5 �115.4
|

Ga�Te�In�Te�Ga�Se
|

(4COV) �22.1 �66.6 �66.8 �68.3 �68.9 �68.9
|

In�Te�Tl�Te�In�Se
|

(5COV) �27.3 �66.0 �66.2 �70.0 �70.7 �70.0
|

Tl�P�Tl�P�Tl�Bi
|

(6COV) �102.2 �124.5 �124.9 �132.3 �132.8 �131.8
|

Pb�Sb�Si�Bi�Ge�N
|

(7COV) �142.2 �154.8 �155.1 �155.0 �155.3 �154.8
|

Si�N�Si�N�Si�P
|

(8COV) �129.8 �151.8 �152.3

Weak donor–acceptor:
|

B�Se�B�Se�B�Se
|

(1WDA) 3.9 �5.6 �5.7 �5.4 �5.5 �5.6
|

Al�O�Al�S�Al�Se
|

(2WDA) �2.3 �12.0 �12.0 �11.9 �12.0 �12.0
|

Ga�O�In�O�Tl�O
|

(3WDA) �5.6 �9.8 �9.8 �11.2 �11.2 �11.2
|

Ga�Te�In�Te�Ga�Se
|

(4WDA) �2.9 �15.5 �15.5 �16.0 �16.1 �16.2
|

In�Te�Tl�Te�In�Se
|

(5WDA) �6.4 �19.8 �19.8 �21.0 �21.3 �21.1
|

Tl�P�Tl�P�Tl�Bi
|

(6WDA) �1.6 �14.9 �14.9 �16.9 �17.1 �16.8
|

Pb�Sb�Si�Bi�Ge�N
|

(7WDA) �1.5 �11.4 �11.3 �11.7 �11.8 �11.8
|

Si�N�Si�N�Si�P
|

(8WDA) �1.9 �7.1 �7.1

Table 2 Comparison of canonical and local MP2-F12 dimerization energies in kcal mol�1. All F12 calculations with carried out with g = [1.0,1.4]

Basis Method

|

B�Se�B�Se�B�Se
| |

In�Te�Tl�Te�In�Se
| |

Ga�Te�In�Te�Ga�Se
|

WDA Covalent WDA Covalent WDA Covalent

vtz-f12 HF 3.8 68.3 �6.5 �27.8 �3.0 �22.3
HF+CABS 3.9 68.3 �6.4 �27.3 �2.9 �22.1
MP2 �9.4 �25.0 �33.0 �92.9 �24.8 �88.8
MP2-F12/3C �9.1 �25.2 �29.1 �87.9 �22.2 �84.7
MP2-F12/3*A �8.8 �24.0 �27.7 �85.4 �21.5 �83.0
LMP2-F12/3*Aa �8.8 �24.1 �27.7 �85.3 �21.2 �82.6
LMP2-F12/3*Ab �8.8 �23.7 �27.6 �85.1 �21.1 �82.4

awcvtz HF 3.8 68.2 �6.5 �27.4 �3.0 �22.2
HF+CABS 3.9 68.3 �6.4 �27.3 �2.9 �22.1
MP2 �9.8 �24.1 �29.0 �85.3 �22.2 �81.5
MP2-F12/3C �9.1 �24.9 �29.4 �86.2 �21.5 �83.0
MP2-F12/3*A �9.0 �24.7 �28.1 �85.6 �21.4 �82.5
LMP2-F12/3*Aa �8.9 �24.8 �27.9 �86.0 �21.3 �82.5
LMP2-F12/3*Ab �8.9 �24.4 �27.9 �85.8 �21.2 �82.3

awcvqz LMP2-F12/3*Aa �8.9 �24.6 �28.0 �86.5 �21.3 �82.9

a Projector=PAO,THRPNO_LMP2=1d-10. b Projector=PAO,THRPNO_LMP2=1d-8.
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domains used in the PNO-LCCSD-F12 were enlarged by increasing
the parameter THREN_CC from 0.90 to 0.997; this means that for
each pair at least 99.7% of the semi-canonical PAO-LMP2 correla-
tion energy is recovered with the PNO domains. Again, this affected
the dimerization energies by less than 0.1 kcal mol�1. Also, the
differences in the dimerization energies obtained with DEFAULT
and TIGHT domain options, which affect PAO, PNO, and TNO
domain sizes, are rather small. The same holds for the pair
approximations. Therefore, the values generated with TIGHT
domain options should be well converged with respect to the local
approximations. This is also supported by comparisons of canoni-
cal and local MP2-F12 results (cf. Section 3.4.4).

However, as already mentioned in Section 3.2, some unex-
pected outliers were observed for the calculations with the
awcvtz basis. It turned out that these were due to the choice
of the local approximations in the F12 strong orthogonality
projector (cf. Section 3.2). Fig. 5 shows the convergence of the
PNO-LMP2-F12 dimerization energies as a function of the
PNO threshold TLMP2

PNO for
|

B�Se�B�Se�B�Se
|

COV (1COV) and
|

Ga�Te�In�Te�Ga�Se
|

COV (4COV), where the effect of the
projector is particularly strong. With the PAO projector, the
convergence is smooth, but the domain correction underesti-
mates the PNO domain error by about 0.2 kcal mol�1, if the
default value TLMP2

PNO = 10�8 is used. This error can be reduced to
a completely negligible amount by using a tighter PNO thresh-
old, e.g. TLMP2

PNO = 10�10. In the current work, such problems were
only observed for calculations with the awcvnz basis sets but
not for vtz-f12. Hence, we applied TLMP2

PNO = 10�10 for all further
local calculations carried out with the awcvnz basis sets.

For all systems comprised in the IHD302 test set,
the difference of the LMP2-F12(PAO)/vtz-f12 and respective
LMP2-F12(PNO)/vtz-f12 dimerization energies of the covalent
structures amounts on average to 0.21 kcal mol�1 (almost

always 40) with a maximum deviation of only 0.33 kcal mol�1

(see ESI,† for details). For the weak donor–acceptor systems, the
difference of the LMP2-F12 dimerization energies computed
with PAO or PNO projector, respectively, is negligibly small
(0.01 kcal mol�1 on average). Thus, with the vtz-f12 basis, the
dependence of the results on the choice of the F12 projector is
much less pronounced than for awcvnz basis sets.

3.4.3 Core correlation effects. In Table 1, PNO-LCCSD(T)-
F12 results with and without outer-core correlation are com-
pared. The magnitudes of the (n � 1)d cc+cv effects are strongly
system dependent and, as expected, largest for the main group III
elements (increasing with the nuclear charge Z). In general, cc+cv
correlation leads to more negative dimerization energies. For
|

Tl�P�Tl�P�Tl�Bi
|

WDA (6WDA), the cc+cv correlation effect
amounts to E2 kcal mol�1, and for the respective covalent
structure structure (6COV) to about 7–8 kcal mol�1, depending on
the choice of the geminal exponents. The corresponding values for
|

In�Te�Tl�Te�In�Se
|

(5WDA and 5COV) amount to E1 kcal mol�1

and about 4 kcal mol�1, respectively. These large effects demonstrate
that including cc+cv correlation effects in these calculations is
essential for obtaining accurate results.

In some calculations with the awcvtz basis, we tested also
the effect of including the (n � 1)s and p orbitals in the
correlation treatment. The effect on the weak donor–acceptor
dimerization energies is rather small (see ESI,† for details).
However, in some cases, the PNO-LMP2-F12 dimerization ener-
gies of the covalent structures containing several main group III
elements were significantly reduced (up to 1.75 kcal mol�1 for
|

In�Te�Tl�Te�In�Se
|

COV (5COV), i.e., here the correlation effect is
positive). Note, however, that the cc+cv correlation is generally rather
strongly over-estimated at the PNO-LMP2-F12 level. Core corre-
lation effects are much smaller at the PNO-LCCSD(T)-F12 level
(e.g., 1.15 kcal mol�1 for

|

In�Te�Tl�Te�In�Se
|

COV (5COV)).

Fig. 5 Convergence of PNO-LMP2-F12/awcvtz dimerization energies of (a)
|

B�Se�B�Se�B�Se
|

(1COV) and (b)
|

Ga�Te�In�Te�Ga�Se
|

(4COV) with
the respect to the threshold TLMP2

PNO employing the PAO and PNO projectors, respectively (see text).
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In all other tested cases, the effect of correlating the (n �
1)s,p orbitals was well below 1 kcal mol�1. Moreover, due to the
employed pseudopotential approximation, estimating the accu-
racy of the (n � 1)s,p correlation effect is somewhat proble-
matic. For the post-d elements, these orbitals are the lowest
ones that are explicitly treated and have no radial nodes, which
may lead to a significant overestimation of the respective
correlation contributions. A more detailed study of these effects
would require very expensive relativistic all-electron calcula-
tions, which is beyond the scope of this paper. We therefore
decided not to include these orbitals in the final PNO–
LCCSD(T)–F12 calculations for all molecules. Additionally,
since the effects of correlating the (n � 1)d and (n � 1)s,p
shells mostly have opposite signs, this may lead to some bene-
ficial error compensations of remaining basis set deficiencies.

3.4.4 Basis set dependence. Fig. 6 shows the basis set
errors of vtz-f12, vqz-f12, and awcvtz PNO-LCCSD(T)-F12 dimer-
ization energies with respect to the PNO-LCCSD(T)-F12/awcvqz
results, whereby the latter should be converged within a few
tenths of a kcal mol�1 with respect to the true complete basis
set limits. In order to be able to carry out an unbiased analysis
of the basis set errors, all calculations for this purpose were
performed with PROJECTOR=MIXED and THRPNO_LMP2=1d-10.

Generally, the vtz-f12 dimerization energies of the eight test
systems (cf. Fig. 3) are significantly underestimated (i.e., the
basis set errors are 40), up to about 0.5 kcal mol�1 for
the weak-doner–acceptor structures and 2 kcal mol�1 for the
covalently bound dimers, respectively. In view of the large and
negative correlation contributions this is not unexpected,
although the errors are much larger than those seen in previous
PNO-LCCSD(T)-F12 benchmark calculations for reactions of
organic molecules.68 Using the vqz-f12 basis, the deviation

from the awcvqz dimerization energies for the tested weak
donor–acceptor structures are all below 0.16 kcal mol�1. How-
ever, the errors for the covalently bound dimers are still rather
large, up to 1.3 kcal mol�1 for

|

B�Se�B�Se�B�Se
|

COV (1COV).
The rather large basis set errors obtained with the vtz-f12

and vqz-f12 basis sets are somewhat unexpected and unsual.
They are related to the fact that in these sets only one set of
additional d and f functions has been added to the underlying
aug-cc-pV(n+1)Z-PP valence basis sets to describe the cc+cv
effects,76 assuming that the F12 corrections would cover the
rest. Without F12, this leads to strong intramolecular BSSE and
much too large binding energies. The F12 contributions are
therefore positive (up to almost 10 kcal mol�1) (cf. Fig. 7).
Surprisingly, for the covalent structures, they are even larger
with vqz-f12 than with vtz-f12. One positive aspect, however,
is that F12 can reduce the errors in these cases from up to
10 kcal mol�1 to around 1 kcal mol�1 or even less.

These findings are exemplified in Table 3 for
|

In�Te�Tl�Te�In�Se
|

(5COV and 5WDA), one of our test sys-
tems with the largest remaining errors (with respect to the
corresponding awcvqz dimerization energies). First, it can be
seen that due to the intramolecular BSSE, the PNO-LMP2/vnz-
f12 dimerization energies are much over-estimated (too nega-
tive). This also holds for the triples (T) contributions, which are
not directly affected by the F12 terms. Except for the triples, this
problem is largely cured by the F12 treatment.

With the awcvtz and awcvqz basis sets, which have been
specifically optimized to describe cc+cv correlation effects with-
out F12, the F12 contributions to the binding energies are
distinctively smaller than for the vnz-f12 basis, especially for
the covalent structures. Moreover, they are mostly negative,
indicating that the above-mentioned intramolecular BSSE

Fig. 6 PNO-LCCSD(T)-F12 basis set errors (in kcal mol�1) relative to the PNO-LCCSD(T)-F12/awcvqz reference values (using PROJECTOR=MIXED and
THRPNO_LMP2=1d-10 except for vtz-f12(corr.), see text). (a) Covalent dimers, (b) weak donor–acceptor dimers. vqz-f12 values computed with g (opt3),
otherwise g = [1.0,1.4] was employed.
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effects (without F12) are strongly reduced. Employing the
awcvtz basis, the errors for the covalent systems are all below
0.7 kcal mol�1 relative to the awcvqz results but about 4–5 times
faster (somewhat system-dependent).

Unfortunately, the awcvtz basis is significantly larger than
the vtz-f12 one, and due to the many additional high-angular
momentum basis functions, the calculations with the awcvtz basis
are at least twice as expensive compared to the respective vtz-f12
ones. Almost the same improvement as with the awcvtz basis can
be obtained by adding a PNO-LMP2-F12(PAO) basis set correction
to the respective PNO-LCCSD(T)-F12(PNO)/vtz-f12 energies

ELCCSDðTÞ-F12=vtz-f12ðcorr:Þ ¼ ELCCSDðTÞ-F12ðPNOÞ=vtz-f12

� ELMP2-F12ðPAOÞ=vtz-f12

þ ELMP2-F12ðPAOÞ=awcvtz:

This is in the spirit of composite methods as frequently used in
CCSD(T)(-F12) calculations to approximate the basis set limit.97,98

We note that in the second term, one could also use ELMP2-F12/(PNO)

(rather than PAO projector). Since the F12(PAO) energy contribu-
tions are somewhat smaller than the F12(PNO) ones (cf. Fig. 5), the
corrections are slightly more negative with the PAO projector thus
yielding better agreement with the target awcvqz dimerization
energies.

The amount of the basis set correction is mostly small (on
average about �0.7 kcal mol�1 and �0.2 kcal mol�1 for the
covalent and weak donor–acceptor complexes, respectively).
Only for a few systems the correction is significantly larger
(up to about �2.8 kcal mol�1 and �0.8 kcal mol�1, respectively;
see ESI,† for details).

To further verify the effectiveness of the basis set correction,
we also calculated the PNO-LCCSD(T)-F12/awcvnz (n = T, Q)

Fig. 7 DF12 = DELMP2-F12(PAO) � DELMP2 contributions in to the binding energies (THRPNO_LMP2=1d-10) in kcal mol�1. (a) Covalent dimers, (b) weak
donor–acceptor dimers. vqz-f12 values computed with g (opt3), otherwise g = [1.0,1.4] was employed.

Table 3 Dimerization energies in kcal mol�1 for
|

In�Te�Tl�Te�In�Se
|

(5WDA and 5COV) calculated with different PNO methods and basis sets

Basis Projector TLMP2
PNO g [vv,cv,cc] LMP2 LMP2-F12 LCCSD-F12 LCCSD(T)-F12 D(T)

Weak donor–acceptor:
vtz-f12 PNO 1d-08 [1.0,1.4,1.4] �29.2 �27.6 �18.6 �21.3 �2.7
vqz-f12 PNO 1d-08 [0.8,1.3,1.4] �28.7 �27.9 �18.9 �21.7 �2.9
avcvtz MIX 1d-08 [1.0,1.4,1.4] �27.6 �28.0 �19.0 �21.7 �2.6
awcvtz MIX 1d-10 [1.0,1.4,1.4] �27.6 �27.9 �19.1 �21.7 �2.6
awcvqz MIX 1d-10 [1.0,1.4,1.4] �27.5 �28.0 �19.1 �21.9 �2.8

Covalent:
vtz-f12 PNO 1d-08 [1.0,1.4,1.4] �93.0 �85.7 �62.2 �71.1 �8.9
vqz-f12 PNO 1d-08 [0.8,1.3,1.4] �96.1 �86.6 �62.7 �72.2 �9.5
awcvtz MIX 1d-08 [1.0,1.4,1.4] �85.3 �86.0 �63.3 �71.8 �8.5
awcvtz MIX 1d-10 [1.0,1.4,1.4] �85.4 �86.1 �63.4 �71.9 �8.5
awcvqz MIX 1d-10 [1.0,1.4,1.4] �86.0 �86.5 �63.6 �72.5 �9.0
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dimerization energies for the eight systems with the largest
correction values (see ESI,† for details). Even in these cases the
agreement of the vtz-f12(corr) results with awcvqz ones is very
satisfactory. The RMSD relative to the awcvqz results for all 16
test systems amounts to 0.17 kcal mol�1 and 0.52 kcal mol�1

(maximum errors: 0.29 and 1.01 kcal mol�1) for the WDA and
COV systems, respectively. It appears that a significant part of
the remaining errors is due to the basis set error of the
relatively large triples contributions (up to �13.6 kcal mol�1

for
|

B�Po�B�Po�B�Po
|

COV with vtz-f12), which is often about
0.2–0.5 kcal mol�1 too small when computed with the vtz-f12 or
awcvtz basis sets.

3.5 Generation of reference dimerization energies

The conclusion from the tests in the previous sections is that
likely the basis set problem will cause the largest uncertain-
ties of the reference values for the IHD302 benchmark set.
Therefore, it would in principle be desirable to use the awcvqz
basis for the reference calculations. Unfortunately, the compu-
tational effort for PNO-LCCSD(T)-F12 calculations with this
basis is clearly too large for the complete benchmark set.
For example, a PNO-LCCSD(T)-F12/awcvqz calculation for
|

In�Te�Tl�Te�In�Se
|

COV (5COV) (2202 basis functions,
TIGHT domain settings) took about 66 hours on 4 (rather
old) Intels Xeons CPU E5-2650 v4 @ 2.20 GHz nodes with a
total of 74 processing cores.

The large computational cost for these rather small mole-
cules (up to 24 atoms) may be surprising at first sight. Partly, it
is due to the large number of orbitals per atom that have to be
correlated (7–8 LMOs per atom as compared to typically 2–3
LMOs for organic molecules); without pair or triples approx-
imations, the computational effort scales cubic with the num-
ber of LMOs per atom. Furthermore, in these compact systems,
there are no distant pairs, and screening as well as weak pair
approximations have a much smaller impact than for extended
organic molecules. And last but not least, the many high-
angular momentum functions in the basis sets needed for
post-d elements strongly increase the cost of the integral
evaluations.

Due to its beneficial accuracy-cost ratio and because also
awcvtz (PROJECTOR=MIXED,THRPNO_LMP2=1d-10) calcula-
tions for the whole IHD302 set would take several weeks of
computation time, we decided to use the PNO-LCCSD(T)-F12/
TIGHT/vtz-f12(corr.) (cf. (2) with gvv = 1.0a0

�1 and gcc = gcv =
1.4a0

�1; abbreviated as PNO-LCCSD(T)-F12/vtz-f12(corr.) in the
following) for computing the dimerization energies for the
whole benchmark set (see ESI,† for details).

According to all test calculations carried out in this work,
most of the resulting values should be well within the target
accuracy with a relative accuracy of 1–2% for the covalently
bound systems and o5% for the weak-donor acceptor
structures (i.e., an absolute accuracy of 1–2 kcal mol�1 and
0.5 kcal mol�1, respectively). Nonetheless, larger uncertainties
for a few systems cannot be fully excluded, particularly for cases
where the correlation contributions are much larger than the
final absolute values. These residual errors are mainly basis

errors. Compared to the awcvqz values, the triples contribu-
tions are typically too positive by about 0.5 kcal mol�1, i.e., the
dimerization energies are slightly underestimated. Since most
approximate methods tested (vide infra) give an MD o 0 with
MD E MAD (see ESI,† for details), these deviations would tend
to be slightly smaller with real CBS reference values. Since the
deviations of even the best DFT methods from the reference
values are usually significantly larger, the residual uncertainty
in the reference values should not lead to a significant increase
in the scatter of methods evaluated on the IHD302. However,
the statistic discriminability (i.e., the square root of the number of
reference values times their estimated uncertainty and then divided
by the number of systems) is about 0.1 kcal mol�1. This allows for a
unambiguous ranking of even the best DFT methods.

3.6 Trends throughout the periodic table

Before employing these reference values for the complete
IHD302 in the next section to assess more approximate methods,
we will use them to discuss trends in dimerization energies as a
function of mean atomic number of the involved heavy atoms
%Zheavy (see Fig. 8).

The average DE =�95.5 kcal mol�1 of the covalent structures
(Fig. 8a) is about four to five times larger than the respective
value of the WDA structures (Fig. 8b) and also the range of the
covalent dimerization energies is significantly larger (up to
�165.1 kcal mol�1 for

|

Si�N�Si�N�Si�N
|

COV). Nitrogen is
the strongest Lewis base and especially in combination with
lighter elements, this leads to large dimerization energies.
In combination with heavier elements, which are less effective
donors due to diffuse lone pairs, the DE becomes smaller.
There are also a few systems with rather small negative or even
positive DEs (up to 9.3 kcal mol�1 for

|

B�P�B�P�B�N
|

COV).
These are exclusively systems with boron. Here, the planar
monomers are presumably partially aromatic (comparable to
borazine), resulting in little or no energetic benefit from
dimerization. This effect becomes weaker in combination with
heavier elements due to their lower hybridization degree, which
leads to larger dimerization energies. There is, however, no
clear trend of DE with increasing %Zheavy. However, DEs of the
IV–V systems are generally larger on average than those of the
III–VI systems (the DEs of the III–V systems are typically in
between).

The mean DE for the WDA systems is �12.4 kcal mol�1, with
all dimers bound (DE o 0), although especially the heavier
III–VI systems show rather large dimerization energies for non-
covalently bound neutral systems (up to �29.2 kcal mol�1 for
|

Tl�Po�Tl�Po�Tl�Po
|

WDA). This indicates that the WDA
structures represent bonding situations between non-covalent
and covalent. Only the III–VI systems show a rough trend
towards a linear increase of dimerization energy with %Zheavy,
which is not recognizable for the III–V and IV–V systems.

Additionally, the PNO-LCCSD(T)-F12/vtz-f12(corr.) correla-
tion and triples contributions to the dimerization energies as
well as the basis set correction, cv+cc correlation, and F12
contributions at the PNO-LMP2-F12 level of theory are analyzed
for trends with respect to %Zheavy in the ESI† (Fig. S1–S4).

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

/1
8/

20
26

 3
:1

9:
56

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp06217a


13896 |  Phys. Chem. Chem. Phys., 2024, 26, 13884–13908 This journal is © the Owner Societies 2024

4 p-Block challenge 2: DFT and SQM
calculations

Based on the previously discussed PNO-LCCSD(T)/vtz-f12(corr.)
reference dimerization energies, various contemporary and
commonly used density functional theory (DFT) and semi-
empirical quantum mechanical (SQM) methods have been
assessed for their performance on the IHD302 benchmark set
(Table 4). Seven (meta-)GGA, ten hybrid, and nine double-
hybrid functionals (26 in total) were tested together with three
different dispersion correction schemes (D3 with Becke–John-
son damping135,136 or zero-damping for the Minnesota func-
tionals, D4,137–139 and the non-local DFT-NL140,141 variant of
Vydrov and van Voorhis’ VV10142 model). Furthermore, five
composite DFT approaches and five SQM methods were cov-
ered. Because most force field methods are based on a separa-
tion of covalent and non-covalent interaction terms, their
application for the here-considered situation in between both
makes little sense although machine-learned potentials may be
tested in the future if available for all considered elements.

All respective calculations were conducted with the ORCA
5.0.4,31 xTB 6.5.1,143 Molpro_2024.1,47,48 AMS 2023.104,144,145

DIRAC23,146,147 Turbomole 7.6,148 Q-Chem 5.4,149 and MOPAC
2016,150 program packages. Initially, all non-composite DFT
functionals were evaluated in combination with Ahlrichs def2-
QZVPP151 basis sets. To further analyze the DFT basis set errors,
PBE0-D4 calculations were also carried out with the awcvtz and
awcvqz basis sets (cf. Section 3.3), because PBE0-D4 showed a
significant improvement in the MAD for the covalent subset.
The different basis sets yield MADs of MADdef2-QZVPP = 8.8,
MADawcvtz = 7.6, and MADawcvqz = 7.4 kcal mol�1. For the WDA
subset, the basis sets perform equally and can be considered

converged, making further counter-poise corrections obsolete.
Nevertheless, no clear trend of general improvement is observed
by using awcvtz for many other tested funtionals (see ESI†),
which can in part be attributed to beneficial error compensation.
Part of the different results obtained from both basis set families
is because the calculations with awcvnz-pp basis sets use relati-
vistic small-core pseudopotentials for all elements above Z = 19,
and thus account implicitly for scalar relativistic effects. Unfor-
tunately, for 4th row elements, this is not the case with the def2-
QZVPP basis sets, which employ ECPs only for Z 4 36 by default.
This leads to rather large (up to 6.0 kcal mol�1) relativistic errors
for some systems containing the elements Ga–Se. Detailed tests
using the PBE0-D4 functional showed that safely-converged DFT
results are obtained with the awcvqz-pp basis sets (see ESI†), but
obviously these basis sets are not designed for DFT and much
larger than necessary (and thus too expensive). Using the stan-
dard valence avtz-pp or avqz-pp basis sets, however, still lead for
some systems to significant (up to 1.0 kcal mol�1) basis set
errors relative to calculations with awcvqz. These errors are
partly due to the basis set contractions, which are based on HF
rather than DFT calculations. Recontracting the basis sets using
atomic KS/PBE0 calculations significantly reduces the errors, in
particular for systems containing group 13 and 14 elements. The
contraction schemes were kept exactly as in the original avnz-pp
basis sets. We denote the recontracted basis sets as aug-cc-pVnZ-
PP-KS (short avnz-pp-ks, provided as additional ESI,† file).
Calculations with the avqz-pp-ks sets (coefficients can be found
in the ESI†) yielded excellent agreement with the awcvqz results.
However, with the avtz-pp-ks sets errors of 0.5 kcal mol�1

remained for some systems. It turned out that these errors are
mainly due to missing tighter f and g functions. We therefore
recommend to use the avqz-pp-ks basis sets for all elements

Fig. 8 Correlation plot of the PNO-LCCSD(T)-F12/vtz-f12(corr.) reference dimerization energies in kcal mol�1 and the mean atomic number of the
involved heavy atoms.
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containing elements of the 4th period, and def2-QZVPP basis
sets for all other atoms. For a subset, which contains all systems
with elements of the 4th period (IHD201), this choice gave
excellent agreement with corresponding awcvqz calculations
(cf. Table 5). For the WDA dimers, the improvement of the
avqz-pp-ks set is negligible. As these tests were only done during
our revision process we will discuss mostly ‘‘pure’’ def2-QZVPP
results in this work. We note that redesigned basis sets for DFT
were very recently proposed by Determan and Wilson,152 but
since their work appeared only after submission of our manu-
script these were not tested in the current work.

The semi-numerical chain-of-spheres integration for the
Fock exchange integrals (RIJCOSX)153 has been applied with
matching auxiliary basis sets (def2/J)154 which is the default

in the ORCA program package. Nevertheless, tests on the def2/J
basis showed that a auxiliary basis set error of up to 0.6 kcal mol�1

persists for the IHD302 benchmark set. These errors are due to the
comparably small size of the def2/J auxiliary basis when used with
very large, polarized basis sets like def2-QZVPP. Employing the
larger def2/JK auxiliary basis set for both the Coulomb and
exchange part eliminates this error and yields very similar results
(neglibible RI error) as obtained with RIJK density fitting using
def2/JK (see ESI,† for details). Therefore, it is recommended to use
the def2/JK fitting basis sets for both J and K for functionals
containing exact exchange. Root mean square deviations (RMSDs)
for all tested methods are given in Table 4. A detailed statistical
analysis of the results is presented in Section 4 (for the detailed
data, see ESI†).

Table 4 Root mean square deviations (RMSDs) for all tested methods in kcal mol�1. Except for the FF, SQM, and DFT composite methods, the def2-
QZVPP basis set was applied. The values of further statistical descriptors are given in the ESI

Class Method

RMSD/kcal mol�1

Covalent Weak donor–acceptor

Plain D3 D4 NL Plain D3 D4 NL

FF GFN-FF99 184.3 9.1
UFF100 1416.3 1.0

SQM PM6-D3H423,101 a 158.8 33.2
PM724 a 162.7 17.9
GFN0-xTB 52.0 6.9
GFN1-xTB25 46.7 7.6
GFN2-xTB26 36.8 6.7

Composite B97M-V-C102 12.7 4.1
B97-3c103 9.3 6.8
r2SCAN-3c30 5.7 1.5
PBEh-3c104 10.0 1.8
oB97X-3c105 8.0 1.1
HF-3c106 33.6 9.0

(Meta-)GGA PBE107 16.3 7.3 7.4 8.3 1.0 2.2
BP86108,109 23.3 11.6 8.6 10.9 10.3 7.7
B97M110 8.8 2.2
TPSS111 14.9 7.0 9.6 9.5 3.9 4.7
r2SCAN112–115 8.1 4.3 4.8 4.7 1.0 1.5
M06-L116 12.9 12.7 11.7 1.8 1.7 1.6
MN15-L117 14.4 14.4 3.2 3.2

Hybrid PBE0118 7.4 9.1 9.7 9.2 7.2 2.9 3.2 0.6
B3LYP119,120 33.5 8.2 9.6 12.9 4.2 3.9
TPSSh121 11.4 8.7 9.6 9.0 4.8 4.6
r2SCAN0122 5.0 5.6 5.1 6.2 4.5 1.3 1.0 1.0
M06123 7.7 6.8 5.8 1.2 1.6 2.2
M06-2X123 6.9 6.7 1.7 2.0
MN15124 12.9 12.9 2.2 2.2
PW6B95125 9.8 5.8 8.0 6.1 3.4 3.6
oB97X126 8.7 1.1
oB97M127 4.8 2.1

Double-hybrid revDSD-PBEP86128 4.8 7.5 2.8 2.4 1.5 0.8
PWPB95129 3.8 13.1 3.6 3.4 4.8 1.7
oB97M(2)130 9.7 3.0
oB97X-2131 7.0 2.1
Pr2SCAN50 5.0 6.7 1.1 1.0
kPr2SCAN50 7.2 1.0
oPr2SCAN50 7.1 6.9 1.6 0.5
SOS0-PBE0-2132,133 7.6 11.2 1.8 1.7
B2NC-PLYP133,134 18.0 19.7 6.4 7.9

a As the PMx methods are not parameterized for Po, no data for Po-containing systems are included.
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4.1 Assessment of DFT methods

Results for selected DFT methods evaluated in the extended
def2-QZVPP basis set are depicted in Fig. 9. For the covalent
subset of the IHD302, several trends were observed: (i) climbing
Perdew’s ‘‘Jacob’s ladder’’ of DFT results in increased (more
negative) dimerization energies within the same underlying
exchange–correlation functional and (ii) the indispensable
combination of already attractive functionals with D3, D4,
and NL London dispersion corrections results in overestima-
tion of the dimerization energies (Fig. 9a). We note that
in comparison to D3, the newer D4 correction additionally
includes charge-dependency and the three-body ATM term

Table 5 Mean deviation (MD), mean absolute deviation (MAD), standard
deviation (SD) and absolute maximum error (AMAX) in kcal mol�1 for the
IHD201 subset and relative wall times for the single point calculation of the
|

Ga�N�Ga�N�Ga�N
|

COV dimer. The IHD201 subset consists of all fused
systems that contain elements of the 4th period

def2-QZVPP avqz-pp-ks awcvtz awcvq

MD �9.4 �7.6 �7.8 �7.5
MAD 9.5 7.7 8.0 7.7
SD 3.9 3.7 3.9 3.8
AMAX 15.8 16.5 16.8 16.9

Relative wall time 1.00 0.77 0.49 1.46

Fig. 9 Violinplots with boxplots of the deviations from the PNO-LCCSD(T)-F12/vtz-f12(corr.) reference for selected DFT methods for (a) covalent
dimerization and (b) weak donor–acceptor interaction in kcal mol�1 calculated with the def2-QZVPP basis set. Results for density functionals are shown
for the most accurate combination between density functional and D3/D4 London dispersion correction. MN15-L results are not noticeably improved by
the dispersion correction. HF-D4 was evaluated with the awcvtz basis set including the singles CABS correction (see Section 3.3). The numbers at the
boxes are the MADs of the respective method.
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but both are not relevant for the investigated structures. There-
fore, there is no general preference for D4 over D3 for this
benchmark set, nor over VV10, but it depends largely on the
fitted parameters and how well they perform in combination
with the functional parameters. The overestimation of the
dimerization energies is manifested in a switch of the sign of
the MD upon dispersion correction for functionals such as
PBE0 (MDplain = 5.9 kcal mol�1, MDD3(BJ) = �8.0 kcal mol�1) or
TPSSh-D4 (MDplain = 10.9 kcal mol�1, MDD4 = �8.4 kcal mol�1).
This results in mostly negative mean deviations for the
dispersion-corrected functionals and is most pronounced for
hybrid and double-hybrid functionals. This overbinding is also
observed for NL (MDPBE0-NL = �8.3 kcal mol�1), thus largely
excluding systematic issues of one of the dispersion correc-
tions. An exception from this behavior is observed for very
repulsive functionals like B3LYP. Some functionals that con-
sider dispersion explicitly during the parameterization process
such as Head-Gordon’s oB97M-V perform relatively well for the
IHD302 dimerization energies but still tend to overbind. The
Minnesota-type functionals that indirectly cover some medium-
ranged dispersion effects via their parameterization consis-
tently underestimate the dimerization energies in the range
of MDM06-2X = 3.2 kcal mol�1 to MDMN15-L = 12.1 kcal mol�1.
The D3(0) correction only slightly reduces this underestimation
(MDM06-2X-D3(0) = 2.9 kcal mol�1).

The observed overall overbinding trend of the explicitly
dispersion-corrected functionals is mostly preserved for the
weak donor–acceptor interacting dimers (cf. Fig. 9b) with the
Minnesota functionals also adopting the behavior of the other
functionals by yielding negative MDs. Nevertheless, the explicit
treatment of London dispersion is highly recommended as it
still significantly reduces the error for all tested (meta-)GGA
functionals and most (double-)hybrid functionals. This is in
line with the fact that DFT methods by construction do not
cover London dispersion interactions (only potentially impli-
citly by parameterization), which is why corresponding correc-
tions are indispensable for getting the right answer for the right
reason which also holds true here. The D3, D4 and NL London
dispersion corrections are also mostly in good agreement
with each other. The most significant difference is found for
PWPB95 which is an exception that can be traced back to its
unsuited parameterization. It is hence recommended to check
at least two different dispersion correction schemes for com-
plicated systems. In the following, we only discuss dispersion-
corrected approaches. Overall, both the covalent and also the
weak donor–acceptor subset suffer from the over-attractive
nature of many tested functionals with the latter being less
affected. Here, the best-performing dispersion-corrected func-
tionals regarding the covalent subset are r2SCAN-D3(BJ)
(RMSDCOV = 4.3 kcal mol�1; RMSDWDA = 1.0 kcal mol�1) in
the (m)GGA class, oB97M-V (RMSDCOV = 4.8 kcal mol�1;
RMSDWDA = 2.1 kcal mol�1) and r2SCAN0-D4 (RMSDCOV =
5.1 kcal mol�1; RMSDWDA = 1.0 kcal mol�1) in the hybrid class,
and revDSD-PBEP86-D4 (RMSDCOV = 2.8 kcal mol�1; RMSDWDA =
0.8 kcal mol�1) in the double-hybrid class. Nevertheless, we note
that the accuracy for the covalent subset is strongly functional

dependent and even the best performing among the assessed
functionals, which show reasonably small statistical errors, still
yield significant outliers with several kcal mol�1 deviation from the
reference dimerization energies thus limiting their scope if highly
accurate predictions are required.

In summary, the introduction of physically motivated ingre-
dients into the density functional upon climbing Jacob’s ladder
in combination with a well-established dispersion correction
yields an untypically small benefit for the covalent subset. This
indicates less effective residual error compensation between
the various contributions to the total energy for functionals that
yield accurate results for other benchmark studies. Although
the dispersion corrections tested at shorter distances (attenua-
tion region) are somewhat less accurate than in the long-range
London regime, they are still qualitatively correct and physi-
cally needed. Hence, the general trend for the tested DFT
methods to overestimate the dimerization energies hints at
an over-attractive nature of many usually well-behaved func-
tionals that manifests for this congested situation of many
spatially close bonds and partially repulsive regimes covered by
the IHD302 structures. In this case, only very repulsive func-
tionals such as B3LYP still underestimate the covalent dimer-
ization energies despite large dispersion corrections that
cannot fully compensate for the functionals’ comparably bad
overall performance.

Fortuitous error compensation for less repulsive functionals
applied without dispersion correction and thus misleading
conclusions regarding their need and overall accuracy has been
discussed previously.155 These results further underline that
the IHD302 benchmark set challenges established and/or
outdated design and parameterization strategies of density
functionals. Specifically, fitting a robust dispersion correction
directly in the process of the functional fit seems to be
important to guarantee a well-balanced match of exchange–
correlation functional and dispersion contributions, also for
shorter distances than the usually evaluated London regime.
This view is supported by the relatively good performance
of Head-Gordon’s oB97M-V functional that is trained in the
presence of the VV10 non-local dispersion correction. As oB97M-V
still systematically overbinds the investigated systems on average,
incorporating more high-level benchmark sets that focus on the
transition from non-covalent to covalent bonding as in the IHD302
set may further improve its performance. Inclusion of explicitly
repulsive contacts into the parameterization process as provided in
the R160x6,156 R739,157 or SH250158 test sets and the here intro-
duced IHD302 benchmark set may therefore be beneficial to avoid
over-attractiveness of the respective functional for comparable
systems even though the element composition may differ. More-
over, residual errors of dispersion corrections in the medium- to
short-ranged regime (assumed to be about 10–20% due to addi-
tional uncertainty of the damping function and the asymptotic
errors of about 5% in the C6 coefficients)138 may be further
reduced by inclusion of accurate fit data also covering repulsive
p-block contacts.

To classify the DFT results, dispersion-corrected Hartree–
Fock (HF-D4) dimerization energies close to the HF basis set
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limit (awcvtz with CABS singles correction, see Section 3.3) will
be discussed here. HF is slightly less repulsive than, e.g., B3LYP,
but cannot show over-attractiveness as it is parameter-free and
medium to long-range correlation effects are only accounted for
posteriorly by the D4 correction. Consistently, the dimerization
energies for the WDA structures are overestimated more strongly
than, e.g., with B3LYP, which is due to the less accurate descrip-
tion of the short- and medium-range correlation effects (i.e., in
the damping range) with the D4 dispersion correction. The
deviations from the reference values are negative in all cases
up to�11.2 kcal mol�1 for

|

Pb�P�Pb�P�Pb�P
|

WDA (one of the
test systems for the scans analyzed in the next section). In
contrast to most of the tested DFT methods, HF-D4 does not
produce a systematic error for the COV structures (MD E 0),
whereas the scatter of the deviations from the reference is

significantly larger, because the D4 correction describes the
formed s bonds (to the H atoms or from the lone pairs)
approximately well, but more difficult cases are not adequately
taken into account. This is particularly the case for the IV–V
systems with N (up to �39.8 kcal mol�1 deviation from the
reference for

|

Sn�N�Sn�N�Sn�N
|

COV, which also has the
most negative HF contribution to the dimerization energy of
all IHD302 systems with �164.6 kcal mol�1) and for III–VI
systems with boron (up to +41.2 kcal mol�1) deviation from
the reference for

|

B�Po�B�Po�B�Po
|

COV with a large positive
HF contribution to the dimerization energy; this system also has
the largest contribution of the correlation energy to DE (see ESI,†
data_correlation_methods.xlsx).

To analyze the observed errors of the dispersion-corrected
DFT methods in greater detail, specifically in the more repulsive

Fig. 10 Rigid potential energy scans of the covalent and weak donor–acceptor dimers with respect to the planar monomer fragments. d(X–X) is the
center-of-ring-atoms inter-fragment distance. The grey reference curve was obtained with PNO-LCCSD(T)-F12/awcvtz with PROJECTOR=MIXED and
TRHPNO_LMP2=1d-10. All energies in kcal mol�1.
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region of the PES, we conducted exemplary rigid potential energy
surface scans of the inter-fragment distance for both dimer
structures of

|

Al�O�Al�O�Al�O
|

and
|

Pb�P�Pb�P�Pb�P
|

,
respectively (Fig. 10). All scans clearly show that the PBE0
functional, even though not considered a particularly repulsive
functional, systematically underestimates the interaction ener-
gies for both the covalently and the weak donor–acceptor bound
dimers. This underlines the need for adding a (London) disper-
sion correction to achieve agreement with the reference (PNO-
LCCSD(T)-F12/awcvtz with PROJECTOR=MIXED and TRHPNO_
LMP2=1d-10) PES curve. Despite a slight over-correction with
the NL and D4 dispersion corrections is observed for both

systems, their asymptotic behavior is fully correct. These
results confirm also for such rather unusual systems that
the residual error of properly dispersion-corrected DFT meth-
ods is mainly originating from the DFT exchange–correlation
functional and less from uncertainties of the dispersion
corrections at the short- and medium-range distances. Over-
all, the overestimation is most pronounced at short inter-
fragment distances, while the error decreases in the asympto-
tic region. Further, the scans of the weak donor–acceptor
dimers underline their non-equilibrium nature by not show-
ing a minimum at the sum of van der Waals radii due to the
donor–acceptor character of the interaction that is distinct

Fig. 11 Correlation plot of the DFT dimerization energies in kcal mol�1 and the mean atomic number of the involved heavy atoms for covalent and weak
donor–acceptor bound systems computed with oB97M-V (a) and (b), and PWPB95-D4 (c) and (d), respectively.
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from typically discussed non-covalent interactions at larger
separation (London regime).

Besides these systematic trends, it is observed that the
functionals behave significantly differently with respect to the
element composition of the system (Fig. 11). For example, the
extent of the error of the dimerization energies obtained with
PWPB95-D4, an overall well-performing DFA, does not follow
the trends of the reference dimerization energies (cf. Fig. 8).
Instead, the error becomes systematically more positive with
increasing mean atomic number %Zheavy for both dimer types
and all main group combinations. For oB97M-V, the error
trends are much less systematic with the error distribution
mostly following the trends of the reference dimerization
energies for the covalent dimers, while mostly the IV–V element
combination yields an inverted trend compared to PWPB95-D4.

4.2 Composite methods

As DFT calculations with large basis sets can become compu-
tationally unfeasible for large molecules, composite approaches
that employ smaller basis sets together with tailored correc-
tions have proven to yield accurate results at a fraction of
computation time for various chemical systems. The most
prominent composite methods are the so-called ‘‘3c’’ methods
including PBEh-3c,104 B97-3c,103 r2SCAN-3c,30 and oB97X-3c.105

The ‘‘3c’’ methods employ relatively small tailored basis sets
and specifically adjusted corrections like D4 and a geometrical
counter-poise correction to achieve good accuracy at much
reduced computational cost. Another notable addition is
Head-Gordon’s B97M-V-C approach which combines the
B97M-V functional with a def2-SVPD basis set and a tailored
DFT-C counter-poise correction.102 For the covalent subset of
the IHD302, comparable trends as for the non-composite func-
tionals evaluated with the extended def2-QZVPP basis are
observed. The inclusion of Fock-exchange in PBEh-3c and in
the recent oB97X-3c range-separated hybrid yields more nega-
tive covalent dimerization energies compared to the B97M-V-C,
r2SCAN-3c, and B97-3c meta-GGA approaches. Comparable
results are obtained for the weak donor–acceptor subset, even
though B97-3c tends to overbind these systems (Fig. 12). Over-
all, specifically the more recent composite methods r2SCAN-3c
and oB97X-3c perform quite well with RMSDs of 5.7 kcal mol�1

and 8.0 kcal mol�1 for the covalent and 1.5 kcal mol�1 and
1.1 kcal mol�1 for the weak donor–acceptor subset, respectively.
Impressively, they perform similarly or even slightly better than
the parent functionals evaluated in a quadruple-zeta basis set
thus underlining their high robustness. The very good perfor-
mance of oB97X-3c is specifically remarkable, as it employs
large-core effective core potentials. The B97M-V-C approach is
found to be less competitive, yielding significantly larger errors
than its conventional DFT counterpart.

4.3 Semi-empirical quantum mechanical methods

Due to their low computational cost, semi-empirical quantum
mechanical methods have become a central part of automated
conformational sampling and reaction screening workflows.159,160

Nevertheless, most of these methods are not or only sparsely

parameterized for heavy p-block elements. Further, they typically
yield limited accuracy for off-target elements and complicated
electronic situations. Notable exceptions in terms of general
applicability are the GFNn-xTB19 and PMx161 SQM families of
methods. The corresponding error statistic is shown in Fig. 13.
For the covalent subset of the IHD302, the GFNn-xTB methods
yield RMSDs of 40.6 kcal mol�1 and 36.8 kcal mol�1, respec-
tively for GNF1- and GFN2-xTB. The preliminary, non-self-
consistent GFN0-xTB variant that is also used in the context
of metallic clusters162 yields an RMSD of 52.0 kcal mol�1. These
errors are one magnitude larger than those obtained with many
well-performing DFT methods. This underlines the valuable
focus of the IHD302 on direct p-block element interactions that
manifests the weaknesses of the respective SQM methods.
In conventional benchmark sets that often employ organic

Fig. 12 Violinplots with boxplots of the deviations from PNO-LCCSD(T)-
F12/vtz-f12(corr.) of five composite methods for (a) covalent dimerization
and (b) weak donor–acceptor interaction in kcal mol�1. The numbers at
the boxes are the MADs of the respective method.
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substituents for saturation of the p-block element, these are
compensated by the respective substituent interactions.
Accordingly, the difference between DFT and SQM methods is
usually considerably smaller. The Hartree–Fock based PMx
methods yield much higher RMSDs of 158.8 kcal mol�1 and
162.7 kcal mol�1 for PM6 and PM7, respectively, even exceeding
the mean dimerization energy of �95.5 kcal mol�1 and there-
fore, these methods cannot be recommended. For the weak
donor–acceptor subset, similar trends are observed for the
GFNn-xTB and PMx methods. A comparison between the com-
putational cost and the accuracy of different SQM and DFT
methods can be found in the ESI† (Fig. S8). GFN2-xTB is,
e.g., up to 2700 times faster than the efficient r2SCAN-3c
composite DFT method in a single point calculation of

|

Tl�Po�Tl�Po�Tl�Po
|

WDA. Overall, none of the semi-empirical
methods yields satisfying results for the complete IHD302 bench-
mark. Nevertheless, GFN2-xTB may be considered a reasonable
choice regarding the relatively large mean reference dimerization
energies for the covalently bound dimers. Nevertheless, future
improvements of SQM methods based on the presented bench-
mark data would be desirable, especially for modeling the metallic
clusters of p-block elements.

5 Summary and perspective

In this work, we compiled a novel benchmark set of dimeriza-
tion energies of six-membered purely p-block inorganic hetero-
cycles. The benchmark set termed Inorganic Heterocycle
Dimerizations 302 (IHD302) includes 302 energies for two
distinct dimerization motifs, covalent and non-equilibrium
weak donor–acceptor dimers. Reference values for these 604
dimerization energies were computed at the PNO-LCCSD(T)-
F12 level. Due to large electron correlation contributions, the
importance of core–valence correlation effects, and slow basis
set convergence, these calculations turned out to be extremely
challenging. We therefore carried out extensive benchmarks for
16 selected systems (eight of these were initially more or less
randomly selected and further eight, which showed particularly
large basis set errors, were added later). It was found that the
dominant part of the errors were due to the slow basis set
convergence, while errors caused by the local approximations
are negligible.

At first, we employed the cc-pVTZ-PP-F12 basis sets of Hill
and Peterson,76 which were specifically optimized for F12
calculations on heavy p-block elements, including correlation
of the (n � 1)d shell. It turned out, however, that these basis
sets are too small for reliably obtaining the required accuracy.
Even with F12 methods, deviations of up to about 3 kcal mol�1

relative to more accurate calculations with the aug-cc-pwCVnZ
(n = T, Q) basis sets were observed for the covalent binding
energies. By employing a PNO-LMP2-F12 basis set correction
denoted vtz-f12(corr.) and obtained with the aug-cc-pwCVTZ
basis, the MADs and SDs of the 16 selected systems relative to
the PNO-LCCSD(T)-F12/aug-cc-pwCVTZ and aug-cc-pwCVQZ
results could be reduced to 0.26 � 0.25 kcal mol�1 (max
error 0.87 kcal mol�1) and 0.44 � 0.28 kcal mol�1 (max error
1.01 kcal mol�1), respectively. For the weak donor–acceptor
structures, the errors are even about three times smaller. The
larger errors relative to the aug-cc-pwCVQZ basis mainly stem
from the remaining basis set errors of the triples (T) contribu-
tions obtained with the TZ basis set. The errors of the vtz-
f12(corr.) results are significantly smaller than the errors of
the DFT methods. Therefore, we decided to compute the 602
reference values at the PNO-LCCSD(T)-F12/vtz-f12(corr.) level,
which is computationally much cheaper than using the aug-cc-
pwCVTZ or even the aug-cc-pwCVQZ basis sets.

Based on these reference data, the performance of 26 DFT
functionals (evaluated with the def2-QZVPP basis set), five
composite DFT approaches, and five semi-empirical quantum

Fig. 13 Violinplots with boxplots of the deviations from PNO-LCCSD(T)-
F12/vtz-f12(corr.) of five SQM methods for (a) covalent dimerization and
(b) weak donor–acceptor interaction in kcal mol�1. The numbers at the
boxes are the MADs of the respective method.
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mechanical methods in combination with three different dis-
persion correction schemes (D3, D4, NL) were assessed. The
best-performing dispersion-corrected functionals ordered by
their rung on ‘‘Jacob’s ladder’’ regarding the covalent subset
are r2SCAN-D4 (meta-GGA, RMSDCOV = 4.8 kcal mol�1;
RMSDWDA = 1.5 kcal mol�1), oB97M-V (hybrid, RMSDCOV =
4.8 kcal mol�1; RMSDWDA = 2.1 kcal mol�1) and r2SCAN0-D4
(RMSDCOV = 5.1 kcal mol�1; RMSDWDA = 1.0 kcal mol�1), and
revDSD-PBEP86-D4 (double-hybrid, RMSDCOV = 2.8 kcal mol�1;
RMSDWDA = 0.8 kcal mol�1). Further, the r2SCAN-3c composite
DFT method is found to yield good results regarding its
reduced computational cost with RMSDCOV = 5.7 kcal mol�1

and RMSDWDA = 1.5 kcal mol�1, respectively.
Furthermore, we found significant errors (up to 6 kcal mol�1

in binding energies) due to missing scalar relativistic effects in
calculations of molecules containing p-block elements of the
4th period, when using the def2-TZVPP or def2-QZVPP basis
sets. This is because the def2 basis sets are associated to
relativistic pseudo potentials only for elements with Z 4 36.
Further non-negligible errors (up to 1 kcal mol�1) can occur in
DFT calculations when using standard correlation consistent
basis sets, such as aug-cc-pVnZ-PP, since these are contracted
with coefficients from Hartree–Fock calculations. We therefore
generated for the elements Ga–Se recontracted aug-cc-pVQZ-PP-
KS basis sets, in which the contraction coefficients are taken
from DFT (PBE0) calculations. Using these basis sets for 4th
row elements in combination with the ECP10MDF pseudo
potentials leads to significant improvements of the overall
accuracy and hence, we recommend this basis sets for accurate
DFT calculations of systems including 4th row elements.

The application of a London dispersion correction is found
to be mandatory, even though rather attractive functionals tend
to be over-corrected due to a less effective error compensation
(underestimation of repulsive interactions out-weighted by
missing attractive long-range dispersion interactions). This
behavior underlines that London dispersion should be consid-
ered during the construction process of the respective func-
tional to guarantee a well-balanced match of functional and
dispersion correction. In this regard, the IHD302 has proven to
be a specifically indicative data set for the performance of
dispersion-corrected functionals for p-block thermochemistry.
The test set is also highly challenging for SQM methods as none
of the tested (and currently available generally applicable) SQM
methods is able to accurately reproduce the reference data,
even though GFN2-xTB (RMSDCOV = 36.8 kcal mol�1;
RMSDWDA = 6.7 kcal mol�1) clearly outperforms, e.g., PM7
(RMSDCOV = 162.7 kcal mol�1; RMSDWDA = 17.9 kcal mol�1).
Overall, the clear focus on the p-block element interactions without
organic substituent bias allows for a unique and systematic assess-
ment of quantum chemical methods for these elements. Regarding
the high importance of p-block compounds, e.g., in FLP chemistry
or opto-electronics, the IHD302 seems to represent a valuable
assessment which may significantly impact future method devel-
opment in this field, allowing for the development of more robust
and transferable approximate quantum chemical methods.
This is made possible not least by efficient and sophisticated

implementations of explicit local correlation methods such as
PNO-LCCSD(T)-F12, which was successfully applied as reference
in this work.
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41 M. Schwilk, Q. Ma, C. Köppl and H.-J. Werner, J. Chem.
Theory Comput., 2017, 13, 3650–3675.
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S. K. Paul, F. Pavošević, Z. Pei, S. Prager, E. I. Proynov,
Á. Rák, E. Ramos-Cordoba, B. Rana, A. E. Rask, A. Rettig,
R. M. Richard, F. Rob, E. Rossomme, T. Scheele,
M. Scheurer, M. Schneider, N. Sergueev, S. M. Sharada,
W. Skomorowski, D. W. Small, C. J. Stein, Y.-C. Su,
E. J. Sundstrom, Z. Tao, J. Thirman, G. J. Tornai,
T. Tsuchimochi, N. M. Tubman, S. P. Veccham,
O. Vydrov, J. Wenzel, J. Witte, A. Yamada, K. Yao,
S. Yeganeh, S. R. Yost, A. Zech, I. Y. Zhang, X. Zhang,
Y. Zhang, D. Zuev, A. Aspuru-Guzik, A. T. Bell, N. A. Besley,
K. B. Bravaya, B. R. Brooks, D. Casanova, J.-D. Chai,
S. Coriani, C. J. Cramer, G. Cserey, A. E. DePrince,
R. A. DiStasio, A. Dreuw, B. D. Dunietz, T. R. Furlani,
W. A. Goddard, S. Hammes-Schiffer, T. Head-Gordon,
W. J. Hehre, C.-P. Hsu, T.-C. Jagau, Y. Jung, A. Klamt,
J. Kong, D. S. Lambrecht, W. Liang, N. J. Mayhall,
C. W. McCurdy, J. B. Neaton, C. Ochsenfeld,

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

/1
8/

20
26

 3
:1

9:
56

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

https://www.scm.com/
https://www.scm.com/
https://doi.org/10.5281/zenodo.7670749
https://www.diracprogram.org
https://www.diracprogram.org
https://www.turbomole.com
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp06217a


13908 |  Phys. Chem. Chem. Phys., 2024, 26, 13884–13908 This journal is © the Owner Societies 2024

J. A. Parkhill, R. Peverati, V. A. Rassolov, Y. Shao,
L. V. Slipchenko, T. Stauch, R. P. Steele, J. E. Subotnik,
A. J. W. Thom, A. Tkatchenko, D. G. Truhlar, T. Van
Voorhis, T. A. Wesolowski, K. B. Whaley, H. L.
Woodcock, P. M. Zimmerman, S. Faraji, P. M. W. Gill,
M. Head-Gordon, J. M. Herbert and A. I. Krylov, J. Chem.
Phys., 2021, 155, 084801.

150 J. P. James, MOPAC2016, Stewart, Stewart Computational
Chemistry, Colorado Springs, CO, USA, 2016, https://Open
MOPAC.net.

151 F. Weigend and R. Ahlrichs, Phys. Chem. Chem. Phys., 2005,
7, 3297–3305.

152 J. J. Determan and A. K. Wilson, J. Chem. Phys., 2024,
160, 084105.

153 F. Neese, F. Wennmohs, A. Hansen and U. Becker, Chem.
Phys., 2009, 356, 98–109.

154 F. Weigend, Phys. Chem. Chem. Phys., 2006, 8, 1057–1065.

155 S. Grimme, A. Hansen, J. G. Brandenburg and C. Bannwarth,
Chem. Rev., 2016, 116, 5105–5154.
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