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Excited state properties of an A–D–A non-
fullerene electron acceptor: a LC-TD-DFTB study†

R. B. Ribeiro * and M. T. do N. Varella

Understanding charge transfer processes is essential to estimate the performance of organic

photovoltaic technologies. Although experimental production is on the rise, predictability strongly relies

on theoretical modeling, which is limited to the size of semiconductors. As a computationally favorable

approach, we benchmarked the long-range corrected (LC) time-dependent (TD) formulation of the

semi-empirical density functional-based tight-binding method (DFTB) for three polycyclic aromatic

hydrocarbons (PAHs) and studied the DTP-IC-4Ph molecule, a PAH-based non-fullerene electron

acceptor (NFA) with an A–D–A backbone structure. After a thorough investigation into the long-range

parameter (o) tuning for naphthalene, anthracene and pyrene, the excitation energies, oscillator

strengths and Natural Transition Orbitals (NTOs) were compared with the standard oB97X-D/6-31G(d,p)

level of theory and the ADC2/6-31G(d,p) multiconfigurational method. We estimated mobility-related

properties of the NFA and considered 1000 thermally accessible configurations to qualitatively

reproduce the experimental absorption profile and investigate the energetic disorder. Finally, we

conducted a fragment-based analysis using the one-electron transition density matrix (1TDM) to

determine the character of the excited states and investigate the effect of side chains on exciton

formation. Our results are sensitive to the level of theory and highly dependent on the long-range

parameter but suggest that the presence of alkyl chains promotes a higher average charge

delocalization and allows for additional hopping mechanisms, favoring the charge transfer dynamics.

1 Introduction

Among several applications of moderate-sized organic semicon-
ductors, the so-called non-fullerene electron acceptors (NFAs)1,2

have been attracting attention for being strongly related to the
recent growth in organic solar cell (OSC) performances.3 These
molecules are typically formed as fused-ring structures with
electron-donating and withdrawing moieties coupled to exten-
sive side chains. Due to the high flexibility in molecular design,
these acceptors have easily tunable bandgaps, energy levels and
morphological properties,4,5 which overcome fullerene-based
acceptor limitations and result in higher power conversion
efficiencies (PCEs).6

Despite the remarkable progress in device performance, an
appropriate understanding of the charge transfer processes,
which integrate the energy conversion chain of events, remains
elusive. In a simplified model, light absorption forms an
electron–hole pair, also known as an exciton. Ideally, at the
donor (D) and acceptor (A) molecule’s interface, the HOMO and

LUMO energy offset induces this quasi-particle to dissociate,
which enables the charge carrier’s diffusion toward the electro-
des. In practice, several effects impact the exciton quenching,
such as charge recombination,7 energetic disorder8 and
crystallinity,9 resulting in different theoretical models. Regard-
less of the approach, quantum mechanics calculations are
essential to describe the exciton dynamics but are also limited
by the size of most systems, usually relying on density func-
tional theory (DFT).10

Within the manifold of exchange–correlation (xc) functionals
available in DFT, those that incorporate long-range correction
(LC) have emerged as the popular choice for investigating
charge-transfer processes in organic semiconductor
molecules.9–17 The additional flexibility from the Coulomb inter-
action decomposition manages to satisfy Janak’s theorem18 and
the energy linearity theorem for fractional occupations,19 redu-
cing the self-interaction error (SIE)20 and, for the first time in the
DFT framework, resulting in consistently accurate orbital
energies.21 Despite the achievement, dealing with these
moderate-sized molecules limits the systems to a pair of NFAs
or a few monomers of electron donor polymers, which motivates
the usage of alternative methodologies.

In the present work, we explore a fast semi-empirical branch
of DFT, the long-range corrected density functional based tight-
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binding method (LC-DFTB), along with its time-dependent
counterpart. Similar to LC-DFT, the effectiveness of this
approach is dependent on the precise tuning of the long-
range parameter (o) in the xc functional.22–25 When appropri-
ately tuned, this methodology can significantly improve the
accuracy of both orbital energies and the description of charged
molecules.26 Despite the limitations in characterizing the first
excited state of unsaturated molecules,27 LC-TD-DFTB has
successfully reproduced long-range corrected time-dependent
density functional theory (LC-TD-DFT) results28 and experi-
mental data involving CT excitations29 of small organic mole-
cules. In the context of OSCs, the semi-empirical method was
employed to study the effect of different donor:acceptor (D:A)
architectures on charge transfer30 and even made it computa-
tionally accessible to perform non-adiabatic dynamics for
molecules of this size.31

Regarding the studied NFA, the so-called DTP-IC-4Ph
(Fig. 1b) features an A–D–A backbone structure. The pyrene
(C16H10) core has extensive p-conjugation, resulting in highly
delocalized orbitals that increase the molar absorption coeffi-
cient and charge carriers mobility, both essential for organic
semiconductors. This molecule was introduced by Wang et al.32

along with other polycyclic aromatic hydrocarbon (PAH)-based
electron acceptors, and achieved the highest PCE of the family,
10.37% in a single-junction cell with PBDB-T polymer as the
donor. Despite the lower efficiency when compared with state-
of-the-art OSCs,33–37 DTP-IC-4Ph:PBDB-T is a low-cost additive-
free heterojunction. The acceptor production cost is less than
one-tenth of most NFAs38 and the absence of additives is
important to enhance the device stability, increasing its
lifetime.39 Therefore, it is a promising candidate from both
experimental and theoretical perspectives.

The sections are structured as follows: initially, a benchmark
concerning the excited state properties of three PAHs, naphtha-
lene, anthracene and pyrene (Fig. 1a), is performed for LC-TD-

DFTB. Geometry and o optimizations are compared to the
standard DFT level of theory. At the same time, careful inves-
tigation is carried out to assess the dependence between tuned
parameters, optimization procedures and exchange–correlation
functionals. Excitation energies, oscillator strengths and nat-
ural transition orbitals (NTOs) at the LC-TD-DFTB level of
theory are confronted with results from LC-TD-DFT and a
reference wavefunction-based method. Once the comparison
is established, we investigate the side chain’s impact on light
absorption of the NFA and average the LC-TD-DFTB absorption
spectra over a set of thermally accessible nuclear configurations
to reproduce the experimental profile qualitatively. A quantita-
tive fragment-based analysis of the NFA excited states is also
presented to provide further insights into the excitation char-
acter. Finally, the dielectric constant (e), internal reorganization
energies (le/h

in ), exciton binding energies (Eb) and energetic
disorder are estimated for the organic semiconductor using
the semi-empirical approach.

2 Methods

This section introduces the theory directly related to this paper;
further details can be found in the literature presented
throughout the text. First, LC-TD-DFTB linear response matrix
formulation is briefly discussed, focusing on the long-range
correction. Then, the Clausius–Mossotti relation elucidates the
electric constant evaluation. At the same time, Nelsen’s four-
point model determines the internal reorganization energies,
and the fragment-based analysis concludes this section by
presenting the excited-state descriptors computed in this work.

2.1 LC-TD-DFTB

Among different approaches to characterize the electronic
excited states spectra, linear response formalism is well-
established in the TD-DFT community. As a DFT flavor, the
LC-TD-DFTB method follows the same path of solving the
generalized eigenvalue equation,40

A B

B A

 !
X

Y

 !
¼ O

1 0

0 �1

 !
X

Y

 !
; (1)

where X and Y vectors determine the transition density matrix
and oscillator strengths related to the excitation energy O.
A and B matrix elements are expressed in terms of the coupling
matrix K,

Aias;i0a0s0 ¼ dii0daa0dss0oa0i0s0 þ Kias;i0a0s0 ; (2)

Bias;i0a0s0 ¼ Kias;a0i0s0 : (3)

A pair of indexes a, a0 and i, i0 concern the occupied and
unoccupied orbitals, respectively, while s and s0 are the spin
projections. The energy difference between a0 and i0 orbitals for
the s0 single-particle excitation is represented by oa0i0s0 , and, in
the density matrix formulation, the coupling matrix elements

Fig. 1 Molecular structures of (a) PAHs naphthalene, anthracene and
pyrene (from left to right) and (b) the non-fullerene electron acceptor
DTP-IC-4Ph.
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are given by

Kias;i0a0s0 ¼
@Hias

@Pi0a0s0
: (4)

In LC-TD-DFT, the Hamiltonian element in eqn (4) is defined as
the two-center double integral of the Coulomb operator
(decomposed in short and long-range contributions) and
exchange–correlation kernel over Kohn–Sham (KS) orbitals.40

On the other hand, LC-TD-DFTB formulation yields a modified
operator that is integrated over localized KS-like orbitals as a
consequence of the energy expansion up to second order
around the density of free atoms and the addition of a con-
finement potential.29 However, in both approaches, the cou-
pling matrix is determined in terms of xc kernels from the
general energy expression,

Exc(o) = ELR-HF
x (o) + ESR-HF

x (o) + ESR-DFT
x (o) + Ec. (5)

Several exchange and correlation functionals have been
proposed, but for long-range correction, the standard error
function decomposition41 and Yukawa exponential kernel
partitioning42 are the common Ewald split of the Coulomb
operator, both presented below, respectively,

1

r
¼ erfðorÞ

r
þ erfcðorÞ

r
� eLR;erx ðoÞ þ eSR;erx ðoÞ; (6)

1

r
¼ 1� e�or

r
þ e�or

r
� eLR;yux ðoÞ þ eSR;yux ðoÞ: (7)

In general, both decompositions have similar behavior, but
they can influence the adjustment of the long-range parameter,
as discussed in the following sections.

2.2 Long-range parameter optimization

In most long-range corrected xc functionals, the default o value
ranges between 0.2 and 0.3a0

�1 (Bohr�1), but common practice
is to optimize the parameter by imposing Janak’s theorem18

(also known as IP theorem). A direct consequence is that the
vertical ionization potential (IP) becomes equal to the negative
of HOMO energy, motivating the adjustment of o in order to
establish this identity, i.e., minimize the sum,

J1 = |eHOMO(N, o) + IP(N, o)|, (8)

where IP is given by the difference between the neutral and
cation total energies at the ground state geometry. This rela-
tionship also stands for ionic systems, so Stein et al.43 proposed
a similar criterion,

J2 = |eHOMO(N, o) + IP(N, o)| + |eLUMO(N, o) + EA(N, o)|,
(9)

which relates IP(N + 1, o), also known as electron affinity (EA),
with the LUMO energy. Even though there is no formal equiva-
lence between eLUMO(N, o) and eHOMO(N + 1, o), the results are
essentially identical22,43 and we intended to verify it for LC-
DFTB. The last criterion adopted has been used by Hirao et al.24

and is related to the Mulliken rule for charge-transfer.22 In this
case, the difference between eHOMO and the energy of the

unoccupied b-spin–orbital that pairs the singly occupied mole-
cular orbital (SOMO) of the cation is minimized via,

J3 = |eHOMO(N, o) � ebSOMO(N � 1, o)|. (10)

2.3 Mobility-related properties

Among charge-transfer models, the semiclassical two-state
Marcus equation44 has been the standard choice to determine
the transfer rate of charge carriers between donors and
acceptors.9,13,16 This kind of approach is well suited for strong
couplings between CT and ground states,45 but refinements
have been proposed to introduce vibrational effects46 and even
include a third state in the model.47 Aside from the diabatic
coupling between states, the reorganization energy (l) related
to the charge transfer between both states is a common
element in each model. In this sense, we determined the
internal contribution of the reorganization energy (lin) for both
hole and electron via Nelsen’s four-point method,48

lh/e
in = (E�0 � E�) + (E0

� � E0), (11)

with E0 and E+
0(E�0 ) being the neutral and cation(anion) energy

calculated at the ground state geometry, E+(E�) the
cation(anion) energy at the cation(anion) geometry itself and
E0

+(E0
�) the neutral state energy calculated at cation(anion)

geometry. Exciton binding energy (Eb) was also estimated by
the difference between fundamental and optical gaps,

Eb = Efund
gap � Eopt

gap, (12)

where Efund
gap is the difference between IP and EA determined

from total energy differences, and Eopt
gap is the energy of the

lowest excited state accessible via single photon absorption.49

Lastly, dielectric constants (e) are part of continuum solvation
models, which are frequently incorporated to simulate the
presence of other D and A units, so they were estimated
according to the Clausius–Mossotti relationship,50

e� 1

e� 2
¼ 4p

3

a
V
; (13)

where a and V are the molecular polarizability and volume,
respectively. The former can be decomposed in three parts,50

the electronic (ae), ionic (ai) and orientational polarizabilities,

a ¼ ae þ ai þ
m2

3kbT
; (14)

which considers not only the charge density but crystallinity
properties and the temperature (T) effect over the electric
dipole moment (m) ordering. Since the ionic contribution is
only significant for periodic systems, we only considered the
electronic and orientational parts. The static electronic polar-
izabilities were determined from finite field calculations51 for
both DFT and DFTB levels of theory, as implemented in
Gaussian16 and DFTB+, respectively. On the other hand, mole-
cular volume is not strictly defined and was expressed in terms
of electronic densities and van der Waals radii.
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2.4 Excited states analysis

A fragment-based analysis of excited states using the one-
electron transition density matrix (1TDM) formulation was
employed to understand the exciton structure. From the
1TDM between the ground and the I-th excited state, given by,

g0I re; rhð Þ ¼ N

ð
� � �
ð
C0 rh; r2; � � � ; rNð ÞCI re; r2; � � � ; rNð Þdr2 � � � drN ;

(15)

where re, rh, C0 and CI are the electron and hole coordinates
followed by ground and excited state wavefunctions, respec-
tively, one can decompose the excitation into different spatial
contributions. Out of the several descriptors available, for a pair
of fragments A and B, the CT number is a crucial one that is
determined according to,

OAB ¼
ð
A

drh

ð
B

dre g0I re; rhð Þj j2: (16)

By constraining the integration, it gives the probability of
finding the hole on fragment A with the electron on fragment
B, serving as a base for the definition of other excited-state
descriptors, such as the CT character,

CT ¼ 1

O

X
A

X
BaA

OAB; (17)

where O ¼
P
A;B

OAB; and the position descriptors for electrons

(POSe), holes (POSh) and excitons (POS), which are given by

POSe ¼
1

O

X
B

B
X
A

OAB

 !
;

POSh ¼
1

O

X
A

A
X
B

OAB

 !
;

(18)

POS ¼ POSe þ POSh

2
: (19)

These expressions assume that fragments can be ordered, so
A = 1, B = 2 and so on. The excitons can be characterized from
the CT and POS descriptors by considering three fragments
representing the A–D–A backbone of an NFA, A and C as
acceptor and B as the donor moieties. Ideally, Frenkel excitons
localized on the acceptor (LA) and donor (LD) will have (CT =
0.0, POS = 1.0/3.0) and (CT = 0.0, POS = 2.0), respectively, while
for ideal CT states (CT = 1.0). An exciton size descriptor (dexc) is
obtained due to the interpretation of 1TDM as the exciton
wavefunction to quantify the delocalization. It can be approxi-
mately evaluated using atomic pairs52 via,

dexc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

O

X
M;N

OMNdMN
2

s
; (20)

where OMN is the charge transfer number (16) computed with
respect to two atoms M and N, and dMN is the distance between
these atoms.

3 Computational details
3.1 Electronic structure calculations

Time-dependent and independent DFT calculations were per-
formed with the Gaussian16 code.53 We employed two
exchange–correlation functionals, oB97XD and CAM-B3LYP along
with 6-31G(d,p), so the methods will be referred to as oB97XD/6-
31G(d,p) and CAM-B3LYP/6-31G(d,p). The 6-31G(d,p) basis set is
commonly used for moderate-sized molecules,9,14 and we found it
to have minimal impact on the excited states of the PAHs, as
exemplified by the absorption spectrum of naphthalene in the
ESI.† LC-DFTB calculations were carried out with the DFTB+
software,54 employing the Baer, Neuhauser and Livshits (BNL) xc
functional.55,56 In this approach, short-range exchange contribu-
tions were treated in the local density approximation (LDA), and
long-range exact exchange interactions were accounted for
through a descreened electron–electron interaction (LR part of
eqn (7)). For the Slater–Koster (SK) files, a new parameterization of
the OB2 set including sulfur atoms (n-OB2) was employed with a
Slater–Kirkwood dispersion model. Both SK files and dispersion
parameters were taken from previous work30 and are given in the
ESI.† In addition to the two methods presented above, excited
states and natural transition orbitals (NTOs) were also computed
with the second-order Algebraic Diagrammatic Construction
method and the 6-31G(d,p) basis set (ADC(2)/6-31G(d,p)) employ-
ing the adcc code57 interfaced with the PySCF package.58

Molecular volumes in the Clausius–Mossotti relationship
(13) were estimated as the region with electronic density above
0.001a0

�3 and using DFT-D3 van der Waals radii,59 for DFT and
DFTB calculations, respectively. Further details are presented
in the ESI.†

3.2 Excited states characterization

Fragment-based exciton analysis employed Löwdin populations
and was performed via TheoDORE60 code, with the linear
response data obtained from DFTB+54 and Gaussian16.53

Newton-X61 software was also employed to estimate absorption
cross-sections using the nuclear ensemble approach.62 Nuclear
configurations were generated from Wigner sampling at T = 300
K, while the oscillator strengths and excitation energies were
obtained from the LC-TD-DFTB/n-OB2 method described above.

4 Results and discussion
4.1 Long-range parameter

The n-OB2 parameters are available for a few values of the
range-separation parameter,30 specifically o = 0.1, 0.2, 0.3, 0.4
and 0.5a0

�1, which allow for partial optimization of the Ji

criteria described in Section 2.2. In contrast, the DFT methods
can vary the o values without restriction. While recent LC-TD-
DFTB studies of donor:acceptor interface models30,63 have
discussed the optimization of the o parameter, the procedures
have not been thoroughly tested in the DFTB framework
compared to DFT.21,25,43,64–66 We therefore consider the PAH
molecules naphthalene, anthracene and pyrene along with the
organic semiconductor.
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4.1.1 PAHs. The Ji functions are shown for pyrene in Fig. 2,
while the corresponding plots for naphthalene and anthracene
are available in the ESI.† Optimal o values for the three PAH
molecules are also summarized in Table 1. Although the results
depend on the xc functional, the tuning based on the J1 and J2

criteria provided similar optimal values for both the oB97X-D/
6-31G(d,p) and CAM-B3LYP/6-31G(d,p) methods (see Table 1).
In contrast, J3 is a much smoother function of the o parameter,
compared to J1,2 (Fig. 2), and the corresponding optimal values
are somewhat discrepant, especially for the CAM-B3LYP func-
tional. The agreement between tuned parameters obtained
from J1 and J2 could not be easily anticipated since the compact
basis set 6-31G(d,p) might not be adequate to estimate the
energies of the anion forms, which are necessary to compute
the EAs. Apart from the differences arising from the xc func-
tionals, which could be expected, the tuning procedures based
on DFT and the J1,2 criteria seem consistent, providing optimal
values in agreement, o E 0.20a0

�1 and o E 0.30a0
�1 respec-

tively for the oB97X-D and CAM-B3LYP functionals.

Following Hirao et al.,25 we also calculated the J1 and J2

functions using the experimental IP and EA values (available in
Table S2 and the ESI†), indicated as Jexp

1,2 in Fig. 2 and Table 1.
Both functions are roughly constant for the oB97X-D/6-
31G(d,p) and CAM-B3LYP/6-31G(d,p) calculations. Restricting
the discussion to J1 for simplicity, this behavior can be easily
understood. The calculated IPs generally increase as a function
of the long-range parameter, while the HOMO energies, eHOMO,
are smoother functions of o (roughly constant, see the ESI†).
The J1 functions therefore show minima as the IP curves cross
the eHOMO ones. In contrast, the |eHOMO � IPexp| absolute
differences vary slowly, where IPexp is the experimental IP.

Despite the restricted set of o values described above, the
same tuning procedures were carried out with the LC-DFTB/n-
OB2 method. The behavior of the J1,2,3 functions remarkably
differ from those computed with DFT-based methods (see
Fig. 2). None of those functions seem to have a minimum
within the 0.1a0

�1 r o r 0.5a0
�1 range. A decreasing trend is

observed for the calculated points such that the smallest J1,2,3

values are found for o = 0.5a0
�1 (not necessarily minima),

where the curves also approach each other. In contrast to the
DFT results, the Jexp

1,2 curves, obtained from the experimental IP
and EA as above, show minima around o = 0.3a0

�1 for the three
PAH molecules (see Fig. 2 and the ESI†). Restricting the
discussion to J1 once more, both the IP and eHOMO, computed
with LC-DFTB/n-OB2, are increasing functions of the o para-
meter, such that J1 slowly decreases while Jexp

1 shows a mini-
mum as eHOMO goes through the experimental IP value.

For the PAH molecules, the IPs computed with DFT and
DFTB methods tend to increase as functions of o, although the
DFT estimates become almost constant for sufficiently large o
(see the ESI†). The most striking difference between DFTB and
DFT results is the HOMO energies’ dependence on the LC
parameter, which is stronger in the semi-empirical approach.
While the orbital energies are significantly improved by the LC
screening of self-interaction errors,21 it is not a simple matter to
understand the differences between the eHOMO estimates com-
puted with DFT and DFTB, given the several different approx-
imations underlying the tight binding method (see Section 2.1).
Nonetheless, one could consider a couple of aspects more

Fig. 2 Optimization criteria J1, J2, J3, Jexp
1 and Jexp

2 as a function of long-
range parameter for the pyrene molecule. From upper to lower panel,
oB97X-D/6-31G(d,p), CAM-B3LYP/6-31G(d,p) and LC-DFTB/n-OB2 levels
of theory were employed, respectively.

Table 1 Optimized values of long-range parameter (a0
�1 units) obtained

via J1, J2 and J3 criteria for each PAH. Jexp
i columns adopted experimental

values of IP and EA. The atomic basis 6-31G(d,p) was employed for both
DFT calculations

System Method J1 J2 J3 Jexp
1 Jexp

2

Naphthalene oB97X-D 0.21 0.18 0.25 0.50 0.10
CAM-B3LYP 0.28 0.28 0.50 0.50 0.26
LC-DFTB 0.50 0.50 0.50 0.30 0.30

Anthracene oB97X-D 0.20 0.20 0.10 0.50 0.10
CAM-B3LYP 0.30 0.30 0.50 0.50 0.10
LC-DFTB 0.50 0.50 0.50 0.30 0.30

Pyrene oB97X-D 0.20 0.20 0.10 0.50 0.10
CAM-B3LYP 0.31 0.30 0.50 0.50 0.10
LC-DFTB 0.50 0.50 0.50 0.30 0.30
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directly related to the LC, namely HF exchange in the short-
range region and the screening functions. The LC-DFTB
method is built on the BNL functional, which does not include
short-range HF exchange,26 and the lack of that term could
affect the results. For instance, the oB97X functional (and
hence oB97X-D), which does include the HF exchange term,
generally performs better than the oB97 counterpart, which
does not include that exchange term.67 Finally, the oB97X-D
functional and LC-DFTB respectively employ error function and
Yukawa kernels, according to eqn (6) and (7) (a modified error
function decomposition is used in CAM-B3LYP68). Since the
erfc function decays faster than the Yukawa one for a given LC
parameter, the spatial decomposition into short- and long-
range regions of similar sizes requires larger exponents in the
Yukawa function (see also the ESI†).

Regardless of the main sources of error, one can assess the
quality of the results obtained with the tuned o values. The
calculated vertical IP and eHOMO for pyrene are shown in Table 2
along with the experimental IP69 and a reference value of the
HOMO energy computed with the MP3/6-31G+(d,p) method70

(see the ESI† for the other PAH molecules). For the oB97X-D/6-
31G(d,p) method, the IP and eHOMO calculated with the tuned
parameter (o E 0.2a0

�1) disagree with the reference values by
0.28 eV and 0.17 eV, respectively. For LC-DFTB/n-OB2 (o E
0.5a0

�1), the disagreement is much more significant, around
0.66 eV and 1.09 eV respectively for the IP and HOMO energy. In
case Jexp

1 is used to tune the LC parameter (o E 0.3a0
�1), the

HOMO energy is improved by 0.27 eV (while the IP error is of
course removed). For LC-DFTB/n-OB2, the LC parameter tuned
with the J1 criterion overly binds the electron, thus suggesting
some imbalance in the exchange energy.

4.1.2 DTP-IC-4Ph. The LC parameter was also tuned for the
DTP-IC-4Ph acceptor with the J1,2 criteria. As shown in Fig. 3, we
considered the molecule with and without the alkyl side chains
(C6H13 groups, see Fig. 1b). For LC-DFTB/n-OB2, the J1,2 func-
tions approach each other as the LC parameter decreases for
both DTP-IC-4Ph forms, so the smallest values are obtained for
o = 0.1a0

�1. The optimal o values generally decrease with the
system size since the semilocal approximations to the
exchange–correlation functional tend to be more reliable as
the orbitals delocalize.65 Therefore, the lack of short-range HF
exchange, one of the sources of error of the LC-DFTB/n-OB2

calculations, would not be as stringent for DTP-IC-4Ph com-
pared to the PAHs. The standard tuning procedures based on
the J1,2 functions seem more reliable for the DTP-IC-4Ph
acceptor (with and without the alkyl chains) than for the
smaller systems.

For the oB97X-D/6-31G(d,p) method, geometry optimization
significantly affected the tuning. In case the J1,2 functions were
computed for a fixed geometry, the tuned o values for the DTP-
IC-4Ph forms, differing with respect to the alkyl chains, were
below 0.1a0

�1, consistent with previous results for other NFA
molecules9,13,71,72 (see the ESI† for details). However, when the
molecular geometries were reoptimized for every o value, the
J1,2 functions presented a double-minimum structure, as shown
in Fig. 3, where the slightly deeper one was found at o E
0.3a0

�1. The PAH molecules and the DTP-IC-4Ph acceptor do
not merely differ by size or number of monomers but by
chemical elements (nitrogen and sulfur) and several chemical
groups. While the results for a fixed geometry show the usual
trend between the tuned LC parameter and the system size, the
geometry optimization increased the o values tuned for oB97X-
D/6-31G(d,p).

4.2 Excited states

Before addressing the NFA, we compare the excitation spectra
and NTOs for the PAH molecules with the LC-TD-DFTB/n-OB2
and the time-dependent oB97X-D/6-31G(d,p) methods. While
our main interest is comparing the TD-DFT and TD-DFTB
calculations, we also obtained ADC2/6-31G(d,p) results for
those smaller molecules. The wave function-based polarization
propagator method has successfully described electronic

Table 2 Ionization potential (IP) and HOMO (eHOMO) energies for pyrene.
The 6-31G(d,p) basis set was employed along with the oB97X-D functional

Method o (a0
�1) IP (eV) eHOMO (eV)

oB97X-D 0.1 4.045 �7.105
0.2 7.145 �7.131
0.3 7.701 �7.153
0.4 7.678 �7.166
0.5 7.692 �7.174

LC-DFTB 0.1 7.404 �6.254
0.2 7.616 �6.972
0.3 7.812 �7.464
0.4 7.958 �7.798
0.5 8.082 �8.048

Ref. — 7.42669 �6.95770

Fig. 3 Optimization criteria J1 and J2 as a function of long-range para-
meter for the DTP-IC-4Ph molecule. In the upper and lower panels
oB97X-D/6-31G(d,p) and LC-DFTB/n-OB2 levels of theory were
employed, respectively. The symbol † indicates the removal of alkyl
groups.
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excitations and the location of charge-transfer (CT) states in
organic systems,73,74 being employed as a reference to bench-
mark TDDFT calculations.75

4.2.1 PAHs. Vertical excitation spectra of the PAH mole-
cules were computed with the LC parameters tuned with the J1

criterion (see Table 1). For both the LC-TD-DFTB/n-OB2 and
TD-oB97X-D/6-31G(d,p) methods, the ground state geometries
were optimized with the respective time-independent methods
using the tuned o values. The bond lengths and angles
obtained were compatible, presenting a small root mean square
deviation of 0.0115 Å between the DFT and DFTB geometries.
Thus, the oB97X-D/6-31G(d,p) ground state geometry was
employed in the ADC2/6-31G(d,p) calculations.

Fig. 4 shows the excitation energies and oscillator strengths of
the first excited state (S1) and the brightest among the lowest ten
excited states (SB) of pyrene. We also show the hole and particle
orbitals for each excitation, described as natural transition
orbitals (NTOs) for the TD-oB97X-D/6-31G(d,p) and ADC2/6-
31G(d,p) calculations, while canonical molecular orbitals for
the LC-TD-DFTB/n-OB2 counterpart. In the latter case, the S1

and SB excited states have dominant contributions from single
electron–hole orbital pairs, making the comparison with the
NTOs meaningful (see Section S2.1 of the ESI†). For the first
excited state, there is reasonable agreement between the TD-DFT
and TD-DFTB energies (4.07 eV and 4.13 eV, respectively), which
are slightly higher than the ADC energy (3.90 eV). These results
are consistent when compared to the data-driven benchmark

performed by Bertoni and Sanchez.27 Despite employing a
different xc functional with an o-optimization step, we obtained
S1 energy differences between the DFT-based methods smaller
than 0.5 eV, as expected for most p-conjugated molecules. For
the brightest state, the agreement between the TD-DFT and
ADC2 energies is remarkable (5.85 eV and 5.89 eV, respectively),
while a higher value was obtained with TD-DFTB (6.00 eV). For
both states, the excitation energies computed with the three
methods agree within 0.2 eV, but the discrepancies for the
oscillator strengths can be viewed as more significant. While
the oscillator strengths predicted by the different methods for
the SB state vary from f = 0.88 (TD-DFTB) to f = 1.15 (ADC2), there
is a qualitative difference for the lowest excitation. The S1 state is
fairly bright according to the TD-DFTB method (f = 0.353), but
dark (f B 10�4) according to the other methods. It is clear from
Fig. 4 that the hole orbital has a different character in the TD-
DFTB calculation, and further inspection of the excitation spec-
tra indicates that the second excited state obtained from the TD-
DFTB calculation (not shown) has the same character as the S1

dark states predicted by the TD-DFT and ADC2 methods. This
discrepancy indicates that the calculated excitation spectra can
be highly sensitive to geometry changes and the tuning of the LC
parameter, even for small molecules. As discussed below, the
excitation spectra computed with the nuclear ensemble method
are more consistent than vertical spectra.

4.2.2 DTP-IC-4Ph. As in most organic photovoltaics (OPV)
materials, the PAH-based acceptor has side chains incorporated

Fig. 4 First (S1) and brightest (SB) excited states of pyrene along with the corresponding hole and electron orbitals obtained via LC-TD-DFTB/n-OB2,
oB97X-D/6-31G(d,p) and ADC2/6-31G(d,p) calculations.
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to increase solubility. The alkyl groups generally reduce the
planarity of the p-conjugated cores and affect the aggregation of
heterojunctions, although without actively participating in
radiation absorption. In the following, we calculate the DTP-
IC-4Ph spectrum with and without the side chains to assess to
which extent the alkyl groups could indirectly affect the excited
states (e.g., through orbital delocalization or geometry
changes). We also compare the TD-DFT and TD-DFTB models
along the lines of the previous sections.

The vertical spectra computed with the TD-oB97X-D/6-
31G(d,p) method for both DTP-IC-4Ph forms are shown in the
upper panel of Fig. 5. As discussed above (see Fig. 3), the J1,2

functions obtained for DTP-IC-4Ph have double-minima struc-
tures. The acceptor molecule without the alkyl chains (ACs)
shows a slightly deeper minimum around o = 0.2a0

�1, while the
minimum around o = 0.3a0

�1 becomes slightly deeper as the
ACs are incorporated. The absorption spectra calculated with
the corresponding o values are somewhat discrepant since the

peaks are shifted between molecules with and without ACs. For
the strong absorption peak around 500 nm, the deviation is
approximately 60 nm (E0.34 eV). We also recomputed the
spectrum for the molecule without the ACs using o = 0.3a0

�1,
which essentially removed the disagreement (see the ESI†).
While it is clear that the shifts mainly arise from the different
o values (not the inclusion of the ACs), one is faced with
difficulty in the optimization procedure. The better choice of
the range separation parameter, o = 0.2a0

�1 or o = 0.3a0
�1, is

not evident a priori. In practice, o = 0.3a0
�1 provided better

results since the strong absorption around 500 nm seems more
compatible with the experimental data (see below).

The central panel of Fig. 5 shows the spectra computed with
the LC-TD-DFTB/n-OB2 method. In this case, the same optimal
value of the range-separation parameter (o = 0.1a0

�1) was
obtained for both DTP-IC-4Ph forms. The vertical absorption
spectra are mildly affected by the ACs despite the more promi-
nent structures between 350 nm and 550 nm. The vertical-
approximation results obtained for the DTP-IC-4Ph acceptor
and even for the smaller PAH molecules are somewhat sensitive
to small changes in geometry, as discussed above. Exploring the
computational efficiency of the LC-TD-DFTB/n-OB2 method, we
recalculated the absorption spectrum of DTP-IC-4Ph without
the ACs employing the nuclear ensemble approach (NEA). The
spectrum was averaged over the Franck–Condon region with
1000 configurations (geometries) weighted according to the
room-temperature Wigner distribution. The result is also
shown in the central panel of Fig. 5 (blue line), where the most
intense peak is broadened and shifted by E90 nm (E0.25 eV).
The downshift in energy concerning the vertical-excitation
peaks essentially arises from vibrational frequency changes
between the ground and the excited electronic states,76 while
the broadening is due to the convolution of the vertical excita-
tions. The lower-intensity peaks, around 250 nm to 550 nm,
become convoluted into a broad and flat structure in the NEA
calculation. Furthermore, the NEA curve profile oscillations
indicate that 1000 configurations were not enough to fully
converge the absorption cross section.77

In the lower panel of Fig. 5, the gas-phase NEA absorption
spectrum is compared to the experimental data observed in
thin films and in chloroform solvent.32 The improvement in
shape brought about by the NEA average is remarkable. Never-
theless, the intensity of the high-energy band (around 450 nm)
is overestimated with respect to the intensity of the low-energy
one (around 700 nm), and the calculation also overestimates
the absorption at higher wavelengths (above 750 nm). Unfortu-
nately, continuum solvent models were unavailable for time-
dependent calculations in the DFTB+ package. Despite the
difficulty of pointing out the exact position of the most robust
band in the NEA calculation, we estimate the peak to be
overestimated in energy by 50 meV to 100 meV with respect
to the experimental result obtained in chloroform. Since the
solvatochromic effect should be relatively weak in view of the
small dielectric constant (e = 4.8 for chloroform), we would
consider the position of the absorption maximum to be in good
agreement with the data. As discussed in Section 4.1, the tuning

Fig. 5 Normalized absorption spectra of DTP-IC-4Ph. Top panel: oB97X-
D/6-31G(d,p) vertical spectra for the molecule (yellow) and without
(orange) alkyl chains (ACs). Central panel: LC-TD-DFTB/n-OB2 vertical
spectra with (magenta) and without (pink) ACs. The NEA LC-TD-DFTB/n-
OB2 calculation is also shown for the molecule without ACs (blue). Lower
panel: Comparison between the NEA LC-TD-DFTB/n-OB2 calculation in
vacuum (blue) with the experimental data32 measured from a thin-film
(orange) and from a chloroform solution (purple).
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procedure based on the IP theorem seemed more consistent for
the DTP-IC-4Ph acceptor than for the smaller PAH molecules
despite the limited set of o values currently available for the LC-
TD-DFTB/n-OB2 method. We also discussed the sensitivity of
the energy and characters of the excited states to geometry
changes. Despite those difficulties, the absorption spectrum
calculated with o = 0.1a0

�1 within the NEA framework provided
fairly accurate results at reasonable computational cost. The
efficiency of TD-DFTB is, of course, important given the several
configurations required by NEA to average out the geometry-
related discrepancies in the vertical spectra and sufficiently
account for the vibrational shift and broadening.

In order to investigate the character of excitations, the
excited states that make up the LC-TD-DFTB/n-OB2 vertical
spectrum were further analysed with the fragment-based
decomposition. The DTP-IC-4Ph molecule was decomposed
into the seven fragments shown in Fig. 6b, which were further
classified as electron acceptor (A), electron donor (D), fused
ring (FR) and alkyl chains (AC) moieties. From this decomposi-
tion, we can compute several excited state descriptors and
identify the dominant contributions for each excitation. For

example, the top panel in Fig. 6a shows the excitation energies
and oscillator strengths (color bars) of the first 40 excited states
of DTP-IC-4Ph (with alkyl chains), computed via the LC-TD-
DFTB/n-OB2 method. On the bottom panel, the excitation
character is decomposed into the dominant contributions,
indicating in which fragments the holes/electrons are localized.
For instance, the first two bright states S1 and S5 are mainly a
combination of two types of excitation, from donor to acceptor
moieties (red) and from localized excitation on the donor
(blue). On the other hand, the following two bright states (S12

and S14) are defined by a mixture of different contributions.
We performed the fragment-based analysis considering the

molecule with and without ACs, using the DFT/DFTB methods
and for the distinct ground-state geometries. Although the
slight differences between optimized configurations yield simi-
lar outcomes (see the ESI†), changes in size and method impact
the overall results. For instance, increasing o tends to localize
the states as it decreases the short-range contribution of the
exchange–correlation energy. Concerning the molecular com-
position, the S35 illustrates the sensitivity towards the presence
of side chains. One should expect that C6H13 chains indirectly
influence the FR - A/D contributions (orange bars in Fig. 6a)
by changing the spatial orientation of the fused rings. However,
for S35, the alkyl chains actively participate in the excitation, as
indicated by the dominant bar in the bottom panel of Fig. 6a.
As depicted by the electron–hole correlation plot in Fig. 6c, this
excitation is mainly defined by transitions from the alkyl chains
towards the A and D units, which are neglected when removing
the side chains. Although AC - A/D transitions are not
observed at the LC-TD-DFT level in this energy range (see the
ESI†), the interchange between the character of excited states
computed with each method has been previously reported for
the smaller PAHs (see Fig. 4).

To investigate the excited state descriptors, Fig. 7 shows the
average exciton position (POS) as a function of the charge-
transfer number (CT) for both systems at each level of theory.
The color bar plot also provides the excitation energies while the
markers’ size is proportional to the exciton size descriptor (dexc).
Following our previous convention,30 the dashed line establishes
the lower bound for charge-transfer states (CT 4 0.75). At the
same time, the colored regions indicate the localized states (CT
o 0.25), with the colors corresponding to the different moieties
presented in Fig. 6b, i.e., yellow for A, blue for D and so on.

For both methods, the molecule with and without ACs has a
similar behavior. The average exciton position is always located
along the A–D–A backbone structure (POS o 4), and the higher
energy states are more delocalized. Additionally, the number of
localized states remains constant, indicating smaller exciton
sizes than those with higher CT numbers. On the other hand,
the level of theory has a direct impact on the overall charge
delocalization. As an example, for the molecule with ACs, LC-
TD-DFTB/n-OB2 yields average values of hCTi = 0.76 and hd̃exci =
9.54 Å, in contrast to hCTi = 0.41 and hd̃exci = 5.68 Å with oB97X-
D/6-31G(d,p). Given the correlation between the descriptors
and the choice of long-range parameter, these results reinforce
the need for an o-optimization protocol to study excited states.

Fig. 6 Fragment-based analysis of DTP-IC-4Ph at the LC-TD-DFTB/n-
OB2 level of theory. (a) Excitation energies and oscillator strengths (color
bars) of the first 40 excited states are presented (top) along with the
excited states character (bottom). (b) DTP-IC-4Ph divided into 7 frag-
ments. (c) Electron–hole correlation plot of S35. Numbers in parentheses
correspond to the fragments presented in (b).
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4.3 Mobility-related properties

To complete the study, we determined relevant properties for
charge transfer and investigated how IP and EA vary over the
configurations. According to Table 3, internal intramolecular
reorganization energies (le/h

in ) exhibit an increasing trend in the
presence of alkyl chains, consistent with a higher energy cost for
accommodating the charge carriers in larger systems. Moreover,
the exciton binding energy (Eb) is found to have a negative
correlation with CT and d̃exc, as weaker-bounded excitons are
more susceptible to dissociation. For instance, at the DFTB level,
the presence of side chains results in higher CT and d̃exc values for
the first accessible excited state (S1), leading to a smaller electron–
hole Coulomb interaction and, subsequently, a reduction in Eb.
The equivalent is observed for DFT calculations. However, in this
case, the side chains reduce around 7% and 10% of CT and d̃exc

descriptors of S1 (see the ESI†), increasing the exciton binding
energy. Since the character of S1 remains essentially the same, the
difference in Eb is directly related to the change of o. Adding side
chains increases the optimized long-range parameter from
0.2a0

�1 to 0.3a0
�1, reducing the overall charge delocalization of

excited states, as discussed in Section S2.2 of the ESI.†

For the dielectric constants (e), opposite behaviors are
observed for each method, which is strongly related to the
orientation of side chains. In the semi-empirical approach,
alkyl groups significantly increase the electronic polarizability
(a) compared to the molecular volume expansion, and from
eqn (13), it results in higher e. On the other hand, although
both quantities increase upon adding side chains, in DFT
calculations, the increase in volume is more significant than
that in polarizability. As a result, the dielectric constant of the
complete molecule is reduced. As alkyl chains are quite flexible,
one should expect that several orientations are observed experi-
mentally, such that the average dipole moment is most likely to
reproduce the DTP-IC-4Ph† value. Therefore, the e without ACs
is a better estimate to match experimental values.

Finally, driven by the relationship between open-circuit
voltage and static energetic disorder,71 we examined the IP
and EA distributions over the ensemble of configurations from
Wigner sampling. While the dynamic disorder is determined
from temperature, the total disorder is estimated by the stan-
dard deviation of a Gaussian fit on IP and EA values obtained
from configurations generated via MD simulations of D:A
heterojunctions. In particular, we followed Brédas et al.71 and
respectively approximated the IP and EA values from the
HOMO and LUMO energies as a consequence of the close
values due to the long-range parameter optimization proce-
dure. Then, we fitted a normal distribution over the IP and EA
values of 385 out of the 1000 configurations that converged

Fig. 7 Exciton average position (POS) and charge-transfer number (CT)
descriptors of the first 50 excited states at the (a) LC-TD-DFTB/n-OB2 and
(b) oB97X-D/6-31G(d,p) levels of theory. The marker’s size is proportional
to the exciton size descriptor (dexc), and the color bar plot maps the
excitation energy. Colored regions correspond to localized states in each
fragment.

Table 3 Dielectric constant (e) at the ground state geometry, electron/
hole internal reorganization energy (le/h) and exciton binding energy (Eb)
values for DTP-IC-4Ph

System Method e le
in (eV) lh

in (eV) Eb (eV)

DTP-IC-4Ph oB97X-D 3.908 1.288 1.268 2.808
LC-TD-DFTB 15.850 0.303 0.199 0.952

DTP-IC-4Ph† oB97X-D 5.355 0.482 0.331 1.977
LC-TD-DFTB 5.745 0.264 0.181 1.367

Fig. 8 Gaussian fit of IP (upper panel) and EA (lower panel) distributions
over 385 configurations. The color code maps from low (blue) to high
(yellow) frequencies.
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during the self-consistent charge (SCC) scheme in the LC-DFTB
method. The results are presented in Fig. 8.

Despite the bell shape, both distributions are irregular and
asymmetric, most likely due to the small number of configura-
tions. We used a boxplot to determine the outliers to estimate a
standard deviation and fitted a normal distribution on the
remaining data. Even though there is no formal correspon-
dence between Wigner sampling and the classical configura-
tions, the standard deviation of 0.064 eV is consistent with the
total energetic disorder determined from 3000 MD configura-
tions of high-efficiency small molecule NFAs,71 given by 0.054
and 0.052 eV for FNIC1 and FNIC2, respectively.

5 Conclusion

In this work, we benchmarked the LC-TD-DFTB method against
the standard LC-TD-DFT level of theory for PAHs and a PAH-
based NFA, focusing on evaluating the impact of long-range
correction and the presence of side chains. An appropriate
long-range parameter optimization procedure is required once
it significantly influences the electronic structure, shifting
absorption spectra and especially the character of the excited
state. In particular, using experimental data as a reference for
the tuning procedure proved to be beneficial only for the LC-
DFTB method, failing to yield an optimal o value at the LC-DFT
level of theory.

When comparing both methods, the divergence is more
pronounced in the character of excited states, switching the
exciton distribution over the excitations. For anionic systems, a
substantial underestimation of electron affinities is reported.
The lack of exact short-range exchange interaction in the semi-
empirical method is likely to play a significant role, as it results
in higher o optimized values, changing the overall electronic
structure. From the PAH results, one can expect that, in the LC-
TD-DFTB/n-OB2 approach, the brightest state character will be
characterized appropriately. In contrast, the character of other
excited states may be interchanged, triggering the photody-
namics from the same starting point but leading to different
pathways. Concerning the organic semiconductor study, side
chains had a minor impact on the absorption spectrum profile.
However, they significantly changed the excited state character,
increasing the average exciton delocalization for DFTB-based
calculations. Mobility-related properties are also strongly sys-
tem and method-dependent. Ultimately, the tight-binding fra-
mework established a fast and flexible quantum description of
computationally demanding systems, enabling the qualitative
description of the organic semiconductor experimental absorp-
tion profile.
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