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# A kernel-based machine learning potential and quantum vibrational state analysis of the cationic Ar hydride $\left(\mathrm{Ar}_{2} \mathrm{H}^{+}\right) \dagger$ 
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#### Abstract

One of the most fascinating discoveries in recent years, in the cold and low pressure regions of the universe, was the detection of $\mathrm{ArH}^{+}$and $\mathrm{HeH}^{+}$species. The identification of such noble gas-containing molecules in space is the key to understanding noble gas chemistry. In the present work, we discuss the possibility of $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$existence as a potentially detectable molecule in the interstellar medium, providing new data on possible astronomical pathways and energetics of this compound. As a first step, a datadriven approach is proposed to construct a full 3D machine-learning potential energy surface (ML-PES) via the reproducing kernel Hilbert space (RKHS) method. The training and testing data sets are generated from $\operatorname{CCSD}(T) / C B S[56]$ computations, while a validation protocol is introduced to ensure the quality of the potential. In turn, the resulting ML-PES is employed to compute vibrational levels and molecular spectroscopic constants for the cation. In this way, the most common isotopologue in ISM, $\left.{ }^{[36} \mathrm{Ar}_{2} \mathrm{H}\right]^{+}$, was characterized for the first time, while simultaneously, comparisons with previously reported values available for $\left[{ }^{40} \mathrm{Ar}_{2} \mathrm{H}\right]^{+}$are discussed. Our present data could serve as a benchmark for future studies on this system, as well as on higher-order cationic Ar-hydrides of astrophysical interest.


The recorded presence of the simplest noble gas hydride cations, $\mathrm{HeH}^{+1}$ and $\mathrm{ArH}^{+},{ }^{2,3}$ in interstellar medium (ISM) has revolutionised gas-phase ion chemistry. The closed shell structure of noble gas $(\mathrm{Ng})$ atoms is responsible for these species being known to be chemically inert with a limited ability to interact with other molecular systems or atoms through extraordinarily weak van der Waals (vdW) forces. This claim is definitely true for neutral systems, however, the recent discoveries of argonium and helonium has confirmed that with the appropriate ligands, and under specific conditions of temperature and pressure, these species are capable of forming strong covalent bonds. ${ }^{4-9}$ In this way, our perception of noble gas molecules changes, expanding our knowledge about these systems and opening up new possibilities in the field of astrochemistry.

For all these reasons, it is not surprising that, in recent years, there has been a revival of interest in noble gas hydride

[^0]cations $\left[\mathrm{Ng}_{n} \mathrm{H}_{m}\right]^{+}(n, m>1)$ in order to employ the advances in computational quantum chemistry and experimental laboratory techniques, to help understand the chemical nature of these compounds and their evolution in the ISM. The first spectroscopic evidence for the existence of $\left[\mathrm{Ng}_{n} \mathrm{H}\right]^{+}$complexes dates back to 1972, when Bondybey and Pimentel ${ }^{10}$ recorded absorption bands at $905 / 644$ and $852 / 607 \mathrm{~cm}^{-1}$ in the infrared spectra of inert gas-hydrogen matrix samples, corresponding to $\mathrm{Ar}-\mathrm{H}_{2}{ }^{+} / \mathrm{D}_{2}{ }^{+}$and $\mathrm{Kr}-\mathrm{H}_{2}{ }^{+} / \mathrm{D}_{2}{ }^{+}$, respectively. Later studies along this line ${ }^{11-14}$ reassigned the bands to $\mathrm{Ar}_{n} \mathrm{H}^{+}$and $\mathrm{Ar}_{n} \mathrm{D}^{+}$structures without establishing the number of noble gas atoms present in the systems, and finally, Friedgen and Parnis ${ }^{15}$ through electron bombardment matrix isolation of $\mathrm{Ng} / \mathrm{Ng} /$ methanol mixtures ( $\mathrm{Ng}=\mathrm{Ar}, \mathrm{Kr}$ and Xe) revealed, among others features of proton-bound dimers, a peak at $903.8 \mathrm{~cm}^{-1}$ corresponding to the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$complex. More recently, $\mathrm{Ar}_{n} \mathrm{H}^{+}$complexes have also been produced in pulsed-discharge supersonic expansions containing hydrogen and argon, ${ }^{16}$ and species with $n=3-7$ have been characterized by infrared laser photodissociation spectroscopy, reporting measurements for different vibrational fundamental and combination band frequencies.

Simultaneously, $\left[\mathrm{Ng}_{2} \mathrm{H}\right]^{+}$cations have been investigated theoretically, in order to understand their electronic structures and bonding. ${ }^{14,16-32}$ One of the first studies by Lundell et al., ${ }^{18}$ analyzed the molecular properties of the proton-bound dimers using ab initio methods with both the effective core potentials
and all electron basis sets. In general, the $\mathrm{Ng}_{2} \mathrm{H}^{+}(\mathrm{Ng}=\mathrm{Ar}, \mathrm{Kr}$, Xe ) molecules were found to have a linear symmetric center $D_{\infty \text { h }}$ geometry. Although the first calculations for the $\mathrm{Ar}_{2} \mathrm{H}^{+}$ predicted unequal Ar-H bonds, ${ }^{18}$ the centrosymmetric $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$ structure was later confirmed. ${ }^{19}$ Therefore, more extensive investigations were performed on protonated rare gas homo/ hetero-dimers in order to determine the spectroscopic properties and binding energies employing $a b$ initio high level of theory methodologies. ${ }^{25,26}$

Our previous studies showed that $\mathrm{ArH}^{+8,9}$ is an inflexion point in the behaviors of the $\mathrm{NgH}^{+}$systems. Moreover, one should also add the singularity associated with the isotopes of Ar in ISM, which makes it a very attractive objective for the investigations. The Ar atom has three stable isotopes: ${ }^{36} \mathrm{Ar},{ }^{38} \mathrm{Ar}$ and ${ }^{40} \mathrm{Ar}$. In the Earth's atmosphere, Ar constitutes $0.94 \%$ of all the elements that compose the mass of dry air, being the third most abundant element. ${ }^{40} \mathrm{Ar}$ is the most abundant isotope with a ratio 1584 with respect to its homologues ${ }^{36 / 38} \mathrm{Ar}$ (1.00) 5.30). ${ }^{33}$ Notwithstanding, ${ }^{36} \mathrm{Ar}$ is the most common isotope in the ISM (84.6\%), followed by ${ }^{38} \mathrm{Ar}(15.4 \%)$ and traces of ${ }^{40} \mathrm{Ar}$ (0.025\%). ${ }^{34}$

Therefore, the complex formed by the addition of a new Ar atom to the simplest argon hydride cation, is proposed as a potentially detectable candidate in the ISM. The lack of dipole moment of this protonated Ar-dimer makes it impossible to observe through rotational spectroscopy. For this reason, its presence in the universe has to be confirmed using vibrational spectroscopy, or by rotation of the excited vibrational levels. In this way, some theoretical investigations have already been carried out to determine the vibrational spectrum of this molecule, and for that, it is essential to determine an accurate global potential energy surface (PES) for the $\mathrm{Ar}_{2} \mathrm{H}^{+}$system. There are few studies in which force-fields or full-PES (based on traditional fitting methods) have been generated for $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$. Among them, the earliest PES is that constructed by Qu et al. ${ }^{22}$ from QCISD/6-311++G(3df,3pd) ab initio calculations considering up to three-body terms in the potential expansion. Subsequently, Fortenberry ${ }^{25}$ reported quartic force-fields from CCSD(T)/CBS[TQ5], core-correlation and relativistic computations, while Tan et al. ${ }^{28}$ employed a Gaussian quadrature equally-spaced grid of $3000 \operatorname{CCSD}(\mathrm{~T}) /$ aug-cc-pVQZ//MP2/aug-cc-pVQZ points to build the PES. The most recent analytical 3D PES reported by Koner ${ }^{29}$ has been expressed in two-body (both short and long-range parts), and three-body terms, which have been parameterized to diatomic and triatomic $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pVQZ interaction energies, respectively, with the asymptotic behavior represented by a standard long-range expansion form for the diatomic potentials.

On the one hand, conventional fitting processes have been demonstrated that can provide high quality PESs, ${ }^{35-42}$ nevertheless, constructing such analytical representations of the PES can be a tedious and considerably time-consuming task. On the other hand, even in the case of a 3D molecular system, where high level quantum mechanical calculations are now feasible, the on-the-fly computation of the potential energy in any molecular dynamic calculations can be a computationally
expensive or unaffordable task, and issues such as a balance between the computer resources available and the desired accuracy should be considered. In this sense, the development of efficient and automatic schemes has been for a long time the cornerstone in computational molecular science research. Machine learning (ML) has become a popular and promising approach ${ }^{43-48}$ due to its ability to learn patterns in data without being explicitly programmed. Thus, machine learned PESs can identify an unbiased unknown function via training with a set of known molecular structures and energies. ${ }^{4-52}$ In this way they have become valuable and powerful tools in studying various physical-chemical processes, such as the vibrational analysis of a molecule, reducing both computational cost and efforts, as they can be directly evaluated without repetition of setup steps. Currently, most ML algorithms used for the PESs construction are either kernel-based or neural network (NN)based representations. ${ }^{53-58}$ The NN approaches are computationally efficient for multidimensional PESs, while kernelbased methods are more advantageous for small molecules, and they have become very attractive thanks to their effectiveness in describing high system nonlinear functions, even for small training sets. In particular, the RKHS approach ${ }^{59-62}$ reproduces exactly by construction all training data and at the same time captures correctly the asymptotic long-range potential interactions via appropriate kernel polynomials. ${ }^{63-67}$

Therefore, the purpose of this research is to generate a full kernel-based machine-learning potential energy surface for the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$molecule, trained on high quality $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}$ data, which would be capable of accurate predictions of energetics and spectroscopic properties for its known isotopologues, aiming to facilitate the astrochemical detection of such noble gas compounds in new ISM regions. Here, the strategy to develop a highly accurate kernel-based ML-PES will be discussed in detail and the results obtained will be compared with those from available literature.

## 1 Computational methods, results and discussion

### 1.1 Building up kernel-based ML-PESs

Of all the different ML-approaches, we chose here the kernelmethods, which are one of the most popular options due to their successful results with small training sets. These are defined as learning algorithms based on the memory of the training data set to predict a new value as a result of a linear combination of similarity basis functions, the well-known kernel functions. There are multiple kernel functions (such as the polynomial kernel, Gaussian kernel or hyperbolic tangent kernel) whose predictive performances depend on the representation of the data. Consequently, the main goal of these MLschemes is to accurately select the kernel function that best suits the data set.

In this work, we will focus on the RKHS method proposed by Ho and Rabitz, ${ }^{59}$ which has proven to be an excellent option to generate accurate predictions of spectroscopy properties as well
as in molecular dynamics applications. Furthermore, for small molecular system (species that do not exceed three atoms in their structure, such as in the case in this study) is able to reproduce smoothly all data training set in all different regions of the potential with RMSE values almost non-existent. Briefly, the full-PES form is written in matrix-form,

$$
\left[\begin{array}{c}
V_{1}  \tag{1}\\
V_{2} \\
\vdots \\
V_{N}
\end{array}\right]=\left[\begin{array}{c}
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{N}
\end{array}\right]\left[\begin{array}{cccc}
K\left(x_{1}, x_{1}^{\prime}\right) & K\left(x_{1}, x_{2}^{\prime}\right) & \cdots & K\left(x_{1}, x_{N}^{\prime}\right) \\
K\left(x_{2}, x_{1}^{\prime}\right) & K\left(x_{2}, x_{2}^{\prime}\right) & \cdots & K\left(x_{2}, x_{N}^{\prime}\right) \\
\vdots & \vdots & \ddots & \vdots \\
K\left(x_{N}, x_{1}^{\prime}\right) & K\left(x_{N}, x_{2}^{\prime}\right) & \cdots & K\left(x_{N}, x_{N}^{\prime}\right)
\end{array}\right]
$$

where $\alpha_{i}$ are the coefficients, $K\left(x, x_{i}^{\prime}\right)$ is the reproducing kernel function and $x_{i}^{\prime}$ represents the training data set, which are the geometries for which energies, $V_{i}$, have been determined from electronic structure calculations. The multidimensional kernel can be written as a direct product $K\left(x, x_{i}^{\prime}\right)=\prod_{j=1}^{M} k_{j}\left(x, x_{i}^{\prime}\right)$, with $M$ being the dimension of the problem, and $k_{j}\left(x, x_{i}^{\prime}\right)$ being the one-dimensional reproducing kernels for each one. The triatomic system under study is described by Jacobi coordinates $(r, R, \theta)$, where $r$ is the $\mathrm{ArH}^{+}$bond length, $R$ is the intermolecular distance of the Ar atom from the center of mass of the diatom, and $\theta$ is the angle between the $r$ and $R$ vectors. In this way, eqn (1) takes the following form:

$$
\begin{equation*}
V(r, R, \theta)=\sum_{i=1}^{N_{r}} \sum_{j=1}^{N_{R}} \sum_{k=1}^{N_{\theta}} \alpha_{i j k} q_{1}^{n^{\prime}, m^{\prime}}\left(r_{i}, r\right) q_{2}^{n, m}\left(R_{j}, R\right) q_{3}\left(z_{k}, z\right) \tag{2}
\end{equation*}
$$

with $q_{1}^{n_{1}^{\prime}, m^{\prime}}, q_{2}^{n, m}$ and $q_{3}$ being the one-dimensional kernel functions for the diatom distance-like $(r)$, the Ar-diatom distancelike $(R)$, and angle-like $(\theta)$ variables, respectively. In the above
equation, the reduced coordinate is $z=\cos \theta$, whereas, $N_{r}, N_{R}$ and $N_{\theta}$ are the number of ab initio calculated points in each coordinate. The reproducing distance-like kernel functions $q_{1}$ and $q_{2}$ are represented by the same form,

$$
\begin{align*}
q_{1,2}^{n, m}= & n^{2} \chi_{>}^{-(m+1)} B(m+1, n)_{2} \\
& \times F_{1}\left(-n+1, m+1 ; n+m+1 ; \frac{\chi_{<}}{\chi_{>}}\right) \tag{3}
\end{align*}
$$

where $\chi=r$ or $R$, respectively, $\chi>$ and $\chi_{<}$are the larger and smaller of the $\chi$, respectively, and the angle-like kernel function is given as $q_{3}\left(z, z^{\prime}\right)=\sum_{l l} \frac{(2 l l+1)}{2} P_{l l}(z) P_{l l}\left(z^{\prime}\right)$. The $n$ and $m$ superscripts refer to the order of smoothness of the function and its asymptotic behavior at large distances, with $n=2$, and $m=3$ accounting for the $R^{-4}$ leading dispersion interaction between the Ar atom and $\mathrm{ArH}^{+}$molecular ion. $B$ is the beta function, ${ }_{2} F_{1}$ is the Gauss hyper-geometric function, and $P_{l l}$ is the Legendre polynomials with $l l=0-18$.

In turn, in Fig. 1 a general flowchart is displayed summarizing the main steps in constructing kernel-based ML PESs:

- Data generation: this first step is the most crucial in the construction of an accurate PES, as the sampling of the data should be representative of the entire configuration space, especially those in physically important regions, and benchmarking the performance of ab initio methods, as well as computational resources should be adequately evaluated.
- Data preprocessing: this step consists of organizing the data and removing possible errors or inconsistencies, which may be present, allowing the extraction of meaningful information.


Fig. 1 Schematic representation of the kernel-based ML-PES protocol.

- Data preparation: at this stage the generated data are split into two subsets for training and testing. During the training, the kernel functions interpolate the training reference/ab initio set of data, reproducing them with excellent accuracy, while in the testing, the prediction of the trained model is estimated, and its under- or over-estimation error is evaluated. If the error obtained is greater than the established limited, then the kernel space training must be increased until successful results are obtained.
- PES model evaluation and production: at this point, the test set becomes important, as its data allow the performance of the model to be estimated. As a measure of its overall accuracy, it is common to compute the root-mean-square errors (RMSE) of the test data set. Once the evaluation/testing stage is completed, the ML-PES is able to make accurate predictions and then, it is ready to be used for some production task in a variety of molecular dynamics and/or spectroscopic studies.

Next, we address in detail each of these steps followed in the present PES construction.

### 1.2 Data generation and preprocessing: assessing electronic structure calculations

All $a b$ initio electronic structure calculations were performed with the MOLPRO 2022 program, ${ }^{68}$ while the DENEB software package ${ }^{69}$ was employed to generate and organize all input and output data files, respectively.
1.2.1 $\left[\mathrm{Ar}_{2} \mathbf{H}\right]^{+}$optimized structures. We started by performing optimization calculations at the $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pV6Z level of theory, followed by the corresponding harmonic normal mode frequency analysis. As in previous studies ${ }^{22,25,26,29}$ we found that the optimized equilibrium structure of the triatomic $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$complex shows a linear $\mathrm{Ar}-\mathrm{H}^{+}-\mathrm{Ar}$ configuration, belonging to the $D_{\infty h}$ point of the group, with $\mathrm{Ar}-\mathrm{H}^{+}$bond lengths of $1.5056 \AA$ and a total energy of -1054.34945185 a.u. (see Fig. 2). We should highlight that the $\mathrm{Ar}-\mathrm{H}^{+}$bond lengths in the $\mathrm{Ar}_{2} \mathrm{H}^{+}$ are larger compared with that of $1.2810 \AA$ in the isolated $[\mathrm{ArH}]^{+}$ molecule, ${ }^{8}$ as the incorporation of the new Ar atom causes distortion in the electronic density generating the elongation of the bond. As shown in Fig. 2, another linear optimized structure corresponding to $\mathrm{Ar}-\mathrm{Ar}-\mathrm{H}^{+}$geometry (local minimum) is found at an energy of $4767 \mathrm{~cm}^{-1}$ above the global minimum, with $\mathrm{Ar}-\mathrm{Ar}$ and $\mathrm{Ar}-\mathrm{H}^{+}$bond lengths of 3.1233 and $1.2801 \AA$, respectively, while the transition state structure between the two equilibrium configurations, $4478 \mathrm{~cm}^{-1}$ higher than the global minimum, has a bent geometry with $\angle \theta=109.5^{\circ}$ and $\mathrm{Ar}-$ Ar and $\mathrm{Ar}-\mathrm{H}^{+}$bond lengths of 3.3967 and $1.2810 \AA$, respectively.

The harmonic vibrational frequencies for the ${ }^{40} \mathrm{Ar}-\mathrm{H}^{+}-{ }^{40} \mathrm{Ar}$ structure from the $\operatorname{CCSD}(\mathrm{T}) / \operatorname{AV} 6 \mathrm{Z}$ computations are shown in Fig. 2, with the cation possessing four vibrational degrees of freedom: the symmetric $\mathrm{Ar}-\mathrm{H}^{+}$stretching $\left(v_{1}\right)$ at $322.82 \mathrm{~cm}^{-1}$, which is also known as the intermolecular $\mathrm{Ar} \cdots \mathrm{Ar}$ stretch, the degenerate proton $\left(\mathrm{H}^{+}\right)$bending $\left(v_{2}\right)$ at $680.34 \mathrm{~cm}^{-1}$, and the asymmetric $\mathrm{Ar}-\mathrm{H}^{+}$stretching $\left(v_{3}\right)$ at $959.08 \mathrm{~cm}^{-1}$, which is also known as the shared-proton stretching. The calculated harmonic zero-point-energy (ZPE) value is $1321.29 \mathrm{~cm}^{-1}$, with the harmonic vibrational frequencies being in line with the values


Fig. 2 Optimized equilibrium and transition state structures of $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$ from CCSD(T)/AV6Z computations (upper panel). Visualization of the calculated harmonic vibrational normal modes of the global minimum ${ }^{40} \mathrm{Ar}-\mathrm{H}^{+}-{ }^{40} \mathrm{Ar}$ conformer.
reported in previous QCISD/6-311++G(3df,3pd), MP2/AVQZ, $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AVQZ}$, and $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV} 5 \mathrm{Z}$ studies, ${ }^{2,25,26,29}$ as well as their corresponding intensities, with that of the shared-proton stretching mode presenting a high value of $4894 \mathrm{~km} \mathrm{~mol}^{-1}$ compared to the $v_{2}$ mode of $46.3 \mathrm{~km} \mathrm{~mol}^{-1}$, indicating the presence of this $v_{3}$ bright mode in the IR spectra.
1.2.2 $\left[\mathrm{Ar}_{2} \mathbf{H}\right]^{+}$dissociative pathways. Next, we examined the energetics of possible dissociation channels, and according to the $\operatorname{CCSD}(\mathrm{T}) /$ AV6Z calculation (see Fig. 3), the most likely direct dissociation pathway for the $[\mathrm{ArHAr}]^{+}$complex is into a Ar atom and $\mathrm{ArH}^{+}$molecular cation, situated at a relative energy of $5317 \mathrm{~cm}^{-1}$. As all fundamental vibrational frequencies are below this value, vibrational transitions can be detected, as well as a pure rotational spectrum if the conditions are adequate for its formation in the ISM. The next-lowest dissociation mechanism is for $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$to lose a hydrogen cation to form $\mathrm{Ar}_{2}$, with its energy cost being nearly seven times more than its predecessor at $35951 \mathrm{~cm}^{-1}$, while the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV} 6 \mathrm{Z}$ dissociation energies for the following channels are 38012,45073 , 55900 , and $55940 \mathrm{~cm}^{-1}$, respectively. Therefore, given that the most likely way for $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$to dissociate, and to do so by a wide


Fig. 3 Energetics of the dissociation pathways of $\mathrm{Ar}_{2} \mathrm{H}^{+}$from the CCSD(T)/AV6Z computations.
margin, is to form $\mathrm{ArH}^{+}$and an Ar atom, it seems likely that $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$is a precursor to the formation of $\mathrm{ArH}^{+}$. For that reason, the study of the interaction will focus on the dissociation of the system to the lowest $[\mathrm{ArH}]^{+}+\mathrm{Ar}$ channel.

In Table 1 we list the stepwise formation energies as the Ar atoms are bound around the proton, and one can compare the presented results to those previously reported. ${ }^{22,25,26,29}$ The binding of the first Ar to $\mathrm{H}^{+}$produces a strong bound dimer, while the interaction is much weaker when the second Ar is bound to the $\mathrm{ArH}^{+}$, as evident from the calculated first- and second-step formation energies in Table 1. The overall formation energy at $T=0 \mathrm{~K}$ for the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$is calculated by summing the stepwise formation energies, with the contribution of the first-step dictating the overall behavior. By comparing with previously reported data, the differences found are clearly due to the different methods and basis sets employed, such as the data of ref. 22 and 26 , respectively. In the case of the reported values in ref. 25 and 29 the energy differences of $\approx 2 \mathrm{kcal} \mathrm{mol}^{-1}$ come from the fact that the $\operatorname{CCSD}(\mathrm{T})$ and $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV} 5 \mathrm{Z}$ calculations have been carried out without including the basis set superposition error (BSSE) correction. One can see that even when large basis sets were used the BSSE is still important, as it could lead to an overestimation of the binding in molecular systems.
1.2.3 Reference data from electronic structure calculations. As mentioned, the quality of the data sets depends on
the accuracy of the electronic structure calculations, involving both the level of theory and basis set employed, while the amount of data is limited by the efficiency of the implemented method/code and computational resources available. For that reason, different levels of theory such as the second order Møller-Plesset perturbation (MP2), ${ }^{70}$ single and double excitation coupled cluster with perturbative triples $(\operatorname{CCSD}(\mathrm{T})),{ }^{71}$ as well as explicit correlated F12 methods, ${ }^{72}$ as implemented in the MOLPRO package, ${ }^{68}$ were employed to compute the total and interaction energies of the complex at various geometries. In total 35340 energies were computed at a grid of the intermolecular $r$ and $R$ distances ranging from 0.8 to $2.3 \AA$ and 1.8 to $8.0 \AA$, respectively, and for $\theta$ angles between $0-180^{\circ}$, using the correlation-consistent basis sets, ${ }^{73-75}$ such as AVQZ, AV5Z and AV6Z. The criterion for the selection of the $\operatorname{AV} n \mathrm{Z}, n=\mathrm{Q}-6$, basis sets in this study is based on the analysis reported in our previous work. ${ }^{8}$ The impact of the BSSE is also evaluated, through the counterpoise correction (CP), ${ }^{76}$ as $E_{\mathrm{BSSE}}\left(\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}\right)=\left(E_{[\mathrm{ArH}]^{+}}^{[\mathrm{Ar} 2]^{+}}\left(\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}\right)-E_{[\mathrm{ArH}]^{+}}^{[\mathrm{ArH}]^{+}}\left([\mathrm{ArH}]^{+}\right)\right)+$ $\left(E_{\mathrm{Ar}^{[\mathrm{Ar}} \mathrm{H}^{+}}(\mathrm{Ar})-E_{\mathrm{Ar}}^{\mathrm{Ar}}(\mathrm{Ar})\right)$, where $\quad E_{[\mathrm{ArH}]^{+}}^{\left[\mathrm{Ar}_{2}\right]^{+}}\left(\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}\right)$and $E_{\mathrm{Ar}}^{\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}}(\mathrm{Ar})$ are the energies of $[\mathrm{ArH}]^{+}$and Ar using the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$basis functions, while $E_{[\mathrm{ArH}]^{+}}^{[\mathrm{ArH}]^{+}}\left([\mathrm{ArH}]^{+}\right)$and $E_{\mathrm{Ar}^{+}}^{\mathrm{Ar}}(\mathrm{Ar})$ are the energies of $[\mathrm{ArH}]^{+}$and Ar , respectively. We also performed extrapolation of the correlation energies utilizing the two-point single inverse power function first introduced by Schwartz ${ }^{77} E_{n}=E_{\mathrm{CBS}}+\frac{A}{n^{3}}$, with $n=5$ and 6 , in order to obtain the energy at the complete basis set (CBS) limit.

Fig. S1 (see the ESI $\dagger$ ) shows representative plots of the total energy of $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$as a function of $R$ and $\theta$, while in Fig. S2 (ESI $\dagger$ ) one can see the BSSE corrections to the energy as a function of the $a b$ initio method, MP2, $\operatorname{CSSD}(\mathrm{T})$ and $\operatorname{CCSD}(\mathrm{T})-\mathrm{F} 12$, and the cardinal number $n$ of the $\mathrm{AV} n \mathrm{Z}$ basis sets. In both figures the estimates of the corresponding CBS[56] extrapolation are also displayed. As expected, the $\operatorname{CCSD}(\mathrm{T})$ total energies are lower than those obtained from the MP2 calculations, the increment of the basis set produces a further lowering in the total energy and a decrease in BSSE, being the extrapolation to the CBS limit the one that reduces it almost to zero. The case of the $\operatorname{CCSD}(\mathrm{T})$ F12 calculations should be highlighted, where the BSSE error is significantly reduced. On the basis of such evaluation tests, the $\operatorname{CCSD}(T) / \operatorname{CBS}[56]$ level of theory has been chosen for the

Table 1 Formation energies in $\mathrm{kcal} \mathrm{mol}^{-1}$ for $\mathrm{ArH}^{+}-\mathrm{Ar}$ at its linear configuration using the indicated basis sets and level of theory. ${ }^{22,25,26,29} \mathrm{~A}$ comparison with theoretical values from previous studies is also presented

|  | First-step $\mathrm{Ar}_{(\mathrm{g})}+\mathrm{H}_{(\mathrm{g})}^{+} \rightarrow[\mathrm{ArH}]_{(\mathrm{g})}^{+}$ | $\begin{aligned} & \text { Second-step } \\ & {[\mathrm{ArH}]_{(\mathrm{g})}^{+}+\mathrm{Ar}_{(\mathrm{g})} \rightarrow\left[\mathrm{Ar}_{2} \mathrm{H}\right]_{(\mathrm{g})}^{+}} \end{aligned}$ | Overall formation $2 \mathrm{Ar}_{(\mathrm{g})}+\mathrm{H}_{(\mathrm{g})}^{+} \rightarrow\left[\mathrm{Ar}_{2} \mathrm{H}\right]_{(\mathrm{g})}^{+}$ |
| :---: | :---: | :---: | :---: |
| QCISD/6-311++G(3df,3pd) ${ }^{22}$ | -96.01 | -14.30 | -110.13 |
| MP2/AVQZ ${ }^{26}$ | -91.86 | -15.66 | -107.52 |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AVQZ}^{29}$ | -93.96 | -15.56 | -109.52 |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV}^{\text {2 }}{ }^{25}$ | -94.10 | -16.60 | -110.70 |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV} 5 \mathrm{Z}$ | -92.94 | -15.46 | -108.40 |
| CCSD(T)/AV6Z | -93.28 | -15.31 | -108.59 |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}[56]$ | -93.57 | -15.14 | -108.71 |

generation of the reference data sets in this study, with the reference structures sampled in a 3D $(r, R, \theta)$ grid.

### 1.3 Representation of the RKHS ML-PES model: training, validation and testing

In order to assess the quality of the results obtained with the ML-potential, an action protocol was introduced to validate the RKHS-based ML-PES. This consists of three clearly differentiated stages.

1. Analysis of the resulting learning model potential at the same sets of points involved in the training procedure was carried out to ensure the reproducibility of the results obtained.
2. Production of new potential values outside the range of the input points (validation/testing data sets).
3. Monitoring regression diagnostics, such as a root mean square error (RMSE) threshold criterion with respect to the testing datasets should be fulfilled, otherwise more training data should be added.
1.3.1 Data preparation: grids and energy distributions. In this way, application of the kernel-based protocol implied an attempt to increase the size of datasets up to $13680 \operatorname{CCSD}(\mathrm{~T}) /$ CBS[56] ab initio points in the training procedure. The latter are equally distributed in a 16 -points grid in the $r$ coordinate ranging between 0.8 and $2.3 \AA$, a 45 -points grid in the internuclear distance $R$ from 1.8 to $8.0 \AA$, and a 19-points grid in the angle $\theta$ coordinate between 0 and $180^{\circ}$. We employed twelve sets of training data with $1200 / 1254,2280,2700 / 2736,3200 /$ 3344, 5130, 6080, 7200/7296 and 13680 points by choosing with different step sizes corresponding to 6 or $16,11,20,24$ or 45 , and 10 or 19 in the $r, R$ and $\theta$ coordinates, respectively, with all of them covering the same coordinate and energy ranges. In this manner, Fig. 4 depicts histograms of these data sets, showing similar distributions of energies.

Likewise, 21660 additional configurations and CBS/[56] energy data were also generated (see their energy distribution in the right panel of Fig. 5), for the potential evaluation in the


Fig. 4 Histograms of different size (see the number given in the top right of each panel) training data sets employed in building up the RKHS ML-PES models.


Fig. 5 RMSE values of the RKHS ML-PES models vs. the number of training set size (left panel). Histograms of total 21660 or 17703 datasets with energies below the dissociation threshold and 5000/4076 randomly chosen testing data sets (right panel), with the blue dashed line indicating the dissociation threshold.
testing stage in order to ensure its quality, as we will discuss next.
1.3.2 Comparative quality analysis: error diagnostics. Fig. 5 shows the systematic improvement of the RMSE of the RKHS ML-PES model with an increasing number of training data. We used a hold-out cross-validation scheme to select the best performing RKHS PES among the twelve trained models. The RMSE values were computed considering the total number of testing data, as well as by averaging the RMSE of 5000 randomly chosen points from the total of 21660 testing sets. Thus, one can see the quality of the RKHS PES as a function of the size of the training data with $1200 / 1254,2280,2700 / 2736,3200 / 3344$, 5130, 6080, 7200/7296 and 13680 points, shown in Fig. 4. As the size of the dataset increases, the RMSE values are decreasing. We also observed a large sensitivity on the RMSE values with respect to the sampling in the $\theta$ coordinate. In particular, we found that the RKHS PES models trained on the 1200 $(6 \times 20 \times 10), 2700(6 \times 45 \times 10), 3200(16 \times 20 \times 10)$ and $7200(16 \times 45 \times 10)$ datasets show much higher RMSE values (ranging between $60-130 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ ) compared to those obtained from the $1254(6 \times 11 \times 19), 2736(6 \times 24 \times 19)$, $3344(16 \times 11 \times 19)$ and $7296(16 \times 24 \times 19)$ ones (in the $0.1-10 \mathrm{kcal} \mathrm{mol}^{-1}$ range). The calculated RMSE values for all RKHS ML-PES models with respect to the total 21660 test data, 17703 datasets with energies below the dissociation threshold, and the two corresponding 5000/4076-randomly chosen testing sets show the same behaviour.

The correlation plots shown in Fig. 6 demonstrate the performance of the chosen RKHS ML-PES model compared to the 13680 training and 21660 testing data, in both attractive and repulsive regions of the potential. The RMSE values are also displayed as a function of energy ranges (see the right panel of Fig. 6). One can see that the RMSE values outside the training zone are $0.098 \mathrm{kcal} \mathrm{mol}^{-1}$ up to dissociation energies over 17703 configurations (see also the left panel of Fig. 5), and a total mean absolute error (MAE) lower than $0.001 \%$ over 21660 configurations and up to energies of $100 \mathrm{kcal} \mathrm{mol}^{-1}$ above dissociation.


Fig. 6 Correlation plots showing the performance of the RKHS ML-PES against the reference $\operatorname{CCSD}(\mathrm{T}) / C B S[56]$ energies for both training (left panel) and testing (right panel) data. The RMSE and MAE values are also displayed as a function of $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}[56]$ energies (right panel).

By analysing the overall quality of the RKHS ML-PES, it is observed that the number of training data required for the construction of the ML-PES is lower than or close to those used in other previous studies, such as in ref. 22 and 29. In the first PES, ${ }^{22} 7400 a b$ initio energies were required in the fitting procedure with an RMSE of $0.143 \mathrm{kcal} \mathrm{mol}^{-1}$, while for the parameterization of the other PES, ${ }^{29}$ in total 13940 ab initio energies have been used, and a RMSE of $0.057 \mathrm{kcal} \mathrm{mol}^{-1}$ has been reported. These differences are logical, since a greater number of points allows us to obtain a priori a better approximation of the values. Nevertheless, it is observed that despite the fact that almost the same number of points has been used for the design of the PES of ref. 22 and ours here, the RMSE of $0.00012 \mathrm{kcal} \mathrm{mol}^{-1}$ found in the present RKHS ML-PES is significantly lower for the training set data. This is undoubtedly due to the use of a learning process based on kernel methods that significantly reduces the number of data needed to develop a high-accuracy PES, instead of an analytical potential, as demonstrated in other recently published works.
1.3.3 Orientational anisotropy effects: potential topology. Apart from the typical quantitative error analysis of the RKHS ML-PES, presented in the previous subsection, we also proceed with potential curves plots along representative coordinates of the hydride cation under study.

In this way, Fig. 7 displays comparisons of the present RKHS scheme in different regions of the $\left[\mathrm{Ar}_{2} \mathrm{H}^{+}\right]$potential as a function of the $R$ coordinate for given $\theta$ angle values and selected $r$ distances. The upper panels show the RKHS ML potential curves at $r=1.2801$ and $1.5056 \AA$, corresponding to the equilibrium bond length of the $\mathrm{ArH}^{+}$and $\left[\mathrm{ArH}^{+} \mathrm{Ar}\right]$ cations. These configurations form part of the testing data set, while the RKHS potential curves shown in the middle and lower panels of Fig. 7 correspond to configuration and energies with $r$ values in the training range of the $\operatorname{CCSD}(\mathrm{T}) / \operatorname{CBS}[56]$ ab initio data. In this way, one can see that the RKHS ML-PES describes smoothly the $a b$ initio data for all angular orientations of the system for all cases analyzed.

In turn, particular characteristics of the full 3D RKHS MLpotential for the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$cation were also analyzed. Thus, in order to further check the smoothness of the PES, we present


Fig. 7 Comparison of the RKHS ML-PES energies (solid lines) with the CCSD(T)/CBS[56] reference values (circle symbols) as a function of $R$ distance at the indicated $\theta$ and $r$ values
two-dimensional contour plots, as an excellent tool to visualize three-dimensional data in an easy and intuitive way. Therefore, Fig. 8 shows few representative contour plots of the RKHS MLpotential in the $(r, R)$-plane for linear configurations, and $(\theta, R)$ plane, with $r$ fixed at the equilibrium distances of the $\mathrm{ArH}^{+}$and $\mathrm{ArH}^{+} \mathrm{Ar}$ systems.

One can see that the global minimum corresponds to the linear $[\mathrm{Ar}-\mathrm{H}-\mathrm{Ar}]^{+}$configuration with a well-depth equal to $38011.37 \mathrm{~cm}^{-1}$ ( $108.68 \mathrm{kcal} \mathrm{mol}^{-1}$ ) for the ML-PES, located at $R=2.974 \AA$ and $r=1.5058 \AA$. The difference between $a b$ initio calculations and our algorithm are $0.03 \mathrm{~cm}^{-1}$, almost negligible, indicating that the kernel-based model describes smoothly this region of the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$PES. The second PES's minimum coincides with the antilinear configuration of the complex, $[\mathrm{Ar}-\mathrm{Ar}-\mathrm{H}]^{+}$, with $R=3.20 \AA$ and an energy of $-30022.97 \mathrm{~cm}^{-1}$ $\left(-85.84 \mathrm{kcal} \mathrm{mol}^{-1}\right)$. Like its predecessor, there is an excellent correlation between the values obtained with the ML-potential and the ab initio data for such asymmetric linear configurations. The potential barrier between the global and local potential minima corresponds to the T-shaped configuration at $R=3.40 \AA$ with an energy of $-29753.66 \mathrm{~cm}^{-1}$ $\left(-85.07 \mathrm{kcal} \mathrm{mol}^{-1}\right)$. Such double-minimum topological aspects of the $\mathrm{Ar}_{2} \mathrm{H}^{+}$ML PES are shown in Fig. 8.

### 1.4 Bound state calculations: quantum effects on vibrations

In turn, once the quality of the RKHS ML potential is evaluated, we then employed it, by direct potential function implementation at any molecular configuration, to compute vibrational bound states, aiming to investigate the effect of the potential shape on the vibrations and facilitate spectroscopic data for different isotopic species. Bound state calculations were carried out using the DVR3D program ${ }^{78}$ by solving the nuclear timeindependent Schrödinger equation with an exact kinetic energy operator. We used the Jacobi $(r, R, \theta)$ coordinates to represent the Hamiltonian matrix in a 3D discrete variable representation (DVR) grid of points. A Morse-like oscillator basis set was used for the radial $r$ and $R$ coordinates and Gauss-associated


Fig. 8 Two-dimensional contour plots of the RKHS ML-PES for $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$ complex in the ( $r, R$ )-plane for $\theta=0^{\circ}$ (upper panel) and ( $\theta, R$ )-plane for $r=$ 1.2810 (middle panel) and $1.5056 \AA$ (lower panel). The equipotential curves start at the energy of $38000 \mathrm{~cm}^{-1}$ with intervals of 2000 (upper panel) and $500 \mathrm{~cm}^{-1}$ (middle and lower panels).

Legendre functions for the angular coordinate, $\theta$. The parameters of the radial basis set were optimized to ensure convergence of the lowest twenty $J=0$ energy levels, and as a result the optimal set of $D_{\mathrm{e}}, r_{\mathrm{e}}$ and $\omega_{\mathrm{e}}$ Morse parameters were 0.021/ 0.0016 a.u., 3.45/6.06 a.u. and $0.012 / 0.00075$ a.u. for the $r / R$ grid. Given the importance of different isotopes, due to their abundance in ISM, and thus their potential detection in a variety of astrophysical environments, we decided to consider the ${ }^{36} \mathrm{Ar}$ and ${ }^{40} \mathrm{Ar}$ isotopologues for the spectroscopy analysis. With that purpose and taking into account that the electronic
structure of the different isotopes of the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$system is the same, only modifications in the kinetic energy operator involving the mass of Ar and reduced mass of the $\mathrm{ArH}^{+}$diatom, $\frac{1}{\mu}=\frac{1}{m_{\mathrm{Ar}}}+\frac{1}{m_{\mathrm{H}}}$, where $m_{\mathrm{Ar}}=35.967545105 / 39.9623831225$ and $m_{\mathrm{H}}=1.00782503207 \mathrm{a} . \mathrm{u}$. are the nuclear/atomic masses of ${ }^{36 / 40} \mathrm{Ar}$, and H isotopes, ${ }^{79}$ respectively, were used. For the evaluation of integrals, 55/55-point Gauss-Laguerre and 60point Gauss-Legendre quadratures between 0 and $180^{\circ}$ were used, for radial and angular coordinates, respectively, with the range of quadrature points in $r$ and $R$ coordinates being 2.074.49 a.u., and 4.72-7.07 a.u, respectively.

In this way, the $J=0$ energy levels calculated with the present $\mathrm{Ar}_{2} \mathrm{H}^{+}$ML-PES are listed in Table S1 (see the ESI $\dagger$ ) for the ${ }^{36} \mathrm{Ar} /{ }^{40} \mathrm{Ar}$ isotopes. One can see that the quantum effects on the vibrational bound states for the two isotopologues of Ar are subtle. The anharmonic ground state energies are found at 1367.0 and $1356.6 \mathrm{~cm}^{-1}$ above the global minimum of the PES corresponding to the anharmonic ZPEs of the ${ }^{36} \mathrm{Ar}_{2} \mathrm{H}^{+}$and ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}^{+}$, respectively. By comparing with the computed harmonic ZPE of $1321.3 \mathrm{~cm}^{-1}$ for the ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}^{+}$, one can see that there is a positive anharmonicity counting of $35.3 \mathrm{~cm}^{-1}$, that we will discuss later on each vibrational mode. The anharmonic ZPE of $1376.2 \mathrm{~cm}^{-1}$ has been previously reported on a $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AVQZ}$ parameterized $\mathrm{PES}^{29}$ for ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}^{+}$, which is within $19.6 \mathrm{~cm}^{-1}$ of the present value. Moreover, the ZPE values of 1400 and $1391.3 \mathrm{~cm}^{-1}$ for ${ }^{36} \mathrm{Ar}_{2} \mathrm{H}$ and ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}$, respectively, were obtained from a combined $\operatorname{CCSD}(\mathrm{T}) / \mathrm{AV} 5 \mathrm{Z}$ and quartic force field analysis, ${ }^{25}$ which are in accord with the present ones within $34.7 \mathrm{~cm}^{-1}$ in the ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}^{+}$case.

In Fig. 9 the calculated bound vibrational energies are plotted together with the minimum energy path of the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CBS}[56]$ RKHS ML-PES along the $\theta$ coordinate by optimizing both $r$ and $R$ radial coordinates, while Fig. 10 displays radial and angular probability distribution plots for a few selected states. By analyzing the nodal structure of the probability density functions for each calculated state, one can


Fig. 9 Minimum energy path for RKHS ML-PES together with the 20 lowest $J=0$ vibrational states for the $\left[{ }^{40} \mathrm{Ar}_{2} \mathrm{H}\right]^{+}$isotope.


Fig. 10 Angular (upper panel) and radial (middle and lower) density distributions of the indicated vibrational states of the $\left[{ }^{40} \mathrm{Ar}_{2} \mathrm{H}\right]^{+}$isotope.

Table 2 Comparison of vibrational bands (in $\mathrm{cm}^{-1}$ ) for the ${ }^{40} \mathrm{Ar}_{2} \mathrm{H}^{+}$ molecule calculated with the present CCSD(T)/CBS[56] RKHS ML-PES to those reported in previous theoretical studies, ${ }^{25,26,28,29}$ and experimental, gas-phase ${ }^{16}$ /matrix ${ }^{10,14,15}$ measurements. In the first two columns the vibrational level number ( $\nu$ ) and a vibrational mode assignment ( $\nu_{1}, \nu_{2}, \nu_{3}$ ) are given

| $\nu$ | $\nu_{1}, \nu_{2}, \nu_{3}$ | This work | Theory $^{\text {abcd }}$ | Expt. ${ }^{e f}$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $1,0,0$ | 290.7 | $291.8 / 292 /-/ 271.4$ | $-/-$ |
| 2 | $2,0,0$ | 580.7 | $579.6 /-/-/-$ | $-/-$ |
| - | $0,1^{1}, 0$ | 651.2 | $660.5 / 670 /-/ 648$ | $-/-$ |
| 3 | $3,0,0$ | 866.2 | $862.5 /-/-/-$ | $-/-$ |
| 4 | $0,0,1$ | 977.0 | $994.3 / 986 / 1000 / 1094.7$ | $989 / 905,903,903.8$ |
| 6 | $1,0,1$ | 1238.7 | $1246.8 / 1237 / 1253 /-$ | $1237 /-$ |
| 9 | $2,0,1$ | 1492.2 | $1493.3 / 1484 / 1500 /-$ | $1485 /-$ |
| 12 | $3,0,1$ | 1732.1 | $1732.8 / 1730 / 1750 /-$ | $1726 /-$ |
| 15 | $4,0,1$ | 1958.8 | $1964.8 / 1989 /-/-$ | $2041 /-$ |
| 17 | $0,1,1$ | 2094.6 | $2133.3 / 2136 /-/-$ | $2124 /-$ |
| Ref. 29. ${ }^{b}$ Ref. $28 .{ }^{c}$ Ref. $26 .{ }^{d}$ Ref. $25 .{ }^{e}$ Ref. 16. ${ }^{f}$ Ref. 10, 14 and 15. |  |  |  |  |

extract the corresponding assignment, and thus states have been assigned according to the $\nu_{1}, v_{2}$ and $\nu_{3}$ vibrational quantum numbers.

Likewise, the vibrational bands (in $\mathrm{cm}^{-1}$ ) for the $\left[{ }^{40} \mathrm{ArH}\right]^{+}$are collected in Table 2, and their values are compared with recent theoretical calculations, ${ }^{25,26,28,29}$ as well as experimental data
from gas phase infrared photodissociation spectra (IRPD), ${ }^{16}$ and matrix infrared spectral measurements in $\mathrm{Ar} / \mathrm{H}_{2}$ mixtures ${ }^{10}$ and doped noble-gas matrices ${ }^{14,15}$ available in the literature. One can actually see that experimental measurements are available for the fundamental asymmetric stretching, $v_{3}$, frequency in gas-phase and matrix environments, ${ }^{10,14-16}$ with the gas-phase value of $989 \mathrm{~cm}^{-1}$ being higher than those of 905, 903.8 and $903 \mathrm{~cm}^{-1}$ in the Ar-matrix. Our prediction at $977.0 \mathrm{~cm}^{-1}$ is within $12 \mathrm{~cm}^{-1}$ from the gas-phase experimental value for the $\mathrm{Ar}_{2} \mathrm{H}^{+}$. Next, the fundamental symmetric stretching, $v_{1}$, frequency for $\mathrm{Ar}_{2} \mathrm{H}^{+}$is calculated at $290.7 \mathrm{~cm}^{-1}$ in close accord to previously computational reported estimates, ${ }^{25,28,29}$ while the fundamental $v_{2}$ bending frequency, obtained from $J=1$ DVR3D calculations, is $651.2 \mathrm{~cm}^{-1}$, within $3-20 \mathrm{~cm}^{-1}$ from the previously calculated values of $660.5,670$ and $648 \mathrm{~cm}^{-1}$ given in ref. 25, 28, and 29 (see Table 2).

Also, we should point out that by comparing with the normal harmonic mode frequencies we found that they differ by 20 and $30 \mathrm{~cm}^{-1}$ approximately (see Fig. 2), suggesting that the anharmonic effects in this complex are considerable. In addition, comparisons of the predicted $n \nu_{1}+\nu_{3}$ combination bands (with $n=1-4$ ) with those experimental measurements reported ${ }^{16}$ from IR photodissociation spectroscopy for the $\left[\mathrm{Ar}_{3} \mathrm{H}\right]^{+}$are also shown in Table 2. We can observe that they are in reasonable
accord, within an error less than $7 \mathrm{~cm}^{-1}$, except for the $4 \nu_{1}+\nu_{3}$ with a difference of around $80 \mathrm{~cm}^{-1}$ (see Table 2). All these results seem to indicate that the ML-PES constructed in this work makes a realistic prediction for the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$complex. Moreover, as previously suggested, ${ }^{16,23,80}$ this finding could also indicate that this system is the core for more large argon hydrides, $\left[\mathrm{Ar}_{n} \mathrm{H}\right]^{+}$, and cations.

## 2 Summary and conclusions

This work was motivated by the previous knowledge that theoretical quantum chemistry treatments could provide useful spectroscopic data for the detection of new molecules in the laboratory experiments or even in the ISM. Nowadays, the use of quantum chemistry calculations in astrochemical detection has become standard for species that have not even been synthesized in the laboratory, and high-quality data is in demand. Naturally-occurring noble gas molecules are part of such compounds, and will be likely dominated by Ar. Furthermore, advances within the field of machine learning provide higher-level, more flexible and adaptive approaches compared to traditional methods for PESs construction, making it a powerful tool within theoretical chemistry.

Thus, the present study focused on the quantum chemical, spectroscopic analysis of the $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$molecule, that was previously shown to present at least a stable minimum on its potential surface, although for such species spectroscopic data are scarce/limited or still have no available date especially those determined from fully coupled computations. The $\left[\mathrm{Ar}_{2} \mathrm{H}\right]^{+}$, in terms of structure, is the simplest form of a protonated cluster, and at first glance, this triatomic system is small enough for constructing a full-dimensional potential surface. Due to its high symmetry, conventional theoretical techniques could be used for its fundamental vibrational analysis, although for higher vibrational transitions significant vibrational coupling is present requiring fully coupled treatments. Therefore, here we evaluated the performance of different high-level ab initio electronic structure methods, and interactions energies from $\operatorname{CCSD}(\mathrm{T}) / \mathrm{CSB}[56]$ calculations at a broad grid of intermolecular $R$ distances and the whole range of angular configurations are obtained. These energies were divided into training and testing data for the construction of a 3D ML-PES based on a RKHS scheme. To ensure the robustness of the ML-algorithm used, a potential validation protocol was developed, obtaining a low RMSE value with respect the $a b$ initio energies. The RKHS ML PES was found to describe the main aspects of the underlying interactions, and was then used to perform bound state calculations for determining quantum anharmonic effects. Vibrational states were computed and vibrational bands were appropriately assigned to specific quantum excitations. The corresponding transition frequencies for both fundamentals and few overtone progressions were found to compare well with the available experimental data in the literature.

Consequently, this work treats accuracy issues in developing potential interaction ML models that can then provide useful
data for the spectral characterization of such proton-bound Ng containing complexes, and will enhance and/or assist further laboratory, modelling and interstellar studies for detecting such natural Ng molecules in the ISM.
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