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Excited-state dynamics of 4-hydroxyisoindoline-
1,3-dione and its derivative as fluorescent probes†

Li Zhao,a Simin Jiang,b Yanmei He,bc Luling Wu, *d Tony D. James de and
Junsheng Chen *b

Fluorescent probes have become promising tools for monitoring the concentration of peroxynitrite,

which is linked to many diseases. However, despite focusing on developing numerous peroxynitrite

based fluorescent probes, limited emphasis is placed on their sensing mechanism. Here, we investigated

the sensing mechanism of a peroxynitrite fluorescent probe, named BHID-Bpin, with a focus on the

relevant excited state dynamics. The photoexcited BHID-Bpin relaxes to its ground state via an efficient

nonradiative process (B300 ps) due to the presence of a minimum energy conical intersection between

its first excited state and ground state. However, upon reacting with peroxynitrite, the Bpin moiety is

cleaved from BHID-Bpin and BHID is formed. The formed BHID exhibits strong dual band fluorescence

which is caused by an ultrafast excited-state intramolecular proton transfer process (B1 ps).

1. Introduction

Peroxynitrite (ONOO�) is generated by the combination of
nitric oxide and a superoxide anion radical. Due to its strong
nucleophilicity and oxidative activity, ONOO� is associated with
various pathways in cells, including apoptosis and cell death.1–3

Through detecting the abnormal concentrations of ONOO�,
it is easy to track the origin of diseases. For example, an
increased ONOO� will be observed in acetaminophen-induced
liver injury.4,5 Hydrogen peroxide (H2O2) is another unique
reactive oxygen species which plays an important role in
triggering a response within the cell. Abnormal levels of H2O2

are implicated in diabetes, aging and cancer.6 These reactive
oxygen/nitrogen species have short lifetimes, which can be
detected by fluorescent probes with the merits of high sensitivity,
excellent selectivity, fast response, real-time visualization, etc.7

Significant efforts have been devoted to the development of
fluorescent probes based on the common fluorophores, such as
coumarin,8 hemicyanine,9,10 anthracene,11 and naphthalimide,12,13

for sensing reactive oxygen/nitrogen species with reliable detec-
tion performance. The probes were designed based on different
photophysical mechanisms, such as the photoinduced electron
transfer (PeT) mechanism,14–18 intramolecular charge transfer
(ICT),19–21 excited state intramolecular proton transfer (ESIPT),22,23

Förster resonance energy transfer (FRET),24,25 solvatochromism
and aggregation-induced emission (AIE).26–28 To date, most of
the studies focused on the synthesis aspect of new fluorescent
probes for reactive oxygen/nitrogen species sensing, while the
more fundamental studies addressing the photophysics and their
sensing mechanisms are still rare. Yet a thorough understanding
of their sensing mechanism is beneficial for further improvement
of their performance and successful development of new fluores-
cent probes.

ESIPT is a crucial photophysical process, which causes
double emission bands in fluorophores due to the photoisome-
rization of enol and keto forms.22 One of the important
advantages of ESIPT fluorophores is a large Stokes shift, which
can ensure the scattered excitation light to be filtered out
completely. As a result, ESIPT has been widely used for the
construction and development of fluorescent probes for the
detection of biomarkers.29 Taking advantage of the ESIPT
process, we recently developed a peroxynitrite probe (Fig. 1a,
BHID-Bpin), which is non-fluorescent because the phenol is
blocked by phenylboronic acid pinacol ester which inhibits the
ESIPT process. Upon its oxidation and cleavage by ONOO�/
H2O2, protons of the hydroxyl group in the product (BHID) can
be transferred to the adjacent keto unit under photoexcitation.
This unique process ensures that BHID is fluorescent with an
emission centred at 515 nm in aqueous solution.30 The devel-
oped fluorescent probe exhibits high sensitivity for ONOO�/
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H2O2. However, a clear picture concerning its sensing mecha-
nism remains elusive, especially its fluorescence turn on
response to ONOO�. Herein, we employed time-resolved optical
spectroscopy, density functional theory (DFT), time-dependent
density functional theory (TDDFT) and excited-state dynamic
simulations to study the underlying sensing mechanism of the
reported fluorescent probe with a focus on its excited state
dynamics and its fluorescence turn on response mechanism.

2. Experimental details
2.1 Synthesis of BHID-Bpin and BHID

The probe BHID-Bpin and reference sample BHID were synthe-
sized by following a reported procedure.30 The detailed infor-
mation can be found in the ESI.†

2.2 Steady-state absorption spectroscopy and fluorescence
spectroscopy

Steady state absorption spectra were measured using a Cary
5000 UV/Vis/NIR spectrophotometer. Steady state fluorescence
spectra and fluorescence decay curves were measured using a
FluoTime 300 spectrometer. The fluorescence quantum yield
(FQY) was measured based on a relative method. Quinine
sulfate dissolved in 0.5 M H2SO4 was used as the reference
sample with a FQY of 54.6%.31 The FQY was calculated based
on the whole fluorescence spectrum range as shown in Fig. 1b.

2.3 Femtosecond transient absorption (fs-TA) spectroscopy

The fs-TA experiments were performed by using a femtosecond
pump–probe setup. Laser pulses (796 nm, 60 fs pulse length, 1
kHz repetition rate) were generated using a regenerative ampli-
fier (Spitfire) seeded using a femtosecond oscillator (Tsunami,
both spectra physics). For the pump, we used the TOPAS C
(light conversion) to obtain pulses with a central wavelength
located at 320 nm. The pump pulse energies were set to 10 nJ
per pulse. The spot size was approximately 0.2 mm2 for the
pump beam. For the probe, we used supercontinuum genera-
tion from a thin Sapphire plate. The mutual polarization
between the pump and probe beams was set to the magic angle

(54.71) by placing a Berek compensator in the pump beam.
There is no photodegradation after fs-TA experiments by check-
ing the steady-state absorption spectra. The global analysis was
performed by using the Glotaran software package (https://
glotaran.org).32 A simple sequential decay model with two or
three components was used to perform SVD global fitting.33

3. Computational methods

The most stable structures of BHID-Bpin and BHID in the
ground state (S0) and the lowest singlet excited state (S1) were
optimized without any constraint using DFT and TDDFT meth-
ods, respectively. The Becke three-parameter hybrid exchange
functional with the Lee–Yang–Parr gradient-corrected correla-
tion functional (B3LYP) with the long-range correction state
of the coulomb-attenuating method (CAM-B3LYP)34 and the
6-31+G(d,p) basis set35 were used for all the calculations.
All optimized geometries were further verified to be the global
minima in the corresponding potential energy surface by
carrying out vibrational frequency analysis (no imaginary
frequency). The polarizable continuum model (PCM) using
an integral equation formalism variant (IEF-PCM)36,37 was
employed to consider the solvent effect of acetonitrile (ACN).
The vertical excitation energies and corresponding oscillator
strength were calculated with the TDDFT//CAM-B3LYP//6-
31+G(d,p) method at the ground state stable structures with
six low-lying electronic transitions. In order to study the ESIPT
process of the BHID system, the S0 and S1 potential energy
surfaces were scanned by keeping the O1–H6 distance (Fig. 1a)
fixed at a series of values. Furthermore, the S1 dynamics
simulations of BHID were performed at the TDDFT//B3LYP//
6-31G(d,p) level using the NEWTON-X program38 interfaced
with Gaussian 09. Here, the B3LYP functional was used for
the simulation, because in general the calculation speed with
the B3LYP functional is much faster than that with the CAM-
B3LYP functional. The correction for the long-range interaction
is not included in the B3LYP functional.34 A total of 15 trajec-
tories were run with a time step and a maximum simulation time
of 0.5 fs and 200 fs, respectively. The initial conditions were

Fig. 1 (a) Reaction between probe BHID-Bpin and ONOO�/H2O2. (b) Absorption and fluorescence spectra of BHID-Bpin and BHID in acetonitrile, lex =
320 nm, and concentration (c) = 2 � 10�5 mol L�1.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

/2
0/

20
26

 6
:1

7:
25

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

https://glotaran.org
https://glotaran.org
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp05777a


13508 |  Phys. Chem. Chem. Phys., 2024, 26, 13506–13514 This journal is © the Owner Societies 2024

generated from a Wigner distribution, with the frequencies and
normal modes calculated with the DFT//B3LYP//6-31G(d,p)
method. Furthermore, the dynamics simulation results of BHID
were confirmed by using the TDDFT//CAM-B3LYP//6-31+G(d,p)
method with a reduced number of trajectories (7 trajectories).
The excited state behaviour of the BHID-Bpin system was
examined through a truncated model, which preserves the
conjugated system that is essential for the electronic excitation.
Such a truncated model can represent the main electronic
structure of the conjugated system and reduce computational
power cost. The Franck–Condon (FC) point, the minimum
energy conical intersection (MECI) between S1 and S0, and the
transition state (TS) between FC and MECI were optimized with
the state-averaged complete active space self-consistent field
(CASSCF) method with the 6-31G(d,p) basis set. Two electronic
states were included with equal weights. The active space is
composed of 4 electrons distributed in 4 orbitals. The active
space is validated by comparing the calculated vertical excitation
energy of the system with a larger active space (8 electrons
distributed in 8 orbitals), employing both the 6-31G(d,p) and
aug-cc-pVDZ basis sets (Table S2, ESI†), in which the obtained
vertical excitation energies do not show a significant difference.
It is worth noting that, to compare the effect of aqueous
environments on the sensing mechanism, we also conducted
calculations considering the solvent effect of water. Further-
more, to simulate the formation of intermolecular hydrogen
bonds in an aqueous environment, one explicit water molecule
was added in the BHID system. All the DFT and TDDFT electro-
nic structure calculations were carried out by using the Gaussian
09 program package,39 and the CASSCF and CASPT2 methods
were performed with the openMolcas software.40

4. Results and discussion

Considering that the interaction (e.g. hydrogen bond) between
the solvent and BHID-Bpin/BHID molecules will affect the under-
standing of their intrinsic excited state dynamics, we carried out
all the relevant optical spectroscopy measurements and theore-
tical calculations in the organic solvent (acetonitrile). It is free
from strong solvent–solute interactions (e.g. hydrogen bond)
compared to water. Furthermore, acetonitrile is a good solvent
to dissolve these compounds at high concentrations (B500 mM,
for optical density to reach around 0.3 in a 1 mm optical path
cuvette) for fs-TA measurements. As shown in Fig. 1b, BHID-Bpin
and BHID show a similar absorption peak located at 330 nm. This
indicates that the Bpin group is not conjugated with the BHID;
instead, it prevents the ESIPT process to occur in BHID-Bpin.
However, they show very different fluorescence (Fig. 1b) under
320 nm light excitation. BHID-Bpin exhibits an ultraviolet emis-
sion at B378 nm, while BHID shows dual emissions centred at
B380 nm and B550 nm with a big difference of PL intensity,
revealing that the ESIPT process occurs in BHID. The higher
fluorescence quantum yield (FQY) of BHID (15%) compared to
BHID-Bpin (0.6%) further indicates that the Bpin unit causes the
fluorescence quenching in BHID-Bpin (Table 1).

The fluorescence decay curves were collected by time-
correlated single photon counting (TCSPC) spectroscopy.
As shown in Fig. 2, the PL decay of BHID-Bpin is rather fast
(B300 ps) which is close to the instrumental response function
(IRF). It could be attributed to the efficient nonradiative decay
process since the FQY of BHID-Bpin is extremely low (0.6%).
For BHID, the fluorescence lifetimes detected at 375 nm and
560 nm are o 200 ps and 5 ns, respectively. The fast decay of
ultraviolet emission at 375 nm was not well resolved because
the IRF of the TCSPC method is around 200 ps. The different
fluorescence intensities and lifetimes indicate that the two
fluorescence peaks (380 nm and 555 nm) originate from two
different excited-state species of BHID.

By using the femtosecond transient absorption spectroscopy
(fs-TA, IRF B 100 fs), the excited state dynamics of BHID-Bpin
and BHID can be resolved at an ultrafast timescale. With an
excitation of 320 nm, we noted that BHID-Bpin shows a broad
positive signal (Fig. 3a) with two peaks located at 585 nm and
735 nm, respectively. The absence of ground state bleaching
(GSB) and stimulated emission (SE) signals is because the
ultraviolet absorption and fluorescence are outside of the
detection window. At the very early timescale (r500 fs,
Fig. 3b), the two excited state absorption (ESA) peaks of
585 nm and 735 nm shift to 570 nm and 760 nm, respectively.
After 1 ps, the ESA signals of BHID-Bpin show only intensity
decay without a clear spectral shift. Based on the global
analysis, we obtained two time components: 2 ps and 350 ps.
The fitted curves match well with the experimental kinetics
(Fig. 3c), indicating the reliability of the global analysis.

Table 1 Fluorescence decay time constants and fluorescence quantum
yields of BHID-Bpin and BHID

Compound t (375 nm) t (560 nm) FQY (lex = 310 nm)

BHID-Bpin 0.3 ns — 0.6%
BHID o0.2 ns (IRF limited) 5.3 ns 15%

Fig. 2 Normalized fluorescence decay curves of BHID-Bpin (lex =
300 nm and ldet = 375 nm) and BHID (lex = 300 nm and ldet = 375 nm
and 560 nm). The black curves are the corresponding decay fit. The grey
curve is the instrument response function (IRF).
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The evolution decay associated spectra (EDAS, Fig. 3d) at the
two time-constants show very similar shapes except for a slight
spectral shift. The 350 ps time constant component matches
with the PL lifetime measured by TCSPC, and we can assign it
to the lifetime of the structure relaxed with minimal energy
in S1. The 2 ps can be assigned to the relaxation process from
the FC point to the minimum energy of S1.

To gain further insight into the excited state dynamics and
assign the obtained time constants, we calculated the electronic
structures and electronic transitions between S0 and S1 of
BHID-Bpin. As listed in Table 2 and shown in Fig. 4a, the
transition between S0 and S1, with the pp* character is mainly
derived from the HOMO to LUMO transitions (72%). The
transition oscillator strength (f) is 0.1252. The vertical excita-
tion energy is calculated to be 4.09 eV (303 nm), which is in
agreement with the 330 nm measured experimentally. Hence,
we can assign the strong absorption lmax at 330 nm to the
S0 - S1 state transition.

We further optimized the stable structure of BHID-Bpin in S1

and calculated the relevant electronic transition. As listed in
Table 2, the S1 - S0 transition mainly consists of the transition
from the LUMO to the HOMO with a transition oscillation

strength of 0.1310. The emission energy is calculated to be
3.41 eV (364 nm), which is in good agreement with the 378 nm
fluorescence peak observed experimentally.

The low FQY (0.6%) observed experimentally indicates that
the non-radiative process would play an important role in the
deactivation process of BHID-Bpin, which is competitive with
the fluorescence emission process. Thus, in S1, BHID-Bpin can
relax back to S0 via an efficient non-adiabatic process, in which
MECI should be present between S1 and S0. To confirm the
existence of such MECI, we used a truncated model (Fig. 4b,
details are in the computational methods section) to carry out
theoretical calculations. One MECI is located between S1 and
S0, characterized by the rotation motion of the C–O bridging

Fig. 3 fs-TA spectra of BHID-Bpin. (a) Wavelength versus probe-delay map of the fs-TA spectra after excitation at 320 nm. The total time range is 1 ns.
The change from a linear to a logarithmic scale at 10 ps is noted. (b) Transient spectra extracted from (a) over time-ranges of �100 fs to 1 ns. (c) Kinetic
traces extracted at representative detection wavelengths (blue circle: 575 nm and red hexagonal: 775 nm) from the fs-TA experiment. Data overlaid by
the corresponding kinetic trace extracted from the global fit (black solid lines). The change from a linear to a logarithmic scale at 5 ps is noted.
(d) Evolution decay associated spectra (EDAS) extracted from the global kinetic analysis of fs-TA spectra.

Table 2 Calculated vertical transition energy and transition oscillator
strength (f) of BHID-Bpin at the TD-DFT//CAM-B3LYP//6-31+G(d,p) level

Electronic transition Energy (nm, eV) Contrib.a fb

S0 - S1 303 (4.09) H - L (72%) 0.1252
S1 - S0 364 (3.41) L - H (79%) 0.1310

a H means the HOMO; L means the LUMO. b f means the transition
oscillator strength.
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bond, and the H atom transfer process (Fig. S8 and Table S1,
ESI†). The presence of such MECI was further confirmed using
the CASPT2 method with an energy gap smaller than 0.3 eV.
Fig. 4b displays the energy diagram of the FC, MECI and TS
between the two. As is shown, there is an energy barrier of
about 0.3 eV along the relaxation coordinate, which can be
ascribed to the 350 ps time constant observed experimentally.

To understand the ESIPT process and relevant excited-state
dynamics of BHID, we carried out fs-TA spectroscopy measure-
ments of BHID with 320 nm excitation. The fs-TA spectra of
BHID exhibit rich spectral dynamics (Fig. 5a). Similar to BHID-
Bpin, a broad positive signal intensity appears with two peaks
located at around 550 nm and 720 nm. As mentioned above,
we cannot observe the GSB (330 nm) and SE (375 nm) signals
since the ultraviolet absorption and emission are outside of the
detection window. The SE signal of fluorescence peak 2 at
around 550 nm is also absent at early time scale (Fig. 5b). After
1 ps, the SE signal of 550 nm starts to appear as shown in the
upper and middle panels of Fig. 5b, which agrees well with the
fluorescence peak 2 of BHID. Together with the formation of
the negative SE signal, a positive ESA signal grows in at the blue
side. However, we cannot resolve it completely due to the
limited spectral window. After 50 ps, we observed the decay
of the absolute signal intensity of both SE and ESA without a
clear spectral shift. The global analysis provides three time
constants: 1.3 ps, 180 ps and 5 ns. Considering that the
ESIPT process is present in the system, the 1.3 ps component
can be assigned to the excited enol form of BHID, which is also
visualized by the latter appearance of the SE signal at 550 nm.
This means that the ESIPT process has a time constant of
1.3 ps, which is in the range of reported similar systems.41,42

For 180 ps and 5 ns components, we assign them to the meta-
stable state and stable state of the excited keto form,
respectively.

To gain insight into the excited-state dynamics of BHID from
a theoretical point of view, we optimized the structure of BHID
in its S0 and S1 (Fig. S7, ESI†) with the DFT//TDDFT method.

The relevant electronic transitions were calculated based on the
TDDFT method and are listed in Table 3. The calculated vertical
excitation energy from S0 to S1 BHID is 4.95 eV (250 nm), which
is overestimated compared to the experimentally observed
strong absorption peak at 330 nm (B3.76 eV, Fig. 1b). Such
overestimation of vertical excitation energy is widely acknowl-
edged for the CAM-B3LYP functional,43,44 due to the delocaliza-
tion error and the inadequate treatment of long-range
interactions. This electronic transition is mainly derived from
the HOMO to LUMO transitions (89%) with a transition oscil-
lator strength (f) of 0.2124. As shown in Fig. S9 (ESI†), the
charge redistribution from the OH group to the oxygen atom
(O6) indicated the strengthening of the hydrogen bond (O1–H6)

in the excited state, which is further confirmed by the short-
ening of the hydrogen bond (O1–H6) from 2.181 Å (in S0) to
1.856 Å (in S1). Based on the optimized geometry of BHID in S1,
we calculated its fluorescence emitting energy to be 3.37 eV
(367 nm), which is consistent with the 380 nm fluorescence
emission band observed experimentally (Fig. 1b). This confirms
that the 380 nm fluorescence band is from BHID before the
ESIPT process, namely the enol form of BHID (Fig. 6).

The presence of dual band fluorescence and different
fluorescence decay of the two bands indicate the presence of
two different excited-state molecular conformers: an enol form
and a keto form. Hence, in our theoretical calculation, we
formed the keto form of BHID by breaking the O2H6 bond,
and moving the H6 atom closer to the O1 atom to form the O1H6

bond (1.054 Å), while keeping other geometrical parameters
unchanged. We optimized this structure in S1 and obtained the
stable structure of the BHID keto form (Fig. S7, ESI†). In this
form, the calculated S1 - S0 transition energy is 2.45 eV
(504 nm), mainly consists of the transition from the LUMO to
the HOMO with a transition oscillation strength of 0.2671. The
results are in reasonable agreement with the experimentally
measured values of 550 nm. Herein, we can assign the fluores-
cence peak at 550 nm to the ESIPT product: the keto form of
BHID. Interestingly, we tried to optimize the structure of the

Fig. 4 (a) Orbitals and the relevant transitions involved in the first excited state of BHID-Bpin at the TD-DFT//CAM-B3LYP//6-31+G(d,p) level. (b) Energy
diagram of several critical points of the BHID-Bpin system (a truncated model) calculated with the CASPT2//SA2-CASSCF(4,4)//6-31G(d,p) method.
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BHID keto form in S0. However, all attempts ended with the
BHID enol form in S0, which indicates that the relaxation
process from the keto-form to the enol-form is barrierless in S0.

To estimate the energy barrier of the ESIPT process, we
calculated the energy profiles of S0 and S1 for BHID with a fixed
O1–H6 (Fig. 1a) distance ranging from 0.78 Å to 2.18 Å, as shown
in Fig. 6a. The S0 energy profile clearly indicates that the enol
form is the most stable conformer. In S0, the proton transfer
from the enol to keto form is an endothermic process, requir-
ing about 0.98 eV energy. Whereas, in S1, the keto conformer is
the more stable one, which is about 0.21 eV lower than that of

the enol form. A small energy barrier (B90 meV) is present
along the transformation process from the enol to keto form in
S1, which is only about 3.5 times of the thermal energy (kBT =
25.7 meV). The barrier height has been further confirmed by
the barrier height of the transition state (0.13 eV) along the
ESIPT process, as shown in Fig. S10 (ESI†). Due to the existence
of a small energy barrier, the ultrafast ESIPT reaction occurs
easily,45–49 which is what have observed experimentally with
about 1 ps (Fig. 5). We further performed the excited-state
adiabatic dynamics simulations of BHID in S1 by using the
NEWTON-X program. We tracked the bond distances of O1–H6

and O2–H6 as a function of time. This event induces an increase
in the bond length of O2–H6 and a decrease in the bond length
of O1–H6. The ESIPT process occurred in all of the 15 trajec-
tories, with the H6 atom transfer time distributed in the range
of 70–120 fs. In Fig. 6b, a typical trajectory displaying the time
evolution of the O1–H6 and O2–H6 distances is provided. As
shown, the O2–H6 bond length oscillates prior to 75 fs, and
begins to increase steadily after 75 fs, indicative of the H6 atom
moving away from the O2 atom. Simultaneously, the O1–H6

bond decreases, reflecting the formation of the O1–H6 bond.
The theoretical calculations further confirm the presence of the

Table 3 Calculated vertical transition energy and transition oscillator
strength (f) of enol- and keto-BHID at the TD-DFT//CAM-B3LYP//
6-31+G(d,p) level

Geometry Electronic transition Energy (nm, eV) Contrib.a f b

Enol S0 - S1 250 (4.95) H - L (89%) 0.2124
S1 - S0 367 (3.37) L - H (88%) 0.1592

Keto S1 - S0 504 (2.45) L - H (96%) 0.2671

a H means the HOMO; L means the LUMO. b f means the transition
oscillator strength.

Fig. 5 fs-TA spectra of BHID. (a) Wavelength versus probe-delay time map of the fs-TA experiment after excitation at 320 nm. The total time range is
3 ns. The change from a linear to a logarithmic scale at 10 ps is noted. (b) Transient spectra extracted from (a) over time ranges of �100 fs to 3 ns.
(c) Kinetic traces extracted at representative detection wavelengths (blue circle: 550 nm; red hexagonal: 750 nm) from the fs-TA experiment. Data
overlaid by the corresponding kinetic trace extracted from the global fit (black solid lines). The change from a linear to a logarithmic scale at 2 ps is noted.
(d) Evolution decay associated spectra (EDAS) extracted from the global kinetic analysis of fs-TA spectra.
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ESIPT process for BHID and the formation of the stable keto-
form BHID in S1, leading to the observed dual fluorescence in
the experiment. These calculation results are in good agree-
ment with those obtained based on the TDDFT//CAM-B3LYP//
6-31+G(d,p) level (Fig. S11, ESI†). However, the excited-state
adiabatic dynamics simulations indicate that the ESIPT process
occurs at around 100 fs, which is much shorter than the
experimental observation of B1 ps. This might be because that
the real solvent environment was not considered in the simula-
tions, in which only an IEF-PCM model approach was used to
treat the solvent effect. Such an overestimated ESIPT process
rate constant has been widely reported in different theoretical
research studies.50,51 Nevertheless, our theoretical calculations
confirm the ESIPT process which qualitatively agrees with the
experimental observation.

Based on the results presented above, the excited-state
dynamics of BHID-Bpin and BHID are illustrated in Fig. 7.
Upon photoexcitation, the BHID-Bpin system decays to S1

minima with a time constant of about 2 ps, and relaxes to the
ground state non-radiatively via MECI or radiatively via fluores-
cence, which gives S1 of BHID-Bpin a lifetime of 350 ps. While
for the BHID system, the S1 in the enol-form can relax back to
the ground state via fluorescence or changes in the keto-form
conformer via the ESIPT process with a time constant of 1.3 ps.
Then, the keto-form decays back to S0 via fluorescence with a
time-constant of about 5 ns.

As we mentioned above, the experimental measurements
and theoretical calculations were conducted in acetonitrile.
However, the peroxynitrite sensing experiment was carried
out in aqueous environment. To justify, if the obtained

Fig. 6 (a) Calculated potential energy curves of S1 and S0 of BHID computed at the TDDFT//CAM-B3LYP//6-31+G(d,p) level. The points marked within
circles represents the most stable structures of enol- and keto-BHID in S0 and S1. (b) A typical trajectory displaying the time evolution of the O1–H6 and
O2–H6 distances within 200 fs for the BHID system at the TDDFT//B3LYP//6-31G(d,p) level.

Fig. 7 Excited-state dynamics models of BHID-Bpin (a) and BHID (b).
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excited-state dynamics model of BHID-Bpin and BHID in
acetonitrile is applicable as they are in an aqueous environ-
ment, we conducted further computations in aqueous solu-
tions. The absorption and fluorescence emission properties of
the compounds in water (Tables S3–S5 and Fig. S12, S13, ESI†)
closely match those obtained in acetonitrile, suggesting that
the solvent environment does not significantly alter these
properties. Our results confirm that the model obtained from
the study conducted in acetonitrile is valid in aqueous solu-
tions. Furthermore, the ESIPT process of BHID shows the same
energy potential surface in acetonitrile and water (Fig. S14,
ESI†). This indicates that ESIPT can occur in both environ-
ments, and this is further confirmed by the similar fluores-
cence peak in acetonitrile (Fig. 1b) and water (reported in
ref. 30). As expected, an intermolecular complex can form
between BHID and a water molecule (Fig. S15 and S16, ESI†).
The presence of this intermolecular complex might influence
the kinetic rate of ESIPT in different solvents.52,53 However,
such a detailed study is out of the scope of the current work.

Conclusions

In conclusion, the sensing mechanism of BHID-Bpin was
investigated using ultrafast optical spectroscopy and quantum
chemistry calculations. The excited BHID-Bpin relaxes to its
ground state via an efficient non-radiative process. After react-
ing with reactive oxygen/nitrogen, the Bpin moiety is cleaved
and BHID is formed with a phenol group. In BHID, the ESIPT
process with an energy barrier of about 90 meV can then occur
at a time constant of about 1 ps, and this unique process
ensures that BHID is fluorescent with dual emissions centred at
375 nm and 550 nm, respectively. We anticipate that the
findings about the excited-sate dynamics for the fluorescence
turn on response of BHID-Bpin to reactive oxygen/nitrogen can
be valuable for the application of BHID-Bpin as a fluorescent
sensor for reactive oxygen/nitrogen detection and the develop-
ment of molecular fluorescent probes based on the ESIPT
process.
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