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Exploration of biochemical reactivity with a
QM/MM growing string method†

Neil R. McFarlane and Jeremy N. Harvey *

In this work, we have implemented the single-ended growing string method using a hybrid internal/

Cartesian coordinate scheme within our in-house QM/MM package, QoMMMa, representing the

first implementation of the growing string method in the QM/MM framework. The goal of the

implementation was to facilitate generation of QM/MM reaction pathways with minimal user input, and

also to improve the quality of the pathways generated as compared to the widely used adiabatic

mapping approach. We have validated the algorithm against a reaction which has been studied

extensively in previous computational investigations – the Claisen rearrangement catalysed by choris-

mate mutase. The nature of the transition state and the height of the barrier was predicted well using

our algorithm, where more than 88% of the pathways generated were deemed to be of production

quality. Directly compared to using adiabatic mapping, we found that while our QM/MM single-ended

growing string method is slightly less efficient, it readily produces reaction pathways with fewer

discontinuites and thus minimises the need for involved remapping of unsatisfactory energy profiles.

Introduction

Successfully describing biochemical reaction pathways and,
crucially, how enzymes accelerate the rate of these reactions
is central both from a fundamental point-of-view,1,2 and for
applications ranging from drug development3,4 to industrial
biocatalysis.5,6 However, due to the short-lived nature of a
transition state (TS), these pathways can be challenging to
characterise experimentally. Allowing the modelling of reaction
pathways and TSs, computational methodology is an attractive
alternative which is widely used.7–9

In studying these reaction pathways, it is often desirable to
include in the model not only the substrates and the catalytic
site amino acid residues, but also the wider protein and solvent
environment. Hybrid quantum mechanics/molecular mechanics
(QM/MM) is one of the commonly used methods that can satisfy
this.10–14 However, by its very nature, a hybrid QM/MM model
invokes a significant number of degrees of freedom, and thus
finding the minimum energy pathway (MEP) between reactant
and product is seldom straightforward.

In the QM/MM formalism, one may obtain the MEP as either
a free energy surface by using dynamic techniques, or as a
potential energy surface through the use of static techniques.15

While dynamic techniques such as umbrella sampling,16–18 free

energy perturbation methods,19–22 and thermodynamic
integration23–27 provide an attractively systematic approach to
describing reactivity, they are also quite demanding in a QM/
MM context, since they require sampling of the potential energy
surface at the QM/MM level. Doing so adequately in the context of
QM/MM simulations may become computationally unfeasible
when using more accurate QM methods.23 While various techni-
ques exist to minimise this computational expense, static techni-
ques are attractive in that they do not require simulation at the QM/
MM level of theory. Instead, starting from one or more initial
structures, a MEP of discrete structures leading from reactants to
products is obtained, and the potential energy barrier along this
path is used to estimate the activation free energy for the reaction.28

This estimate of the free energy barrier is not exact, and, as will be
discussed below, meaningful estimation of the barrier often
requires obtaining multiple MEPs, somewhat restricting the relative
computational efficiency compared to dynamic approaches. Never-
theless, these static approaches are valuable, and improved algo-
rithms for identifying MEPs are hence desirable.

Broadly, two classes of static technique to find a MEP exist:
double- and single-ended methodologies. Double-ended meth-
odologies start from a pair of structures, often corresponding
typically to reactant and product minima, and then iteratively
connect them via a MEP.29 Single-ended methods only require a
single starting structure, typically a reactant or product mini-
mum. One also needs to provide some definition of the desired
reaction coordinate.7,29

With a double-ended methodology, the reactant and product
structures need to be configurationally coupled, i.e. the two
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input structures need to be as geometrically similar as possible
given the required changes in chemical bonding occurring
during the reaction. This can be viewed as an application of
the principle of least motion.30 Rather problematically, due to
the very large number of degrees of freedom, independently-
generated reactant and product structures are very likely to
differ in many ‘spectator’ degrees of freedom.31

On the other hand, careful application of single-ended
methodologies has the advantage that the obtained MEP is
more likely to connect two structures that are configurationally
coupled in the sense discussed above. However, the large number
of degrees of freedom to be optimised means that during opti-
misation of the MEP with single-ended methods, structural
changes in ‘spectator’ degrees of freedom are frequently observed,
leading to MEPs that include one or several discontinuities in the
energy profile.7 One contributing factor to this behaviour is the
definition of a reaction coordinate once and only once at the start
of the pathway optimisation. In cases with conformationally
flexible groups or solvent molecules near the reacting site, many
degrees of freedom can couple strongly to the bonding change
and accurately defining the reaction coordinate can be challen-
ging, and less accurate reaction pathways may be obtained.7

Hence, there is scope for a single-ended QM/MM technique which
improves upon the method for construction of a reaction coordi-
nate, and this would be expected to improve MEP quality.

The growing string method (GSM) was first proposed in 2004
by Peters et al.32 as an improvement upon other double-ended
techniques such as the nudged elastic band (NEB)33,34 and
other string methods.35,36 This double-ended variant of GSM
(DE-GSM) was developed further, and used in a number of
computational investigations.37–40 However, the need for config-
urationally coupled reactant and product structures means that
double-ended reaction pathway optimisation techniques are not
always readily applicable to large systems. In 2015, Zimmerman
developed a single-ended variant of GSM (SE-GSM).41 It is
broadly similar to the DE-GSM approach, with both algorithms
having a two-stage methodology in which the pathway is first
‘grown’ by adding discrete structures along the pathway, and
then optimised with an additional reparameterization step
between optimisation cycles.39,41 The method uses a delocalised
internal coordinate (DLC) scheme, which allows for the reaction
coordinate constraints to be expressed in a flexible way as a
combination of all relevant internal coordinates.42–44

In this work, we describe what is, to the best of our knowledge,
the first implementation of SE-GSM within the QM/MM frame-
work. We use a hybrid coordinate system, where the QM region is
described by DLCs, and the MM region by Cartesian coordinates.45

As mentioned above, the SE-GSM algorithm has two stages, where
the initial reaction coordinate used during the growth phase is
user-defined (this phase is in many ways similar to the adiabatic
mapping method14), and the reaction coordinates used in the
subsequent optimisation phase are allowed to vary along the
pathway. This variable reaction coordinate should, in principle,
have an improved propensity to obtain continuous MEPs.

As an initial test and validate of our implementation, we
have selected a well-understood biomolecular reaction, the

Claisen rearrangement catalysed by chorismate mutase (CM),
where the substrate chorismate is converted to prephenate in a
single step.46–49 The choice was based upon a number
of factors, including ease of system preparation, wealth of
computational investigations already performed, and system
size. The mechanism of catalysis by CM does not involve any
covalent bond formation between the substrate and the enzyme,
as the enzyme is a member of the rare class of pericyclic
catalysing enzymes.50,51 In bacterial systems, CM plays a part
in the shikimate metabolic pathway, ultimately leading to the
production of aromatic amino acids phenylalanine and
tyrosine.52,53 The reaction mechanism is illustrated in Fig. 1.

Perhaps the most computationally investigated form of
chorismate mutase is that from Bacillus subtilis (BsCM),54

presumably due to availability of high-resolution crystal structures
containing transition state analogues (TSA). Consequently, BsCM
was the enzyme used in this work. Extensive QM/MM studies
have been carried out on this reaction using BsCM as the
starting structure, so the TS relative energy and structure are
well known,55–66 hence providing an excellent benchmark for
our study.

In this paper, we describe a new implementation of the SE-
GSM methodology within the QM/MM framework (in our in-
house QM/MM code QoMMMa).67 We find that the dynamic
definition of the reaction coordinate during pathway optimisa-
tion improves reaction pathway smoothness, at least for the
case of BsCM. We also find that the SE-GSM approach provides
an easier and more robust single-ended method for evaluating
reaction pathways compared to the adiabatic mapping
approach. We describe below the algorithmic details of this
implementation, including the coordinate system used and the
SE-GSM methodology, as well as the details of the computa-
tions on the BsCM test case, and evaluate the quality of the
reaction pathways obtained in that case.

Algorithm details
Hybrid delocalised internal coordinates

Our optimisation uses hybrid DLCs as these yield faster
optimisation than Cartesian coordinates, fewer degrees of
freedom,68,69 and they also facilitate the implementation of
multi-component constraints.42–44 In addition, DLCs can be
generated completely automatically from a set of Cartesian

Fig. 1 Reaction mechanism in BsCM. Reactant chorismate (in its pseu-
dodiaxial conformation) is converted to prephenate through the indicated
TS. Key atom numbers and growth-phase primitive internal coordinates, q1

and q2, are shown.
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coordinates. These advantages outweigh the computational
expense required to generate them for large systems, and the
need for an iterative back-transformation procedure between
optimisation cycles to Cartesian coordinates that does not always
converge.42–44 By using a hybrid DLC scheme where DLCs are
used for the QM region, and Cartesian coordinates for the MM
region,45 the expense is in any case negligible, while convergence
of the back-transformation can be ensured by taking relatively
small geometry update steps with a robust algorithm.

The process of generating and constraining a set of DLCs
has been described previously,42–45 here only a brief outline is
given. To generate a set of DLCs, primitive internal coordinates
are first generated completely automatically. This set of nq

primitive internal coordinates, q, fully describe the internal
degrees of freedom of a system of n atoms and nx = 3n Cartesian
coordinates. Our implementation allows for q either a complete
set of interatomic distances (a ‘total connectivity’ scheme) or a
covalently defined set of bonds, angles, and dihedral torsions.
To describe the system accurately, nq must be at least equal to
nx � 6, or nx � 5 for linear molecules. It may, however, be
greater, and the precise choice made is not critical for the
optimisation algorithm.42

In our implementation, q and the subsequently formed
DLCs are only generated for the QM region – a previously
validated partitioning scheme for QM/MM calculations.45 In an
additive scheme, the QM and MM regions are independently
optimised, but are polarised by one another via point charges.
This independent optimisation means that treating the two
regions with different coordinate types is straightforward. Any
link atoms introduced by scission of a covalent bond across the
QM-MM boundary can be seamlessly included in the generation
of q and hence DLCs. Moreover, the microiterative scheme as
implemented in QoMMMa where the entire MM region is opti-
mised at each macrocyle67 is preserved whilst still optimising the
QM region with DLCs, thereby improving performance at low
computational expense.70,71 Optimisation steps involve updating
initially the DLCs, which can be seamlessly converted to a step in
q space. The resulting updated structures then need to be
converted back to Cartesian coordinates, as will be discussed
below. Coordinate interconversion steps make use of the Wilson B
matrix (see eqn (1)), whose elements are structure-dependent.72

Bij ¼
@qi
@xi

(1)

Forming the DLCs uses the symmetric matrix, G, the pro-
duct of B with its transpose (see eqn (2)).72 Diagonalisation of G
(eqn (3)) yields nx � 6 non-zero eigenvalues, and corresponding
eigenvectors, which form a sub-matrix U of P, and describe the
non-redundant combinations of q. The remaining eigenvectors
spanning the redundant space are discarded.

G = BBT (2)

G = P�1LP (3)

The DLCs, s, of which there are nx � 6, are formed by linear
combinations of q as described by U as shown in eqn (4).

s = UTq (4)

This coordinate set, s, can be taken as the working set for
any optimisation procedure. The gradient and (optionally)
Hessian that are needed for optimisation in DLC coordinates
are obtained as previously described.42 In our implementation,
optimisation of the QM region can be carried out using either
first-derivative based steepest descent (SD), or the second-
derivative based Broyden–Fletcher–Goldfarb–Shanno (BFGS)
scheme.73,74 A combination of a few steps of SD then switching
to BFGS is currently found to work well, though implementa-
tion of other often more efficient algorithms74–77 is also possi-
ble. After each structure update for the QM region, the DLCs
must be back-transformed to Cartesian coordinates, and pro-
blems in this step are avoided by limiting the magnitude of
optimisation steps, in a manner that has been previously
recommended and applied successfully.78

For reaction pathway optimisation, constraints are needed,
and their introduction in a DLC-based algorithm is relatively
straightforward. The constraint imposed can, in principle, be
applied to any linear combination of several primitive internal
coordinates,42,43 and can be imposed exactly. The constraint is
expressed initially as a linear combination of primitive internal
coordinates in terms of the unit length vector C, which is then
is projected onto DLC subspace as shown in eqn (5).

Cproj ¼
Xnx�6
k¼1

CjUkh iUk (5)

The orthogonal complement of the (nx � 6) vectors of the
DLC transformation set, U, with respect to the normalised Cproj

then form an nx � 7 space in which to perform optimisation.
This exact projection approach is typically more accurate than
alternative approaches based on applying geometrical
restraints in terms of Cartesian coordinates.79

Single-ended growing string method

As noted in the introduction, all single-ended methodologies
begin with just one structure, and incrementally adjust the
structure subject to some reaction coordinate.29 However, a
poorly-defined reaction coordinate can result in a discontinu-
ous reaction pathway. The SE-GSM partly mitigates this pro-
blem due to its two-stage nature, whereby the user-defined
reaction coordinate is only used initially in the growth phase,
while a structure-dependent reaction coordinate is used during
the optimisation phase. Furthermore, during each cycle of the
optimisation phase, a reparameterization step is carried out,
where the set of discrete structures (or so-called nodes) are
equally distributed along the reaction path – thus ensuring
even spacing of nodes.41

In the growth phase, the user defines an initial, guess
reaction coordinate known as the primitive driving coordinate,
qinit. qinit may be a combination of any number of primitive
internal coordinates, and it does not need to describe the
reaction perfectly. It should, however, capture the anticipated
changes in chemical bonds, angles, and dihedral torsions.
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Unlike in usual single-ended methodologies, the range over
which the reaction coordinate should be incremented is not
required as input but handled internally. In order to generate a
new node (i.e., to ‘grow’ the string), for each element of qinit,
linear steps of 0.1 Å and 51 are taken for bonds and valence and/
or dihedral angles, respectively. These steps may be either in
the positive or negative direction depending on the exact
definition of qinit. While the size of these steps is the default,
we note that for cases where qinit contains many components, it
may be desirable to reduce the magnitude of the overall step
taken so that the structure of the newly generated node is not
severely different from that of the previous one. For the system
studied here, we have verified the magnitude of these steps by
performing five pathway optimisations using half the step-size.
We found that, in this particular case, the five pathways
obtained were similar in shape and showed the same barrier
height – see Fig. S7 (ESI†). However, we note that for cases
where the TS is structurally very similar to either reactant or
product, it may be preferable to take smaller steps.

In detail, the growth phase operates as follows: starting with
primitive internal coordinate structure qi, structure qi+1 is
formed by taking a linear displacement along qinit. Subse-
quently, qi+1 is converted to DLCs (forming si+1), constrained
using eqn (5) (where, C = qinit), and QM/MM optimisation cycles
are performed, where the convergence criteria used here are
relatively ‘loose’ (see the ESI† for these criteria), and a max-
imum of 5 optimisation steps per node is taken. This cycle is
repeated until the QM/MM energy of structure qi+1 is lower than
the QM/MM energy of structure qi – hence a barrier has been
surmounted. In this way, it is worth mentioning that this
algorithm is limited to reactions with a measurable potential
energy barrier. The growth phase is completed by first adding
an equal number of nodes on the other side of the barrier and
performing a constrained optimisation on each of these nodes,
also following qinit. However, as postulated by Hammond,80

other than for thermoneutral reactions, barriers are not sym-
metric. Therefore, to ensure that the product has been reached,
an unconstrained optimisation is performed on the final node
in the string. In the following optimisation phase, this final
node is fixed, meaning that the node density along the string
may change in the following stages of the algorithm. In the
description thus far, SE-GSM bears resemblance to adiabatic
mapping, but the pathway obtained at this stage is much more
approximate than with adiabatic mapping,14 and the pathway
will subsequently be refined in the optimisation phase.

In the optimisation phase, qinit is discarded and, instead, the
change in q for each pair of neighbouring nodes qi and qi+1 is
taken and used to define the reaction coordinate, henceforth
ti,i+1, as shown in eqn (6).

ti;iþ1 ¼
qiþ1 � qi; Eiþ1 4Ei

qi � qiþ1; Eiþ1 oEi

(
(6)

Not every single element of q will be included in ti,i+1, but
only those which exceed an internally-defined cut-off threshold
going from structure qi to qi+1. By default, these cut-offs are

defined as 0.05 Å and 2.51 for bonds and valence and/or
dihedral angles, respectively. To minimise any possibility of
kinks in the string, Henkelman’s upwinding principle is
obeyed, wherebyti,i+1 is defined to point in the direction of
increasing energy,81 as indicated in eqn (6). This definition of
the reaction coordinate is dynamic, and captures aspects of the
reaction coordinate which were not predicted initially in qinit.
In this phase, no new nodes are added, but each node is
constrained using eqn (5) (where now, C = ti,i+1), and optimised
this time with usual convergence criteria (see the ESI† for these
criteria) and now a maximum of 25 optimisation steps. Since the
reaction coordinate is no longer equivalent at each node, the
spacing of nodes will not be even, so a reparameterization step is
taken. During this step, the overall difference in q between the
reactant and (now fixed) product node is calculated, and each
node is linearly spaced along this tangent. The cycle of optimisa-
tion phase and reparameterization step is repeated until the
constrained QM/MM optimisation of every node on the string is
converged, and SE-GSM algorithm is complete.

With the algorithm complete and a MEP obtained, the
activation energy can be easily approximated. It is worth noting
that, in its current implementation, the activation energy and
hence the TS geometry are strictly-speaking an approximation
as an eigenvector following TS search algorithm has not yet
been implemented.40,45,82 This is something we bear in mind
for future development, but the primary goal of this work was to
improve the quality of reaction pathways generated.

Given the algorithmic similarity,32,39,40 we have also imple-
mented DE-GSM into QoMMMa. However, due to the afore-
mentioned reasons, it is not necessarily useful for biomolecular
QM/MM reaction pathway calculations. It may, however, be
useful in other QM/MM reaction pathway applications.
QoMMMa has been made publicly available on GitHub with
all that has been described in this work.‡

Computational details

For modelling the Claisen rearrangement in BsCM,54 the starting
point was a crystal structure containing a transition state analogue
(TSA) was used (pdb: 2CHT),83 where Bartlett’s inhibitor is used as
the TSA.84 2CHT is a homotrimer with three active sites each
situated between two of the monomers, and the site at interface
between chains A and B was modelled here. Missing residues at
both the C- and N-terminus of chains A and B were ignored due to
their distance from the active site. As in previous work,60 a gas-
phase optimised (B3LYP/6-311G85–89 with Grimme’s D3 disper-
sion correction and the BJ damping function90,91) structure of
chorismate was placed in the active site after aligning it to the
TSA. The DFT calculations were performed using Gaussian 16.92

Forcefield parameters for the chorismate co-factor were generated
using CGenFF93 with the geometry obtained from the gas-phase
optimisations of chorismate; the initially suggested parameters
were used without additional validation (see ESI† for parameters).
Protonation states of all titratable amino acid side-chains were

‡ The QM/MM program described herein, QoMMMa, has been made publicly
available on GitHub: https://github.com/NeilMcFarlane-gh/QoMMMa.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Ja

nu
ar

y 
20

24
. D

ow
nl

oa
de

d 
on

 1
1/

16
/2

02
5 

7:
34

:2
3 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

https://github.com/NeilMcFarlane-gh/QoMMMa
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp05772k


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 5999–6007 |  6003

predicted using PropKa.94 The system (protein and chorismate)
was solvated using the TIP3P model95 and placed in a rhombic
dodecahedron with the protein at least 10 Å from the box edge.
The total charge of the system was neutralised with Na+ and Cl�

ions, and set to a physiological concentration of NaCl (0.15 M).96

To remove any initial bad contacts, an energy minimisation
procedure was performed. Following this, NVT and NPT simula-
tions were performed for 100 ps each, using Berendsen thermo-
stats and pressure couplings with positional restraints on all
heavy atoms, thus equilibrating the system at 300 K and 1 bar.
Lastly, positional restraints were relaxed, and a 200 ns simulation
was performed in the NPT ensemble with Parrinello–Rahman
pressure coupling. All molecular dynamics (MD) simulations were
performed within GROMACS97,98 and used the CHARMM36/
CGenFF forcefield.93,99 Along the course of the simulation, the
root-mean-square deviation (RMSD) of the polypeptide a-carbons
was monitored (see Fig. S1, ESI†), and stabilised after approxi-
mately 65 ns at 0.098 nm. Starting from 68 ns, 132 snapshots were
selected after each ns of simulation and, without any further pre-
screening, used as starting points for QM/MM calculations.

In preparation for the QM/MM calculations, water molecules
further than 15 Å from the centre-of-mass of the chorismate
co-factor were deleted giving a total of 6010 atoms. An
energy minimisation (with an RMS gradient criterion of
0.001 kcal mol�1 Å�1) was performed on the resulting large
cluster model using the same CHARMM36/CGenFF93,99 force-
field in the Tinker program package,100 with atoms 4 10 Å from
the centre-of-mass of the chorismate frozen. For all QM/MM
calculations, the calculations for QM and MM regions of the
system were performed with two different packages – Gaussian
09101 and Tinker,100 respectively. The QM and MM parts of the
system are combined as a QM/MM calculation using our in-
house package QoMMMa.67 The chorismate co-factor was cho-
sen as the QM region, and the remaining protein and solvent
was the MM region – resulting in no link atoms between the QM
and MM regions, and a QM region size of 24 atoms. For the QM
region, all calculations used B3LYP/6-31G(d)85–89 and Grimme’s
D3 dispersion correction with the BJ damping function.90,91 The
MM region was described using the CHARMM36 forcefield.99

For each snapshot, an unconstrained optimisation using DLC
for the QM region with usual convergence criteria was performed
(see the ESI† for these criteria) was performed to ensure a
meaningful starting structure for the pathway evaluations. The
primitive driving coordinate, qinit selected was the difference
between the forming bond and the breaking bond, i.e. qinit =
d(C3–O7) � d(C1–C9) (illustrated in Fig. 1). To minimise any
structural changes in distant MM atoms, and ultimately improve
reaction pathway continuity, any atoms which were 4 10 Å from
the centre-of-mass of chorismate were frozen.7

Results and discussion
Pathway quality with QM/MM SE-GSM

Of the 132 pathways obtained, a number were found to be
discontinuous based on an analysis of the QM, MM and QM/

MM energies for neighbouring nodes along the MEP. If the QM,
MM, or QM/MM energy difference to one side of a given node
differed too strongly from that on the other side (i.e., if Ek�1 �
Ek differed by more than 6 kcal mol�1 from Ek � Ek+1), this was
considered to possibly be a discontinuous path to be verified by
visual inspection. The threshold of 6 kcal mol�1 was based on
inspection of the visibly discontinuous paths in their QM/MM
energy profiles, and a sensitivity analysis of this threshold
where it was changed by �1 kcal mol�1 did not cause any
variation in the number of discarded pathways. For examples of
reaction pathways with discontinuous QM/MM energy profiles,
see Fig. S9 (ESI†). Ultimately, 15 of the pathways were discarded
using this analysis. The remaining 117 pathways were consid-
ered to be sufficiently smooth, although we note that minor
discontinuities may still be present. While the reaction cata-
lysed by CM is known to be a favourable case for optimisation
of continuous or near-continuous reaction paths, which have
been obtained in many studies using adiabatic mapping,55–66

the fact that starting from 132 randomly-selected initial struc-
tures and using an automated protocol, we have obtained over
88% success in generating near-continuous pathways is
encouraging in terms of the applicability of the SE-GSM.
Performance for other types of reaction will need to be tested
in future work.

To understand the accuracy and efficiency of the QM/MM
SE-GSM versus adiabatic mapping, we have calculated five
reaction pathways using adiabatic mapping and compared
the number of gradient evaluations to SE-GSM reaction path-
ways which used the same starting geometry. Looking at the
barrier heights, both techniques predict approximately the
same barrier height, with average difference in barrier heights
across the five pathways being 0.6 kcal mol�1. Turning to the
question of efficiency, the average number of gradient calls
required to reach a smooth pathway were 745 and 627 for SE-
GSM and adiabatic mapping, respectively, so that the latter is
slightly more efficient. However, SE-GSM is a more streamlined
procedure as one does not need to manually define a reaction
coordinate with appropriate range, but instead one provides a
guess of the reaction coordinate components. Also, the five
pathways generated from SE-GSM were already smooth and
therefore meaningful, whereas two of the pathways generated
using adiabatic mapping were initially not continuous and
required refining. This is a common experience with adiabatic
mapping studies of reaction pathways and may be due to the
fact that the constraint is applied along the same pre-assumed
reaction coordinate along the whole reaction pathway. In any
case, discontinuities in QM/MM energy profiles are quite
common when using adiabatic mapping, so that to achieve a
smooth profile, one needs to perform quite tedious reverse
mapping.7 Hence, even though the total number of gradient
calls required to generate smooth pathways was slightly lower
with adiabatic mapping, the ease of generating smooth path-
ways with SE-GSM is a considerable benefit. In general, we
attribute the quality of pathways generated by SE-GSM to the
relatively ‘loose’ convergence criteria in the growth phase (see
the ESI† for these criteria). This means that discontinuities in
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the QM energy profile are less likely to occur as compared to
adiabatic mapping. Moreover, we expect that any discontinu-
ities in the QM energy profile which emerge following the
growth phase should be smoothed-out by the flexibility of the
optimisation phase reaction coordinate. The primary limitation
in generating quality pathways lies in the choice of qinit, as it
must represent the main changes in chemical bonding for the
reaction under study – something which is not always trivial to
understand. However, the selection of an appropriate qinit can
in principle be done automatically.102–104

Prediction of the TS in BsCM

As the potential energy surface in BsCM was sampled exten-
sively using the MD snapshot methodology, there is a degree of
variation in predicted barrier heights from different starting
snapshots (see Fig. S8 for a histogram of all barrier heights,
ESI†). Of the 117 reaction pathways, the standard deviation of
the barrier height was �2.8 kcal mol�1 and the maximum
and minimum barrier heights were 9.3 kcal mol�1 and
24.2 kcal mol�1, respectively. This discrepancy in barrier
heights is not unusual for static QM/MM reaction pathway
calculations and highlights the importance of appropriate
sampling.7 In the case herein, given the relatively modest
standard deviation, we are satisfied with the extent of sampling.

We have used two commonly used methods to evaluate the
average barrier height across all 117 snapshots: the arithmetic
average of all barrier heights 16.8 kcal mol�1, while exponential
averaging yields a value of 12.0 kcal mol�1. The exponential
averaging technique has been shown to be preferable for
approximating the free energy of the barrier, as lower energy
barriers contribute more to the average barrier height,28 hence
our discussion below will focus on exponential averaging (even
though this does not yield a rigorous estimate of the activation
free energy). The calculated barrier height of 12.0 kcal mol�1

calculated herein agrees well with both the average of previous
DFT-based computational investigations of 12.7 kcal mol�1,
and with the experimental barrier of 12.7 kcal mol�1 – as
summarised in Table S1 (ESI†) and the accompanying text.
The key bond lengths (including their standard deviations) for
the reactant, TS, and product are summarised in Fig. 2.

The predicted TS structures are rather similar to those
reported previously, e.g. q1 = 2.14 � 0.05 Å and q2 = 2.64 �
0.05 Å from ref. 64 or q1 = 2.28 Å and q2 = 2.58 Å from ref. 61.
Given this favourable agreement, and the rather low standard
deviations of the key bond lengths around the TS, we have some
confidence that the QM/MM SE-GSM with hybrid DLCs approx-
imates the TS well for this reaction. With reference to Fig. 2,
one may note that the standard deviation of q2 for the reactant
structures is larger than that of any other primitive internal
coordinate, indicating that some reactant structures are con-
siderably ‘closer’ to the TS than others, reflecting also the
unbiased nature of the sampling of reactant structure from
the MD trajectory. Indeed, the variance of the obtained barrier
heights and reactant structures is greater than in previous
investigations of this system, which typically involved some
degree of manual selection of initial structures.

For all pathways, we have also calculated the so-called near-
attack conformation (‘NAC’) angle105 for the reactant geometry
and plotted this against the barrier height – see Fig. S2 (ESI†).
The activation energy has been suggested to be directly depen-
dent on this ‘NAC’ angle, where a lower ‘NAC’ angle suggests
that the reactant geometry is predisposed to form the TS, thus
lowering the barrier height. In this work, we note some (albeit
quite small) correlation between the ’NAC’ angle and the
barrier height, where a lower angle gives a lower barrier height.
Since all the reactant conformations used in this work were in
the pseudodiaxial form of chorismate, and therefore all more-
or-less a ’NAC’, seeing only a minor correlation is not unex-
pected. An alternative theory argues that the primary effect in
lowering the barrier height is TS stabilisation by the enzyme
environment via electrostatic preorganisation.60–62,106 For the
present purposes, whether the ‘NAC’ or electrostatic preorga-
nisation theory is the main barrier lowering effect is perhaps
less important given that the structural features leading to TS
stabilisation are also expected to stabilise ‘NAC’s and hence
lead to their observation.

Hybrid DLCs and dynamic reaction coordinate

The hybrid DLC scheme as applied to additive QM/MM calcula-
tions is not new,45 but specifically in the case of GSM where the
reaction coordinate does not change linearly, it was not clear
whether this scheme could be seamlessly implemented. In the
current implementation, the QM region is the DLC region by
default. However, in principle, the choice of DLC region in a
hybrid DLC scheme need not be limited to simply the QM
region, but could also include particularly important MM
atoms, or indeed a smaller subset of the QM region atoms.
Including MM region atoms requires modification of the
Hessian matrices used for optimisation,45 and it is not clear
to us if there is a significant benefit to using a scheme such as
this given that the most significant structural changes typically
occur in the QM region. Moreover, selection of important MM
atoms requires more user intervention – something which we
aimed to minimise in the QM/MM SE-GSM methodology. We
do, however, note that in cases where it is desirable to use a
particularly large QM region,107 but only one part of it under-
goes any significant structural changes, it could be useful to use

Fig. 2 The average and standard deviation of selected interatomic dis-
tances across all 117 snapshots for the reactant (left), TS (centre), and
product (right) for the two key interatomic distances in the Claisen
rearrangement in BsCM. When o0.00 Å, standard deviations are rounded
to 0.00 Å.
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DLC for only this part. Therefore, the repeated diagonalisation
procedure required to generate the DLC could be made faster.

When compared to adiabatic mapping, our implementation
of SE-GSM offers a dynamic definition of reaction coordinate
during the optimisation phase, and the improvement over
adiabatic mapping can largely be ascribed to this. This benefit
is less important in a simple case study as described herein, but
for calculations on more complex biochemical systems, this
may be critical to achieve a smooth MEP. The effect of the
dynamic reaction coordinate can be clearly seen in the compo-
nents of the reaction coordinate as the optimisation phase
proceeded, where a number of additional interatomic distances
emerged as important. These are summarised alongside the
original primitive internal coordinates within qinit in Table 1.

From Table 1 it can be seen that not only do the components
of the initial driving coordinate play a part in the reaction, but
so do some other relevant distances, albeit to a lesser extent. In
this way, we have included other reaction coordinate compo-
nents entirely automatically. The components of the initial
primitive driving coordinate (q1 and q2) continue to have the
largest weight in the reaction coordinate, but this is to be
expected given the relatively simple nature of this reaction.
However, for more complex biochemical reactions in which one
is unsure of which internal coordinates aid in reaction cataly-
sis, their contribution could be captured during pathway opti-
misation. There are no discontinuities in q1 and q2, and the
same is true for all other interatomic distances shown in
Table 1 (see Fig. S3 and S5, ESI†). We have also plotted the
variation of q1 and q2 for four sample pathways, highlighting
the smoothness of the reaction coordinate for individual path-
ways – see Fig. S4 (ESI†). Given that this was generated only
from an initial guess of the driving coordinate, not a specific
constrained range nor any biased selection of MD snapshots,
the result is quite pleasing. Besides these distances, a large
number or valence and dihedral angles also played a part in the
reaction coordinate. Regardless of the reaction, this will, always
happen as there are many valence and dihedral angles depen-
dent on the position of a given atom. Due to their large number,
we do not report all of them here, but we have plotted the two
known important dihedral angles found in this reaction (see
Fig. S6, ESI†), aligning well with previous investigations.64

Conclusions

In this article, we have described the single-ended growing
string method as implemented in our code QoMMMa. The
implementation of this method in a QM/MM framework is, to
the best of our knowledge, novel. As a validation case study, we
have successfully applied our algorithm to a well-known bio-
chemical system – the Claisen rearrangement of chorismate to
prephenate catalysed by chorismate mutase. We find that the
algorithm generates useful pathways for the reaction and aligns
well with previous computational investigations. Moreover,
the algorithm appears to more reliably generate continuous
pathways than the usually employed single-ended methods. We
attribute this improvement to the fact that constraints applied
to the discrete structures along the reaction coordinate are
better able to adapt to the local nature of chemical changes
taking place. In the algorithm validation process, we generated
many continuous reaction pathways, possibly the most that
have been generated for this system in a given study.
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