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Impact of isoelectronic substitution on the
excited state processes in polycyclic aromatic
hydrocarbons: a joint experimental and
theoretical study of 4a,8a-azaboranaphthalene†

Floriane Sturm,a Michael Bühler, a Christoph Stapper,a Johannes S. Schneider,b

Holger Helten, b Ingo Fischer *a and Merle I. S. Röhr *a

Substituting CC with the isoelectronic BN units is a promising approach to modify the optoelectronic

properties of polycyclic aromatic hydrocarbons. While computational studies have already addressed

trends in the electronic structure of the various isosteres, experimental data are still scarce. Here, the

excited state spectroscopy and dynamics of 4a,8a-azaboranaphthalene were studied by picosecond

time-resolved photoionization in a supersonic jet and analyzed with the aid of XMS-CASPT2 and time-

dependent DFT calculations. A resonance-enhanced multiphoton ionization spectrum (REMPI) reveals

the S1 origin at ~n = 33 830 � 12 cm�1. Several vibrational bands were resolved and assigned by

comparison with the computations. A [1+1] photoelectron spectrum via the S1 origin yielded an adiabatic

ionization energy of 8.27 eV. Selected vibrational bands were subsequently investigated by pump–probe

photoionization. While the origin as well as several low-lying vibronic states exhibit lifetimes in the ns-

range, a monoexponential decay is observed at higher excitation energies, ranging from 400 ps at

+1710 cm�1 to 13 ps at +3360 cm�1. The deactivation is attributed to an internal conversion of the

optically excited S1 state via a barrier that gives access to a conical intersection (CI) to the S0 state. The

doping significantly changes the energetic ordering of CIs and lowers the corresponding energy barrier

for the associated deactivation pathway, as revealed by nudged elastic band (NEB) calculations.

Introduction

The substitution of CC units with BN in the aromatic scaffold of
polycyclic aromatic hydrocarbons (PAHs) is a widely explored
method to expand the scope of organic molecules.1–10 The BN-
doped heterocycles are isoelectronic to the corresponding PAH
and therefore structurally similar. However, they exhibit elec-
tronic and optical properties, which fundamentally differ from
those of the pure hydrocarbons due to the introduction of local
dipole moments.11 The polarity of BN bonds therefore changes
the character of the frontier orbitals of the molecules and
thus the energy gap between the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO). Furthermore, substituting carbon with a nitrogen

atom potentially introduces np*-states which can effectively
change excited-state deactivation processes. For organic func-
tional material (OFM) applications, exploring these photophy-
sical properties is of great interest.12–18 For example, Zheng
et al. suggested BN-substituted aromatic molecules as possible
candidates for singlet fission materials.19 Therefore, recent years
saw increasing interest in understanding the spectroscopy and
photochemistry of BN-substituted aromatic molecules.20–26 A
few azaborines have been investigated by IR-spectroscopy in rare
gas matrices and by photoionization in the gas phase.27–29

However, no experiments on the dynamics of excited electronic
states have yet been reported and BN-doped PAHs have only
been investigated in solution. Studies on isolated molecules are
particularly interesting because they permit comparing experi-
mental results directly with computations without perturbations
by the solvent environment. In the present work we therefore
investigate the excited state dynamics of isolated 4a,8a-
azaboranaphthalene 1 depicted in Fig. 1, as a model for BN-
doped PAH in a free jet, using picosecond time-resolved spectro-
scopy and computational chemistry.

A few prior reports on 1 are available. A microwave study
provided rotational constants for 11 isotopologues of the
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molecule and derived accurate bond lengths from the data.30

First experiments to explore its electronic structures have
been carried out by Liu et al.,31 who investigated 1 by UV-
photoelectron spectroscopy (UV-PES), UV-visible absorption
spectroscopy and cyclic voltammetry. The experiments were
accompanied by DFT (density functional theory) calculations to
compute the HOMO and LUMO energy levels. The authors
reported a broad absorption between 250–300 nm in cyclohexane
and a vertical ionization energy (IE) of 8.42 eV. Furthermore, they
computed a HOMO–LUMO gap of DE = 4.13 eV for 1.31

Below, results on 1 will be compared to the CC-analogue
naphthalene, which has been studied extensively in both
solution and gas phase.32–39 As high-level quantum chemical
calculations are also available, the photophysics and photo-
chemistry of naphthalene are well understood.40–42 Therefore,
it serves as a suitable starting point to discuss the effects of BN
substitution. It was observed that the quantum yield of fluores-
cence in naphthalene decreases with increasing excitation
energy, which was attributed to efficient intersystem crossing
(ISC) with increasing excitation energy. For low excess energies
the dominant nonradiative channel is a S1 T1 ISC while for
higher excess energies a resonance of the S1 with T2 and T3 is
possible.43 Note that the large amount of older work on the
spectroscopy and dynamics of naphthalene in the S1 state was
reviewed by Avouris et al.43 A scheme of the electronic states of
naphthalene is given in the ESI,† Fig. S2.

Methods

The experimental setup has been described in detail
previously.44,45 It consists of a picosecond 10 Hz laser system
from Ekspla and a gas phase TOF and velocity map imaging
(VMI) spectrometer. Briefly, the 351 nm 3rd harmonic of a
Nd:YLF laser (85% of the fundamental wavelength 1053 nm,
corresponding to 5 mJ) was coupled into an optical parametric
generator (OPG) producing tuneable pump pulses (80–150 mJ).
For the probe pulse, the 4th harmonic at 263.5 nm (B30 mJ) was
employed. The instrument response function (IRF) is around 4
ps, with a spectral bandwidth of roughly 25 cm�1.

The experiments were conducted in a differentially pumped
vacuum chamber and the sample was seeded in Argon (p0(Ar) =
1.2 bar) at room temperature and expanded through a solenoid
pulsed valve with a 0.3 mm diameter nozzle into the vacuum.
4a,8a-Azaboranaphthalene was synthesized according to
the route of Sun et al. with slight modifications (see ESI†).46

The purity was checked using 1H-NMR and 11B{1H}-NMR
spectroscopy, also air stability for at least two weeks could be
verified, see ESI.†

The REMPI (resonance-enhance multiphoton ionisation)
spectrum was obtained by averaging three wavelength scans.
In each scan the OPG was tuned in 0.1 nm steps, each data
point was averaged over 50 laser shots. The laser beam was
weakly focused ( f = 1000 mm) into the ionization region.
To study the lifetimes, several vibronic bands were investigated
in a [1+10]-process with the 263.5 nm probe pulse. The time-
resolved spectra were averaged over 10–30 time-delay scans.
In each scan, a single data point was averaged over 50 laser
shots. The time intervals between the points varied between
0.5 ps close to the pump–probe overlap, and up to some 10 to
100 ps far away from it. All decay traces were fitted employing a
monoexponential decay combined with a Gaussian shaped IRF
(around 4 ps). In addition, photoelectron images were recorded
for a number of S1 bands, which yielded an ionisation energy
(IE) of the molecule, see below. For the imaging photoelectron
experiments each 2D raw image was averaged over 5000 shots.
The images were reconstructed employing the pBASEX47 algo-
rithm up to second order Legendre polynomial. Quantum
chemical calculations aimed at elucidating the vibrational
spectrum were conducted within the framework of (time-
dependent) density functional theory (TD-DFT). The calcula-
tions employed the oB97Xd functional48 along with the aug-
mented correlation consistent polarized triple zeta (aug-cc-
pVTZ) basis set. The computations were executed using the
Gaussian 16 quantum chemical software package.49 The choice
of a large basis set augmented with diffuse functions was
imperative for the accurate description of low-lying Rydberg
states in TD-DFT calculations. The molecular structures were
optimized, and Hessian matrices were computed for both the
ground (S0) and the first excited (S1) states. A frequency analysis
showed the absence of imaginary frequencies. Vibrationally
resolved absorption spectra for the S1 ’ S0 transition were
simulated using the Herzberg–Teller approximation. This was
achieved through a time-independent approach employing the
adiabatic Hessian model (AH) in the FCclasses3.0 program.50–52

To characterize the relevant electronic transitions, the natural
transition orbitals (NTO) formalism was employed. Ionization
energies were in addition computed by the CBS-QB3 composite
method.53 The FC-simulations for the photoelectron spectrum
and the TPES in the ESI† were carried out using ezSpectrum.54

For the exploration of potential nonradiative deactivation
pathways, conical intersections were optimized using the pen-
alty method developed by Ciminelli et al.55 Energies and
gradients were calculated at the extended multi-state (XMS)
complete active space second-order perturbation theory
(CASPT2) level,56 using the aug-cc-pVDZ basis set. These calcu-
lations were performed using the BAGEL software package.57

All optimization routines related to the deactivation pathway
were carried out using the geomeTRIC package,58 which
was interfaced with BAGEL. The pathway leading to the mini-
mum energy conical intersection (MECI) was determined using
our in-house implementation of the nudged elastic band (NEB)

Fig. 1 The C2v symmetric 4a,8a-azaboranaphthalene 1 depicted with the
coordinate system employed in the present work. Note that the z-axis
corresponds to the C2-axis of the molecule.
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method.59,60 Further computational details are given in
the ESI.†

Results
Characterization of structure and electronic properties

The optimized ground state structure of 1 is planar and shows
C2v-symmetry. Compared with the situation in the D2h-symmetric
naphthalene, the bond lengths in 1 are quite different. We find a B–
N bond length RBN = 1.46 Å (RCC = 1.48 Å), while RBC increases to
1.52 Å (RCC = 1.40 Å) and RNC shortens to 1.38 Å (RCC = 1.40 Å),
compared to the C–C bonds in naphthalene (values in parentheses).
This causes a significant distortion in the molecular plane, see Fig.
S1 (ESI†) for details on the geometry. The values can be compared to
the parameters derived by microwave spectroscopy.30 Here, bond
lengths of RBN = 1.470 Å, RBC = 1.510 Å and RNC = 1.391 Å were
reported, in a very good agreement with the values computed in the
present work.

To interpret the electronic spectra and to understand the
relaxation dynamics of 1, the energies of the electronically
excited states are crucial and were thus determined in TD-
DFT computations. Table 1 summarizes the calculated vertical
excitation energies Evert for the first five triplet and the first four
singlet states, as well as the corresponding oscillator strengths
f. Transitions into the S1 and S2 states are associated with rather
small values of f, while the far more intense transitions into the
S3 and S4 states are outside the range of energies investigated
experimentally in the present work. A striking result is the large
number of low-lying triplet states compared to naphthalene
(see Fig. S2, ESI†). Even T4 is energetically significantly below
the S1 state, while in naphthalene S1 and T3 are almost
degenerate.33

Interestingly, the calculated energy gap between the S2 and
S1 states, DE(S1–S2) is only around 0.2 eV, thus interactions
between these two states can be anticipated. Analysing the
transitions in the natural transition orbital (NTO) formalism
shows that all transitions to low-lying excited electronic states
consist of a p–HONTO (highest occupied NTO) to p*–LUNTO
(lowest unoccupied NTO) transition. According to this formal-
ism, all singlet and triplet transitions are computed to be of pp*
character (see Fig. S3 and S4, ESI†). Interestingly, for transi-
tions into the S1 and S2 state, the same NTOs are relevant, but

the magnitude of the HONTO - LUNTO and HONTO�1-
LUNTO+1 contributions is reversed (see Fig. S3, ESI†). For both
transitions, the LUNTO+1 shows a B–N antibonding contribu-
tion, so the most important geometry change associated with
the S1 ’ S0 transition is a pronounced increase in the B–N
bond length RBN from 1.46 Å to 1.53 Å, indicating a reduction in
the B–N bond order. On the other hand, RBC does not change
and RBN decreases only slightly to 1.36 Å, thus the in-plane
distortion becomes even more significant.

Energy-resolved spectra

Fig. 2 depicts a REMPI spectrum of 1 between 33 700 and
37 600 cm�1 (black line). Several bands can be identified and
are listed in Table 2. While the first few bands are well
separated, they start overlapping at higher energies and bands
appear atop of a background signal. The first band appears at
33 830 cm�1 (4.194 eV) and is assigned to the origin of the S1

state, in good agreement with the computed adiabatic excita-
tion energy of Ead = 4.50 eV. The vertical energy Evert = 4.67 eV
(XMS-CASPT2: 4.19 eV) is best compared to the band maxi-
mum at 4.370 eV (+1420 cm�1), and again indicates good
agreement between experiment and computation. The experi-
mental value also matches the HOMO–LUMO gap of 4.13 eV in
cyclohexane, reported by Liu et al.31 The green line represents a
simulation, based on time-independent quantum chemical cal-
culations of the S1 ’ S0 transition. The simulation has been
shifted by �1243 cm�1 for best agreement with the experiment.
It is visible that computed band positions and intensities of
the S1 state in the lower wavenumber region resemble the
experimental ones.

Due to the agreement between theory and experiment, for
some bands an assignment is possible. However, with increas-
ing excitation energy, bands overlap and an assignment to a
single transition is not possible anymore. A summary of the
most important REMPI transitions with assignment based on
DFT calculations is given in Table 2. The most important
geometry changes upon excitation are the more pronounced
deformation of the ring system and the increase of RBN.
Therefore, modes associated with these changes display a sig-
nificant activity. The first intense band next to the origin in the

Table 1 Calculated electronic excitation energies Evert and oscillator
strength of 1. TD-DFT on the oB97xD/aug-cc-pVTZ level and 4-XMS-
CASPT2(6,6)/aug-cc-pVTZ was used

Electronic
state

Evert/eV
(DFT)

Evert/eV
(4-XMS-CASPT2(6,6))

Evert/eV
ref. 31

f this
work

T1
3A1 (pp*) 3.08 3.08 — —

T2
3B1 (pp*) 3.18 3.33 — —

T3
3B1 (pp*) 4.24 3.88 — —

T4
3A1 (pp*) 4.26 4.04 — —

T5
3A1 (pp*) 5.16 — — —

S1
1B1 (pp*) 4.67 4.19 4.75 0.0034

S2
1A1 (pp*) 4.89 4.39 4.96 0.0053

S3
1A1 (pp*) 5.56 4.80 5.74 0.3651

S4
1B1 (pp*) 5.60 — 5.75 0.5390

Fig. 2 [1+1]-REMPI spectrum of 1 (black) together with a simulation based
on time-independent quantum chemical calculations (green).
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measured spectrum (see Fig. 2) at a wavenumber of +405 cm�1

corresponds to an in-plane ring deformation mode of the
molecule. Its intensity relative to the origin is well represented
by the computations. This also holds for several low-intensity
transitions up to 34 500 cm�1.

On the other hand, the second intense band at +785 cm�1 is
not visible in the computations. It can either be assigned to the
in-plane deformation computed at 890 cm�1 or to the first
overtone of the +405 cm�1 band, which is significantly under-
estimated by the computations.

Further intense bands are observed at +1075 cm�1 (CC-
stretch and CH in-plane deformation), +1220 cm�1 (CH in-
plane deformation and BN-stretch), +1420 cm�1 and
+1710 cm�1. Based on the computations they could be assigned
to modes with considerable B–N character, which are expected
to appear due to the increase of the BN bond length upon
excitation. However, at higher wavenumbers, bands are
composed of several overlapping transitions and thus increas-
ingly difficult to assign.

To determine the adiabatic ionization energy IEad, we
recorded a one-color [1+1]-REMPI photoelectron spectrum via
the S1 00

0 transition at ~n = 33 830 cm�1 (4.194 eV). The spectrum
exhibits two pronounced bands (A,B) and a third one (C) being
cut off at 0 eV electron kinetic energy (EKE). A Franck–Condon
simulation based on the geometries depicted in Fig. S1 (ESI†) is
given as a dotted line. It is obtained by convolving the stick
spectrum also shown in Fig. 3 with a Gaussian function with a
full width at half maximum of 40 meV. Band A appears at the
highest photoelectron kinetic energy EKE = 0.12 eV and thus
corresponds to the transition into the ground state of the
cation, D0 ’ S1. From expression (1)

IEad = hn � EKE (1)

we determine IEad = 8.27 � 0.025 eV. The error bars are taken
from the FWHM of the bands in the spectrum. This value is
in good agreement with a previous experimental result of
8.24 eV61 and in excellent agreement with the computational
value of 8.26 eV, obtained by CBS-QB3, while the DFT (oB97XD/
aug-cc-pVTZ) level of theory yielded a lower value of 8.04 eV.
Note that the previous IE of 8.42 eV reported by Liu et al.31

corresponds to a vertical value. The IEad was confirmed by a
threshold photoelectron spectrum (TPES) of 1 recorded at the
Swiss Light Source using synchrotron radiation. From this

spectrum given in Fig. S5 (ESI†), we also derive an IE of
8.27 eV, but only limited additional information is obtained.

Band B is composed of three overlapping transitions into the
in-plane ring deformation modes ~n+

42 = 468 cm�1 and ~n+
39 =

587 cm�1 and into the BN-stretch mode ~n+
38 = 659 cm�1. The ~n+

42

mode corresponds to ~n+
44 visible in the REMPI spectrum as an

intense peak at +405 cm�1, cf. Fig. 2. Based on the computed
geometries, ionization from the S1 state leads to a decrease of
RBN to 1.48 Å and thus an increase in the BN bond strength (see
Fig. S1, ESI†). Together with an increase in RNC and a decrease
in RBC, ring deformation is reduced, which explains the Franck–
Condon activity in ~n+

42. Finally, band C maximizes at an EKE
of 0 eV. Most likely, electrons from autoionizing states con-
tribute to the band, thus it cannot be simulated. The relative
intensity of bands A and B is reflected in the Franck–Condon
simulation, which confirms that the calculated geometries are
correct. Note that no dissociative photoionization was evident
in the spectra.

Time-delay scans

To gain insight into the excited state dynamics of 1, we excited
several bands observed in the REMPI-spectrum (cf. Fig. 2) and
ionized them with a 263.5 nm probe pulse. The time delay
scans are shown in Fig. 4, while the time constants obtained

Table 2 Summary of selected bands of the S1 state of 1 with corresponding lifetimes obtained in time-resolved experiments employing a 263.5 nm
probe pulse. Matching mode assignments are based on DFT (oB97xD/aug-cc-pVTZ) calculations

Vib. energy/cm�1 Calc. energy/cm�1 Tentative assignment Life time t

33 830 � 12 35 074 S1 origin 41 ns
+405 +350 ~n44 in-plane ring deform. 41 ns
+785 +890 ~n30 in-plane ring deform. 41 ns
+1075 +1060 ~n24 CC-stretch/CH in-plane deform. 41 ns
+1220 +1160 or +1180 ~n21 CH in-plane deform./BN-stretch 41 ns
+1420 41 ns
+1710 — — E400
+2065 — — 117 � 6 ps
+2695 — — 31 � 2 ps
+3360 — — 13 � 1.5 ps

Fig. 3 [1+1] photoelectron spectrum recorded via the S1 origin in
comparison with FC-simulation based on DFT (oB97xD/aug-cc-pVTZ)
computed frequencies and the corresponding stick spectrum.
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from a single exponential fit are summarized in Table 2. For
the S1 origin (top left) as well as for low lying vibronic bands
(see e.g. band at +1420 cm�1 in the upper middle) no time
dependence is observed on the ps time scale, indicating a long
lifetime on the order of at least some tens of ns. However, once
bands at excess energies above +1420 cm�1 are excited, the
lifetime decreases rapidly. For example, a decay with t = 400 ps
is observed at +1710 cm�1, while for the highest energy band
investigated here at +3360 cm�1 we measure t = 13 ps. All traces
decay monoexponentially and all of them most likely decrease
to zero, although for several bands the time-delay scan is too
short to observe the full decay. Time-resolved photoelectron
images were also recorded. They did not yield additional
insight and are thus given only in the ESI,† see Fig. S6.

Discussion

We will now consider the possible nonradiative deactivation
mechanisms, in particular intersystem crossing (ISC) and inter-
nal conversion (IC). As all triplet states in the investigated
energy range were computed to be of pp* character, ISC would
be associated with an (1pp*-3pp*) process, which is consid-
ered slow within the framework of the El Sayed rules.62 For the
S1 origin as well as for low lying vibronic states, the long ns-
lifetimes indicate that the deactivation is dominated by fluores-
cence and possibly ISC. However, we consider ISC unlikely to
contribute to the rapid deactivation at higher excitation ener-
gies, suggesting that internal conversion (IC) within the singlet
state manifold is the primary deactivation pathway.

Deactivation accelerates between 1420 cm�1 and 1710 cm�1,
where lifetimes drop from several ns to 400 ps. Furthermore,
the ion signal decays to zero, thus the final state of the non-
radiative deactivation cannot be efficiently ionized. This rules

out vibrational energy redistribution (IVR) as an explanation for
the decay because distribution of population over several
vibrational levels would not suppress ionization completely.
Interestingly, the energy gap of the first and second excited
state at the ground state equilibrium geometry computed by
DFT, DE(S1–S2) is 0.22 eV (1775 cm�1) and thus matches the
energy of the observed change in lifetime rather well. There-
fore, we assume that the deactivation is mediated by the
interaction between the two excited singlet states and propose
a deactivation for 1 that follows the mechanism illustrated on
the left-hand side of Fig. 5. Close to around +0.2 eV excess
energy, the S2 state becomes accessible. In an adiabatic picture,
the interaction between the states leads to an avoided crossing
and creates a barrier on the S1 surface. At sufficiently high
excitation energies, there is enough internal energy in the
molecule to overcome this barrier after IVR (redistribution of
vibrational energy). The subsequent decrease of lifetime with
increasing wavenumbers is in accordance with Fermi’s Golden
rule, which assumes the rate constant of a process to be
proportional to the density of states.63

The ion signal decays to zero, thus the final state of the non-
radiative deactivation cannot be efficiently ionized because of
small Franck–Condon factors. This can be explained, when the
S1 relaxation is followed by a rapid IC to the electronic ground
state with a fast sub-ps time constant that cannot be resolved in
our setup, possibly via a conical intersection (CI). To substanti-
ate this hypothesis, we employed SA4-XMS-CASPT2(6,6) calcu-
lations to identify conical intersections between the S1 and S0

states that could be responsible for facilitating the internal
conversion process. For this purpose, energy barriers (Ea) for
the pathway from the vertical excitation in the first excited state
to the CIs were calculated with the nudged elastic band (NEB)
method for CIs located energetically below or up to 0.3 eV above
the vertical excitation energy for the S1 (see Table 3). We find
structure B, given on the right-hand side (top trace) in Fig. 6 to
be the conical intersection with the lowest barrier, with an
energy of 4.14 eV with respect to the ground state equilibrium.
In the assigned structure, one of the carbon atoms adjacent to

Fig. 4 Time delay traces recorded with a probe wavelength of 263.5 nm
at different excitation energies. The time constant decreases monoexpo-
nentially at higher excitation energies.

Fig. 5 Left hand side: illustration of the nonradiative deactivation in 1.
Schematic representation of the deactivation pathway following vertical
excitation to the first excited state (indicated by a star). Deactivation may
proceed through a conical intersection (denoted by a point) before
returning to the ground state, overcoming an activation barrier Ea in the
process. Right-hand side: the calculated pathway, obtained using the
Nudged Elastic Band (NEB) method, traces the lowest energy pathway
with a calculated activation barrier Ea = 0.21 eV of transition from the
vertically excited structure (star) to the chosen conical intersection struc-
ture (dot).
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the nitrogen atom deviates significantly from the planar
configuration commonly observed in naphthalene derivatives.
This out-of-plane carbon atom introduces a distinct distortion
in the molecular geometry. Furthermore, the hydrogen atom
attached to this deflected carbon is oriented in a manner that it
points slightly towards the nitrogen atom. The computed low-
est energy pathway from the vertically excited S1 structure to
this conical intersection is depicted on the right-hand side of
Fig. 5. The activation barrier was calculated to be Ea = 0.21 eV,
in agreement with the onset of the lifetime-drop in the experi-
ments. As a result, increasing the excitation energy in the
experiment enhances the probability of overcoming this activa-
tion barrier, thereby promoting a rapid transition back to
the ground state. In this case, electronic excitation energy is
converted to vibrational energy and the highly vibrationally
excited molecules cannot be ionized, due to unfavourable
Franck–Condon factors to low-lying ionic states. No dissociative
photoionization was observed, so the laser intensities
employed in this study do not permit to populate excited ionic
states in a multiphoton probe step that could reveal additional
information.

Excited-state deactivation might also result in dissociation.
A ground state dissociation following a statistical mechanism
will probably occur on a longer time scale. Alternatively, after
passing the CI, the molecule might rapidly dissociate along a
repulsive coordinate. For the C–H bonds next to the B and
N atoms, we computed dissociation energies D0 of 5.04 and
5.16 eV, thus dissociation would only be possible at the highest
excitation energies. Although no fragmentation products have

been observed, we note that our experimental scheme is not
sensitive to H-atoms from dissociation of a C–H bond.

It is of interest to compare the results obtained for 1 with the
large body of data reported for the isoelectronic hydrocarbon
parent PAH naphthalene. Here, the S1 ’ S0 transition has been
extensively studied by various methods. For the S1 origin as well
as low-lying vibronic bands, lifetimes in excess of 100 ns have
been reported and quantum yields indicate preferred relaxation
to the S0 state via fluorescence.32–36 Excited vibronic states
decay to low-lying triplet states.43 However, lifetimes remain
in the ns-regime for S1 excess energies of more than 4000 cm�1,
commensurate with an unfavourable (1pp*-3pp*) ISC. Only
above 4.45 eV, the S2 state is accessed and a drop in lifetime
also becomes apparent, as confirmed by Schmitt et al., who
reported a lifetime of less than 100 fs for the 1B2u state of
naphthalene when excited at 278 nm (4.46 eV).37 A major
impact on the excited state dynamics of replacing the central
CQC unit in naphthalene with a B–N group thus seems to be a
reduction of the S1–S2 energy gap DE(S1–S2), which leads to
shorter excited state lifetimes. But also, the energetic landscape
of conical intersections is significantly influenced by doping.
Our calculations indicate that introducing a BN group to
naphthalene results in CI conformations with structural motifs
similar to those identified by Harabuchi et al.64 in naphthalene,
while the heteroatom doping disrupts the mirror symmetry,
resulting in distinct isomers. Although the energies and their
ordering are significantly altered, for the minimum energy
conical intersection (MECI), both systems display comparable
structures (denoted A), characterized by a distorted CH moiety.
In 1, this moiety is notably located on the ‘boron-side’, as
illustrated in Fig. 6.

The Nudged Elastic Band (NEB) calculations reveal a rela-
tively high activation energy of 0.6 eV for structure A in 1.
However, the BN insertion markedly stabilizes the CI structure
B, which features a puckered CH moiety adjacent to the
nitrogen atom. This structure lies only 0.14 eV above the MECI
(while in naphthalene, the energy difference amounts 0.41 eV),
and interestingly, it presents a significantly smaller activation
energy of 0.21 eV for the transition. As a result, B with its
substantially lower barrier becomes the most important deac-
tivation pathway for the internal conversion process. Notice,
that for both CIs in naphthalene (structures A and B) the
hydrogen atom attached to the ‘‘puckered’’ carbon does not
exhibit a distinct orientation, while for 1 it is oriented towards
the neighbouring heteroatom. The shift in energy of the two CIs
as well as their barriers have direct implications for the
accessible deactivation pathways for nonradiative transitions
back to the ground state. It results in an onset for excited-state
deactivation at much lower energies in 1 compared to naphtha-
lene. Further conical intersection structures were identified in
1, termed C–E in Table 3 and are depicted in Fig. S7 (ESI†). Due
to their higher energy barriers, they are not considered relevant
in the interpretation of the spectroscopic findings.

Past computational work indicated that the electronic prop-
erties depend strongly on regioselectivity, i.e. the position of the
BN group in the molecule. However, the influence of the site of

Table 3 Energy of conical intersections relative to the ground state
energy, DE for all CI matching the energy condition (Evert (S1) + 0.3 eV =
4.49 eV) as well as the activation barrier Ea determined by NEB. All values
calculated with 4-XMS-CASPT2(6,6)/aug-cc-pVDZ

Structure DE/eV Ea/eV

A 4.01 0.60
B 4.14 0.21
C 4.31 0.89
D 4.42 0.98
E 4.47 1.42

Fig. 6 Comparison of the CIs in naphthalene and 4a,8a-
azaboranaphthalene (structure A) and their congeners in the substituted/
unsubstituted system (blue: nitrogen, brown: boron). Structure A is in both
cases the MECI. The energy difference DE is given with respect to the
respective ground state equilibrium structure.
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substitution on the properties is neither fully understood nor
easily predicted.11 We hope that our study contributes to a
better understanding of how BN substitution influences the
photophysical properties of PAH.

Conclusions

In this work, we investigated the electronic structure and
dynamics of isolated 4a,8a-azaboranaphthalene 1 by frequency-
and time-resolved electronic spectroscopy, supported by high-
level electronic structure computations. Compared to naphtha-
lene, 1 shows a significant geometry deformation in the mole-
cular plane, which is even more pronounced in the S1 state. In a
partially vibrationally resolved multiphoton ionisation spec-
trum, the origin of the S1 ’ S0 transition was observed at ~n =
33 830 � 12 cm�1. Compared to the parent PAH naphthalene,
the symmetry reduction leads to a larger number of vibronic
bands in the spectrum. Based on TD-DFT calculations (oB97xD/
aug-cc-pVZT) and a time-independent simulation of the spec-
trum, several vibrational transitions were assigned. By analys-
ing the photoelectron spectrum obtained via the S1 origin, an
ionization energy of IEexp = 8.27 eV � 0.025 eV was determined
for 1, which revises an earlier value.61 A vibrational progression
in the cationic D0 state was assigned to the in-plane deforma-
tion mode and the BN-stretch mode because the geometry
deformation is less pronounced in the cation compared to S1.

In time-resolved experiments with different pump wave-
lengths and a probe wavelength of 263.5 nm we observed a
decrease in lifetime with excitation energy. The time-resolved
spectra of the S1 origin and of low-lying vibronic states show no
apparent decay, indicating a lifetime in the nanosecond range
and a deactivation governed by fluorescence or an El-
Sayed forbidden ISC transition. Below excitation wavelengths
of lPump = 281.4 nm, corresponding to +0.21 eV a monoexpo-
nential decay (tdecay r 400 ps) becomes apparent. The deacti-
vation is attributed to a conical intersection to the electronic
ground state. To access it, an energy barrier has to be passed,
which requires sufficient excess energy. This explains the fairly
sharp drop in lifetime with vibrational excitation in the S1 state.
The barrier might in turn result from the interaction between
the S1 and the S2 states. This energy barrier of 0.21 eV agrees
well with the DE(S1–S2) energy gap of +0.22 eV computed by TD-
DFT and the lowest energy pathway from the vertically excited
structure (star) to the chosen conical intersection structure,
calculated to be 0.21 eV by the Nudged Elastic Band (NEB)
method. Compared to naphthalene, BN-doping dramatically
changes the energy of the conical intersections. A structure
termed B was identified at significantly lower energies in our
computations and provides an efficient non-radiative deactiva-
tion pathway in 1 that is not accessible in naphthalene.

In summary, we showed that isoelectronic substitution by
BN groups influences excited state dynamics in PAH. Compared
to the parent PAH naphthalene, the difference in the deactiva-
tion can be attributed to the smaller energy gap between S1 and
S2 and to internal conversion by an accessible new deactivation

pathway. However, a considerable regioselectivity is antici-
pated, depending on the BN isostere.
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