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The accuracy limit of chemical shift predictions
for species in aqueous solution†‡

Stefan Maste, a Bikramjit Sharma, b Tim Pongratz, a Bastian Grabe, a

Wolf Hiller, a Markus Beck Erlach, c Werner Kremer, c

Hans Robert Kalbitzer, c Dominik Marx*b and Stefan M. Kast *a

Interpreting NMR experiments benefits from first-principles predictions of chemical shifts. Reaching the

accuracy limit of theory is relevant for unambiguous structural analysis and dissecting theoretical

approximations. Since accurate chemical shift measurements are based on using internal reference

compounds such as trimethylsilylpropanesulfonate (DSS), a detailed comparison of experimental with

theoretical data requires simultaneous consideration of both target and reference species ensembles in

the same solvent environment. Here we show that ab initio molecular dynamics simulations to generate

liquid-state ensembles of target and reference compounds, including explicitly their short-range

solvation environments and combined with quantum-mechanical solvation models, allows for predicting

highly accurate 1H (B0.1–0.5 ppm) and aliphatic 13C (B1.5 ppm) chemical shifts for aqueous solutions

of the model compounds trimethylamine N-oxide (TMAO) and N-methylacetamide (NMA), referenced to

DSS without any system-specific adjustments. This encompasses the two peptide bond conformations

of NMA identified by NMR. The results are used to derive a general-purpose guideline set for predictive

NMR chemical shift calculations of NMA in the liquid state and to identify artifacts of force field models.

Accurate predictions are only obtained if a sufficient number of explicit water molecules is included in

the quantum-mechanical calculations, disproving a purely electrostatic model of the solvent effect on

chemical shifts.

1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is an analytical
key technique for structural and dynamical characterization of
chemical and biological systems under a variety of conditions.
With growing complexity of experimental methods and systems
studied, it is increasingly more difficult to clearly assign mole-
cular detail to observed response.1–3 Computational methods are
therefore relevant for interpreting spectral features if they are
truly capable of accurately reproducing NMR parameters such as
chemical shifts. NMR data sensitively depend not only on the
structure and dynamics of the target compound, but also on
solvent conditions and composition. In this context, first-

principles approaches based on quantum-mechanical (QM)
calculations (nowadays dominated by density functional the-
ory, DFT) are the methods of choice for supporting structure
determination as they can in principle be applied in situations
where empirical methods are problematic due to insufficient
training data.4–6 The computational protocol usually consists
of the generation of relevant conformations, geometry opti-
mizations, and NMR calculations. Tools to automatically
calculate NMR parameters using such workflows have been
developed.7–10 The variety of methods in terms of structure
generation, levels of theory for geometry optimization, and
NMR calculations using specific solvent models leads to a wide
array of options for the practitioner. However, they are not
necessarily transferable between different systems and their
quantitative performance, i.e. predictive capabilities under new
conditions not met before remains unclear. Hence, it is highly
desirable to develop a reference framework for predicting
chemical shifts, the property focused on in this work, with
high accuracy and with as little empirical input as possible,
benchmarked for experimentally well-defined model com-
pounds. By gradually increasing the sophistication of the over-
all method to the quantitative limit we are able to delineate the
impact of all individual approximations of the modelling setup
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toward achieving predictive power for NMR calculations in the
liquid state.

Determination of accurate experimental chemical shifts in
solution requires the addition of a reference compound to the
solution (internal reference) for cancelling effects of the mag-
netic susceptibility of the solvent on the magnetic field and
thus on the resonance frequency and the measured shifts. The
experimental shifts of a target molecule sensitively depend on
many precisely controlled factors, the exact composition of the
sample, the properties of the solvent, especially the pH and the
ionic strength, and external factors such as temperature and
pressure. As the ultimate test for the predictive power of a shift
calculation is close agreement between measured and pre-
dicted values, it is important that the calculations reflect all
relevant factors influencing the experimental outcome. In
particular, internal referencing has to be properly handled in
the calculations.

Consequently, the key factors that determine the accuracy of
an NMR shift calculation are: (1) the adequate treatment of the
solute’s internal degrees of freedom and conformations in
solution, (2) the description of the solvent environment, and
(3) the QM level of theory for computing the primary quantities,
the shielding constants (‘‘chemical shielding’’) of nuclei of
interest. While these issues have frequently been investigated
in the past,11–15 one additional, but rather important ingredient
of a successful shift prediction has rarely, if at all, been
addressed: (4) the same factors (1–3) also influence the treat-
ment of the NMR ‘‘standard’’ or reference, as the chemical shift
is given by the difference between shielding constants of
reference and target compound nuclei. However, to the best
of our knowledge, the structural and solvation ensemble effects
on QM-based calculations of shielding constants of the com-
monly used reference species tetramethylsilane (TMS) and the
water-soluble derivative trimethylsilylpropanesulfonate (DSS)
for 1H or 13C have not been studied in the past. Ensemble
effects based on snapshots from ab initio molecular dynamics
(AIMD) simulation16 of the reference have been reported only
for the 15N standard compound nitromethane,17 whereas
AIMD studies of the target species are more common. A recent
review18 lists 28 examples where AIMD simulations in combi-
nation with DFT-NMR calculations were performed. This high-
lights the advantages of generating accurate molecular
ensembles including the solvent compared to the use of a
limited number of optimized structures only.

The calculation of chemical shifts typically relies on regres-
sion with respect to experimental data in the sense of an
empirical determination of the intercept representing the
reference shielding constant.7,19 Even if the target species along
with a local solvent environment is sampled by AIMD simula-
tions, as has been done for N-methylacetamide (NMA) in
water19 the residual error from averaging over QM-based snap-
shot calculations is quite large when using an empirical refer-
ence, on the order of 1 ppm for the amide proton. Alternatively,
NMR calculations on geometry optimized structures of TMS or
DSS are established and frequently used in the literature,20–23

allowing for a direct referencing approach mimicking an

internal standard. However, fitting the reference to experimental
data7,21 as well as secondary or multi-standard methods24,25 are
usually preferred26 as they lead to more accurate shift calcula-
tions due to improved error compensation.

Generally, this means that only relative chemical shifts are
commonly computed in the sense of an additive correction to the
directly calculated shielding constant. However, the adequate
treatment of the standard is relevant for a robust prediction of
absolute shifts in the sense that the methodology should be
applicable under conditions where empirical data is scarce or
not available. A priori it is not known how strongly ensemble and
solvation effects influence the experimentally measured data. For
instance, we have previously demonstrated that the pressure
response of DSS resonances in water is small,27 which allows for
a clear assignment of the pressure dependence of NMR shifts to
the target species alone. Similarly, NMR experiments in complex
solvent mixtures with direct, i.e. internal referencing can be
understood only if the solvation and ensemble effects on the
standard compound are modelled at a similar level of detail as for
the target species.

Therefore, we set out here to investigate in a proof-of-
concept study if essentially quantitative agreement with experi-
ment can be achieved for chemical shift calculations of the
model compounds NMA and trimethylamine N-oxide (TMAO)
in water referenced against DSS and, in addition, which level of
sophistication is necessary to meet this goal. The small range of
model compounds is a consequence of the enormous computa-
tional cost associated with AIMD simulations to generate ensem-
bles. As will be shown below, this methodology is necessary
in order to achieve close correspondence with experimental
reference data. To this end, it was also important to obtain a
reliable NMR dataset for the two compounds under controlled
conditions for the present study. As a special problem, NMA
contains an NH–CO amide bond representing an analogous
structure to a peptide bond that can occur as cis and trans
isomer in solution. The corresponding two isomers were
described by NMR for NMA dissolved in CCl4

28 but not yet in
aqueous solution.

All these species have been treated theoretically by us in the
past with optimized structures,20,27,29 indicating the limits of
neglecting structural fluctuations and short-range solvation
effects by explicitly included solvent species in the context of
QM solvation models. As to the latter, the polarizable conti-
nuum model30 (PCM) is frequently employed for NMR calcula-
tions, while its performance, especially for protic solvents, can
be improved by addition of a few explicit solvent molecules,31,32

though still leading to large absolute errors for AIMD-sampled
NMA with an empirical standard correction.19

As an alternative to continuum calculations we have in the
past investigated the performance of the embedded cluster refer-
ence interaction site model (EC-RISM) as a solvation approach for
QM methods in the context of NMR predictions.27,33 This model
combines calculations of the electronic and liquid structure by
adding the interaction of a set of polarizing background charges
to the electronic Hamiltonian which, as opposed to continuum
models, represent the electrostatic potential distribution derived
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from the solute–solvent site distribution functions (SDFs) of an
atomistically resolved solvent description within the 3D RISM
approximation. In this way, the effect of directional hydrogen
bonds can be mimicked even in the absence of explicit solvent
molecules. While EC-RISM already yielded improved NMR shift
results compared to PCM calculations on optimized structures,27

its performance advantage was particularly evident in the context
of calculating isotropic hyperfine coupling constants for electron
paramagnetic resonance (EPR) spectroscopy, as demonstrated
recently.34,35 In a similar spirit as in the present work, we worked
out the accuracy limit for such calculations on the basis of AIMD-
generated ensembles of a spin probe in water. By comparing to
fully explicit solvation with a quantum-mechanical/molecular-
mechanical (QM/MM) approach, we showed that EC-RISM as a
hybrid solvation model is capable of replacing the short-range
explicit solvation effects, unlike PCM.

2 Results and discussion
2.1 Experiments and computational approach

On the experimental side, new, more complete reference data
for TMAO and NMA than already published by us20,27 with
direct referencing to respective DSS methyl nuclei was
produced, for both NMA and TMAO. In addition, the 1H, 13C,
and 15N resonances in cis-NMA could be identified and char-
acterized for the first time by NMR in aqueous solution (see
ESI,‡ Tables S1, S2 and Fig. S1, S2) where the cis-isomer occurs
in a relative concentration of approximately 1.6%. These data
complete the experimental characterization of this important
benchmark molecule. The influence of variations of pH, dilu-
tion, and temperature on the chemical shifts was checked
to account for possible differences in theoretical workflows
(see ESI‡).

On the computational side, based on our previous under-
standing we now turn to the more complicated NMR shift
problem by treating the target species, NMA and TMAO, on
the same footing as, for the first time, the reference DSS. All
species were no longer assumed to be rigid bodies, but repre-
sented by AIMD-generated ensembles of fluctuating molecules
in a fully explicit aqueous solvent environment. This allows for a
one-to-one comparison with experimental data, see ESI,‡ for full
details. Dynamics and, therefore, the NMR timescale does not
play a role for the statistical analysis as magnetic equivalence of
nuclei and distinguishability of conformations is assumed to be
known according to the experimental assignments.

We determined the convergence and therefore the accuracy
limit by taking ca. 400 snapshots (for convergence down to ca.
0.05 ppm uncertainty for 1H and 0.2 ppm for 13C with respect to
the number of snapshots see Fig. S3, ESI‡) from the trajectories
of NMA, TMAO, and DSS and successively enlarged the expli-
citly treated short-range solvation environment around all
nuclei of interest in the spirit of hybrid solvation models.
Analyses were performed without further background models
and with augmentation by EC-RISM or PCM, and by an MM
background (thus providing the standard QM/MM ansatz in

addition). This allows us to treat the impact of widely used
model approximations on target and reference species sepa-
rately and, therefore, to study the relevance of error compensa-
tion. By comparing with analogous ensembles taken from
standard force field-based molecular dynamics (FFMD) simula-
tions we can clearly determine the effect and origin of FF model
approximations. We focused on directly referenced 1H and 13C
nuclei of the target species with respect to DSS, analyzing
amide H as well as methyl H and C in cis- and trans-NMA and
in TMAO in the main text (for experimental NMR data see
ESI‡).15N data were not included in the computational part of
the study since the experimental data (separately shown in
ESI,‡ Table S2) could only be referenced indirectly to internal
DSS according to the IUPAC-IUB recommendations,36 which
cannot be mimicked by chemical shift calculations as done in
this work. For the detailed analysis of all model variants we
did not vary the QM level of theory but employed OLYP/
6-311+G(d,p)37–39 GIAO-DFT as this approximation has shown
good performance for NMR calculations in a variety of bench-
mark studies.40–42 The low computational cost facilitated cal-
culations on hundreds of structures with increasing number of
explicit water molecules in the QM zone, bringing standard
errors of the calculations down to below 0.1 ppm for 1H and
0.25 ppm for 13C (see Tables S3–S12 in the ESI‡). It turned out
that 13C of the carbonyl group in NMA requires special QM
treatment, as will be discussed below.

In other studies, varying the QM size for the calculation of
isotropic shielding constants was for instance studied for
several systems in water based on FFMD but excluding the
ensemble of the standard.43 This latter work recommended a
QM zone of 8–10 Å, which could be reduced by a factor of
around 2 to 4 depending on the analyzed molecule and nucleus
by adding an MM background. In another previous NMR
study19 the authors used a selection of explicit water molecules
with a radius of 4 Å around all nuclei and only analyzed the
trans-conformer of NMA, using empirical referencing. We here
call this selection mode ‘‘full’’ and examine a second selection
protocol, termed ‘‘local’’, defined by treating only those solvent
molecules in the QM zone whose centers were located within a
certain distance from all magnetically equivalent target nuclei
(using methyl-H positions as basis for methyl-13C). This way the
number of QM solvent molecules could be kept smaller com-
pared to the ‘‘full’’ model at the same truncation distance.

In both ‘‘full’’ and ‘‘local’’ cases, the snapshots of the
respective solute species together with their explicit short-
range solvation environments were treated as taken from AIMD
without further background field (no prefix to ‘‘full’’/’’local’’, in
Fig. 1 only), and by EC-RISM, PCM, and QM/MM (annotated by
prefixes ‘‘ECR’’, ‘‘PCM’’, ‘‘QM/MM’’ to ‘‘full/local’’) back-
grounds, in the QM/MM case representing water point charges
by the TIP3P model.44 Trends can be illustrated in two variants,
by plotting NMR results as a function of distance or of the
number of surrounding water molecules (corresponding to a
certain distance). While convergence of shieldings is better
represented in the latter way when starting from an origin of
0, for chemical shifts the distance representation allows for
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different numbers of solvent molecules for target and reference
at the same truncation distance. In order to test the electro-
static hypothesis as the dominant factor for solvent effect on
chemical shifts, we evaluated the models QM/MM, EC-RISM,
and PCM without a single explicit water in the QM zone,
annotated by the additional suffix ‘‘0’’. This allows for a
comparison with the respective ‘‘full’’ models in order to
evaluate the limits of a purely electrostatic solvation treatment.
We furthermore add analyses based on FFMD and on a single
optimized structure, designated by superscripts ‘‘FFMD’’ and
‘‘opt’’ to shieldings and shifts instead of ‘‘AIMD’’.

2.2 Shielding constants

Table 1 shows the shielding constants of a representative set of
nuclei in the reference ‘‘AIMD-QM/MM,full’’ solvation frame-
work (sAIMD

QM/MM,full) and deviations of this quantity for other
solvation schemes with respect to this reference (see Table
S12 for other nuclei, ESI‡). We first note that the ‘‘full’’ scheme
at the largest number of water molecules (corresponding to a
4 Å shell) consistently yields a stable value with very little
deviation between different background models (up to
0.17 ppm for amide 1H, 0.02 ppm for methyl 1H, and 0.34 ppm
for 13C), i.e. close to the statistical uncertainty. We can therefore
assume that these values are truly converged and represent the
accuracy limit under the remaining approximations.

In the following the abbreviation ‘‘refQM/MM‘‘ is used for the
theoretical reference, obtained from a ‘‘full’’ 4 Å explicit water
shell based on the AIMD ensemble with MM background charges.

Fig. 1 shows the calculated absolute values of the shielding
constants for the representative set of nuclei (as in Table 1) with
all the solvation schemes. For completeness, pure AIMD snap-
shot calculations without any background are also shown in
Fig. 1, indicating the necessity to add a background model to
reach convergence. While the difference between ‘‘local’’ and
‘‘full’’ schemes is quite small for DSS and TMAO, and even no
inclusion of explicit water molecules induces an error with
respect to the limit of ca. 0.5 ppm only (with a small advantage
of EC-RISM over PCM), for NMA the difference is larger.
0.4 ppm remain for PCM and EC-RISM even at 4 Å ‘‘local’’
explicit solvent corresponding to 7 water molecules, which can
be attributed to the missing explicit solvation of the carbonyl
group, see Fig. 2B. Similarly, missing explicit solvation of the
sulfonate group of DSS (Fig. 2A) correlates with the 0.1 ppm
difference in Fig. 1A that remains using local explicit solvent
when EC-RISM or PCM are added compared to pure local
explicit solvation. EC-RISM shows consistent advantages over
PCM for the less expensive ‘‘local’’ scheme, being closer to the
limit for all truncations including 0 water molecules (where the
error is ca. 0.8 ppm). Notably, just one explicit water near the
amide H in NMA reduces the error to less than 0.3 ppm
compared to reference that requires ca. 29 water molecules.

2.3 Chemical shifts

Turning now to the benchmarking of solvation schemes for
representative chemical shifts as shown in Table 2 and Fig. 3, we
can confirm the accuracy limit for the ‘‘full’’ scheme at ca. 4 Å
(‘‘AIMD-QM/MM,full’’), corresponding to ‘‘refQM/MM’’ in the fig-
ures. Comparison of the deviations between calculated and
experimental data, Dd, for AIMD with QM/MM, EC-RISM, and
PCM backgrounds in the ‘‘full’’ scheme among each other
reveals close agreement (�0.43/�0.56, �0.39/�0.40, �0.40/
�0.38 ppm for cis/trans-NMANH; 0.10, 0.09, 0.10 ppm for TMAOH;
�1.35, �1.42, �1.34 ppm for TMAOC). The variation among the
background models (ca. 0.1 ppm for amide 1H, 0.01 ppm for
methyl 1H, 0.1 ppm for methyl 13C) does not exceed much the
experimental uncertainties (Table S2 and ESI‡). Hence, the ‘‘full’’
approach represents the converged limit within our chosen
models.

Next, we can assign the remaining difference to the experi-
mental reference as the realistic accuracy limit of chemical shift
calculations under the given approximations. Consequently, we
are only now in the position to systematically test the QM
model performance for chemical shift predictions in the future,
by excluding most other sources of error. In our case, the
remaining theoretical uncertainties are ca. 0.5 ppm for ami-
de-1H, 0.1 ppm for methyl-1H, and 1.5 ppm for methyl-13C,
as determined from the ‘‘full’’-scheme AIMD ensemble data
and the three background models (see columns DdAIMD

QM/MM,full,
DdAIMD

ECR,full, DsAIMD
PCM,full in Table 2). This is the key result of the

present work. Moreover, the consistency of the deviation
between predicted cis and trans NMA amide-1H shifts from
the experimentally assigned peaks removes any remaining
uncertainty about the conformational cis origin of the signal
at 7.10 ppm.

Fig. 1 Isotropic shielding constants of the highlighted nuclei (in red),
averaged over magnetically equivalent atoms, for increasing number of
explicit water molecules included in the NMR calculation with ‘‘local’’ (A),
(C) and (E). and ‘‘full’’ (B), (D) and (F) explicit water selection modes and
different background models annotated by subscripts. ‘‘refQM/MM‘‘ corre-
sponds to the ‘‘full’’ selection scheme at 4 Å and is also shown as a dashed
blue line for easier comparison. The complete depiction including all
highlighted nuclei is shown in Fig. S4 in the ESI.‡ Raw data is found in
Tables S3–S12 (ESI‡).
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While similar small uncertainties remain for the methyl
groups of trans-NMA presented in Table S13 (ESI‡) (‘‘full’’
approach only), the carbonyl-13C is obviously more problematic
(Table S13, ESI‡). Results for the shielding constant show again
convergence of the sampling approach within the ‘‘full’’ model,
whereas the absolute deviation from experiment remains large
with 6.8 ppm for the QM/MM reference (slightly better with
corresponding EC-RISM and PCM ‘‘full’’ setups). This points at
the QM level of theory as the source of error for this particular
nucleus. As a calculation of an ensemble average including all
relevant explicit water molecules is computationally very demand-
ing when a more reliable level such as MP2 is used (which is
expected to be relevant particularly for carbonyl-13C46), we esti-
mated a correction to the DFT level by an extrapolation scheme.
The difference between MP2/6-311+G(d,p) and OLYP results for
AIMD ensembles with zero water and EC-RISM/PCM backgrounds
provides an extrapolation approximation to be added to the
respective ‘‘full’’ results. As can be seen from Table S14 (ESI‡),
the deviation from experiment was found to be only 1.1 ppm,
while the deviations for all other nuclei within this extrapolation
scheme remain essentially similar to original OLYP values.

We have tested this approximation on a few snapshots of
trans-NMA with 2.5 Å ‘‘full’’ solvation for which explicitly
solvated MP2 calculations could be performed, and found on
average ca. 0.5 ppm deviation between extrapolated and exact
MP2 results for carbonyl-13C shielding constants. This clearly
shows that our methodology is able to dissect and isolate the

Table 1 Isotropic shielding constants [ppm] for all analyzed nuclei, averaged over magnetically equivalent atoms, for a 4 Å ‘‘full’’ (AIMD ensemble) explicit
solvation shell augmented by an EC-RISM (‘‘ECR’’), PCM, and QM/MM (corresponding to ‘‘refQM/MM‘‘ in the figures, relative to which all other numbers are
reported) background and corresponding 2.5 Å ‘‘local’’ (AIMD and FFMD ensembles) data; EC-RISM and PCM results for AIMD ensembles with 0 explicit
water molecules (subscript ‘‘0’’) and for optimized structures from OLYP/6-311+G(d,p)/PCM (superscript ‘‘opt’’, subscript ‘‘0’’). Additional data for all other
1H and 13C nuclei of NMA (restricted to the ‘‘0’’ and ‘‘full’’ solvation schemes) is provided in Table S12 (ESI‡)

Nucleus sAIMD
QM/MM,full Ds

AIMD
QM/MM,0 DsAIMD

ECR,full Ds
AIMD
ECR,loc DsAIMD

ECR,0 Dsopt
ECR,0 DsFFMD

ECR,full Ds
FFMD
ECR,loc DsAIMD

PCM,full Ds
AIMD
PCM,loc DsAIMD

PCM,0 Dsopt
PCM,0 DsFFMD

PCM,full Ds
FFMD
PCM,loc

DSSH 31.18 0.48 �0.02 0.30 0.44 0.56 0.42 0.75 0.01 0.32 0.46 0.59 0.45 0.77
DSSC 182.33 3.66 0.21 2.38 4.20 5.09 3.32 5.63 0.34 2.04 3.77 4.80 3.42 5.17
cis-
NMANH

24.51 1.21 �0.06 �0.20 0.68 1.16 1.07 0.74 �0.02 0.39 1.76 2.22 1.15 1.41

trans-
NMANH

23.90 1.42 �0.17 �0.32 0.75 1.14 1.10 1.04 �0.17 0.43 1.94 2.25 1.15 1.82

TMAOH 27.83 0.53 0.00 0.27 0.49 0.72 0.51 0.75 0.01 0.32 0.59 0.82 0.55 0.83
TMAOC 121.50 0.44 0.14 0.62 0.16 1.28 5.54 5.55 0.20 0.61 �0.27 0.89 5.30 5.54

Fig. 2 Snapshots of DSS (A) and (D), NMA (B) and (E), and TMAO (C) and (F)
with 4 Å of explicit water locally selected around the three methyl groups
of DSS and TMAO and the amide proton of NMA, combined with water–O
(A–C) and water–H (D–F) SDF isosurfaces (at 4-fold relative bulk density)
from EC-RISM calculations. The figures were created by VMD.45

Fig. 3 Chemical shifts of the highlighted nuclei (in red), averaged over
magnetically equivalent atoms, with increasing radius of the explicit water
shell with ‘‘local’’ (A), (C), (E) and (G) and ‘‘full’’ (B), (D), (F) and (H) explicit
water selection schemes and different background models annotated by
subscripts, using same shell distances for target and reference. For 13C
shifts of TMAO (G) and (H) the distance criterion was applied to the
hydrogen atoms of the methyl groups. The experimental chemical shifts
are shown by a horizontal black line. ‘‘refQM/MM‘‘ corresponds to the ‘‘full’’
selection scheme at 4 Å and is also shown as dashed blue line for easier
comparison. Experimental chemical shifts of TMAO and NMA are shown in
Table S1 (ESI‡). Data of the corresponding nuclear shielding constants is
shown in Tables S3–S12 (ESI‡).
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various approximation sources to gradually approach the
accuracy limit.

An interesting phenomenon arises from combining two
shielding calculations to yield the chemical shift: trends with
increasingly large short-range explicit solvation shells are no
longer monotonic and even allow for the identification of
‘‘sweet spots’’ in terms of the adequate explicit shell size.
Apparently, 2.5–3 Å are enough for our systems, leading to very
good results for all TMAO nuclei, regardless of background
solvation, where the error compensation between target and
reference nuclei is especially pronounced for 1H. However, we
again find substantial differences between TMAO and NMA
regarding model performance at such small distances. At 2.5 Å
(see Table 2) 1H deviations for all background models are ca.
0.1 ppm on average for methyl groups irrespective of ‘‘full’’ or
‘‘local’’ schemes (ranging from 0.01 to 0.14 ppm for all AIMD-
based ‘‘full’’ and ‘‘local’’ calculations shown in Table 2) and
similarly ca. 1 ppm on average for methyl-13C (range �1.42 to
+0.40 ppm). Not unexpectedly, ‘‘full’’ or ‘‘local’’ schemes differ
more strongly for amide-1H and various background models
using the AIMD ensemble by ca. 0.6 ppm (cis) and 0.8 ppm
(trans), respectively. However, EC-RISM apparently outperforms
PCM also for the experimental benchmark, yielding less than
0.1 ppm difference at 2.5 Å and being consistently the best
model even in the absence of explicit water. For 0 water
molecules, EC-RISM improves the error compared to PCM
(ca. 2 ppm, in line with previous results19) for NMA to ca.
1 ppm, while a single water molecule (corresponding to 2.5 Å)
reduces it further to less than 0.1 ppm in the ‘‘local’’ approach
(see also ref. 47 for a detailed analysis of the NMA-water
complex). Our combination of explicit treatment of the refer-
ence and an EC-RISM background model therefore yields
considerable improvement over earlier approaches.

From these results, we are now in the position to answer the
long-standing question as to the ability of a purely electrostatic
model to explain the water-induced chemical shift modulation.
With 0 explicit water molecules, both EC-RISM and PCM
correspond to such purely electrostatically modeled environ-
ments. A third pure electrostatic variant is provided by using

QM/MM with 0 water models, i.e. we can compare ‘‘QM/
MM,full’’ as the reference with ‘‘QM/MM,0’’, as also shown in
Table 2. Again, deviations for the amide proton are on the order
of 1 ppm (�1.16 � (�0.43) = �0.73 ppm for cis-NMA and �1.51
� (�0.56) = �0.95 ppm for trans-NMA), in line with EC-RISM
and PCM. Hence, explicit water molecules and their associated
direct electronic interaction with the solute are essential for
quantitative agreement, ruling out a purely electrostatic model
at least for the amide-H.

Further insight into the relevance of individual contribu-
tions to the limiting values for shielding and shift can be
gained from comparing the 0-water AIMD ensembles with the
corresponding data for PCM-optimized single structures for all
species (superscript ‘‘opt’’ in tables). In the spirit of our
previous works this corresponds to ‘‘vertically de-solvating’’
the solute from the AIMD ensemble members and ‘‘re-
solvating’’ them with PCM and EC-RISM background models.
The difference between ensemble-averaged and optimized data
then yields a measure for the relative importance of structural
fluctuations of the target molecules to be compared with the
reference values for explicitly solvated species. The results are
also collected in Table 1 (difference of columns DsAIMD

ECR,0 �
Dsopt

ECR,0, DsAIMD
PCM,0 � Dsopt

PCM,0), and Table 2 (difference of columns
DdAIMD

ECR,0 � Ddopt
ECR,0, DdAIMD

PCM,0 � Ddopt
PCM,0) for (EC-RISM and PCM

respectively). For 1H shielding constants and chemical shifts
the difference between re-solvated flexible ensemble averages
and rigid structures is ca. 0.5 ppm at most, closer to 0.2 ppm
for methyl-1H, more or less independent of the background
models PCM or EC-RISM. For 13C the difference is ca. 1.1 ppm
for shielding constants, and ca. 0.2 ppm for shifts. This clearly
shows that taking rigid structures from geometry optimization
is in principle a reasonable approach to NMR calculations.
However, the effect of ignoring even a few explicit water
molecules is considerably larger for all nuclei except for the
13C shielding constant and the 1H shift of TMAO, which are,
probably coincidentally, rather small. Very strikingly, explicit
solvation is particularly important for 13C of DSS (ca. 5.1 ppm
relative to the de-/re-solvated state) which directly translates
into a ca. 2.5 ppm error for the TMAO 13C shift. This can explain

Table 2 Chemical shifts [ppm] (calculated by the difference of shielding constants of corresponding DSS and target nuclei within a given model) for all
analyzed nuclei, averaged over magnetically equivalent atoms, for a 4 Å ‘‘full’’ (AIMD ensemble) explicit solvation shell augmented by an EC-RISM (‘‘ECR’’),
PCM, and QM/MM (corresponding to ‘‘refQM/MM‘‘ in the figures) background and corresponding 2.5 Å ‘‘local’’ (AIMD and FFMD ensembles) data; EC-RISM
and PCM results for AIMD ensembles with 0 explicit water molecules (subscript ‘‘0’’) and for optimized structures from OLYP/6-311+G(d,p)/PCM
(superscript ‘‘opt’’, subscript ‘‘0’’), referenced to DSS with the corresponding solvation scheme. Experimental shifts of TMAO and NMA are reported in
Table S1 (ESI‡). Including small effects of pH, temperature, and sample concentration on the proton shifts of TMAO and NMA, the experimental
uncertainty is 0.01 ppm or less for all protons. For 13C (and 15N, not calculated in this work) it is smaller than 0.06 ppm (see ESI‡). Indirect referencing of
13C to 1H of DSS produces essentially identical shift values (see Table S1, ESI‡). Additional data for all other 1H and 13C nuclei of NMA (restricted to the ‘‘0’’
and ‘‘full’’ solvation schemes) is provided in Table S13 (ESI‡)

Nucleus dexp DdAIMD
QM/MM,full DdAIMD

QM/MM,0 DdAIMD
ECR,full DdAIMD

ECR,loc DdAIMD
ECR,0 Ddopt

ECR,0 DdFFMD
ECR,full DdFFMD

ECR,loc DdAIMD
PCM,full DdAIMD

PCM,loc DdAIMD
PCM,0 Ddopt

PCM,0 DdFFMD
PCM,full DdFFMD

PCM,loc

cis-
NMANH

7.10 �0.43 �1.16 �0.39 0.07 �0.67 �1.04 �1.08 �0.42 �0.40 �0.52 �1.73 �2.06 �1.13 �1.09

trans-
NMANH

7.84 �0.56 �1.51 �0.40 0.06 �0.87 �1.14 �1.24 �0.85 �0.38 �0.69 �2.04 �2.22 �1.25 �1.63

TMAOH 3.25 0.10 0.05 0.09 0.14 0.05 �0.06 0.01 0.09 0.10 0.08 �0.03 �0.13 0.00 0.02
TMAOC 62.18 �1.35 1.87 �1.42 0.40 2.55 2.32 �3.71 �1.41 �1.34 0.08 2.69 2.56 �3.37 �1.86
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an observation made earlier20 that 13C spectra and their pres-
sure trends cannot be reproduced by EC-RISM model calcula-
tions in the absence of explicit water, and emphasizes again the
relevance of the present attempt to fully take the reference
compound into consideration.

Finally, as expensive AIMD simulations cannot routinely be
performed for new systems, let alone large ones, it is advisable
to investigate the performance of the explicit short-range
solvation approaches using FFMD ensembles from commonly
employed force fields. Results for the ‘‘local’’ (2.5 Å) and ‘‘full’’
(4 Å) schemes for shielding constants and shifts are also
reported in Tables 1 and 2. For the ‘‘local’’ approach we find
slightly larger deviations for shielding constants compared to
the corresponding AIMD ensemble values for all nuclei, most
notably for DSS/TMAO-13C, where the discrepancy is large with
more than 5 ppm (Table 1, column DsFFMD

ECR,local). The ‘‘full’’
approach, which can faithfully be assumed to exhibit the
converged limit also for FFMD, and for which EC-RISM and
PCM background models again yield very similar results,
particularly improves the error of the 13C shielding constant
of DSS to ca. 3 ppm (Table 1, column DsFFMD

ECR,full), though not
measurably for TMAO (5.54 vs. 5.55 ppm). Error cancellation
then yields a satisfactory 13C shift for TMAO only with the
‘‘local’’ solvation scheme (ca. 1.4 and 1.9 ppm difference for EC-
RISM and PCM, respectively, see Table 2, columns DdFFMD

ECR,local

and DdFFMD
PCM,local), while the 1H shift is practically quantitatively

predicted for the FFMD ensemble. Also similar to AIMD, EC-
RISM yields overall better agreement than PCM for amide 1H
in the ‘‘local’’ case, which hints at the capability of EC-RISM
to mimic the water solvation structure at more distant nuclei
better than PCM.

For hydrogens, similar to what has been found earlier19

(trans only), the relative deviation between AIMD and FFMD is
considerably stronger for NMA than for TMAO, which can be
traced back to two main factors regarding the intra- and
intermolecular description of NMA by a force field. As domi-
nant intramolecular factor, a slightly (0.01 Å) shortened bond
length of the amide proton was found from FFMD that corre-
lates with an increased shielding constant of 0.76 ppm as
demonstrated in Fig. S5 and S6 (ESI‡). This increase is sig-
nificant as, despite the large variance shown in Fig. S6 (ESI‡),
the standard errors are on the order of 0.1 ppm only throughout
(Tables S3–S11, ESI‡). A slightly larger displacement (1.1 deg)
for the amide dihedral angle was also observed for AIMD
(Fig. S5 and S6, ESI‡). However, a correlation with shielding
constants cannot be detected. On the intermolecular side, a less
accurate description of the H-bonding situation around the
amide-H was found for FFMD which yields a further 0.6 ppm
difference in shielding constants even with just one explicit
water molecule in the ‘‘local’’ solvation scheme. This gives rise
to a total difference between AIMD and FFMD of 1.36 ppm for
the amide proton of trans-NMA with the ‘‘local’’ solvation and
EC-RISM background as shown in Table 1, columns DsAIMD

ECR,local

� DsFFMD
ECR,local, which stays about the same at 1.27 ppm when

switching to the ‘‘full’’ solvation scheme (Table 1, columns
DsAIMD

ECR,full � DsFFMD
ECR,full). This again shows the importance of the

accurate description of the nearest solvent molecules. As can be
seen from the radial distribution functions in Fig. S7 (ESI‡), the
force field yields a less pronounced H-bond to the water–O
whose distance is slightly larger than for AIMD, while the
correspondence is very good for other species. As an explana-
tion, a larger H-bond acceptor distance was attributed to
increased shielding as a consequence of Pauli repulsion,48 in
line with our observation. As this relative ensemble error for 1H
is smaller for DSS, this effect directly translates into a stronger
FFMD error for the shift, which is yet about half as large for EC-
RISM than for a PCM background.

Still, the error can be directly attributed to shortcomings of
the force field of the amide group coupled to a water model.
Notably, the shift errors for AIMD and FFMD ensembles of the
TMAO 1H are almost identical (for both EC-RISM and PCM),
which is the result of error compensation on the level of
shielding constants. This compensation also partly comes into
play for 13C, though to a lesser extent, effectively reducing the
error of ca. 5.5 ppm for FFMD shielding constants. From the
discrepancy between EC-RISM and PCM in the ‘‘full’’ solvation
scheme we can estimate the magnitude of the force field
artifact. Compared to AIMD, shift predictions for TMAO-13C
deviate on the order of 2 ppm (see Table 2, columns DdAIMD

ECR,full �
DdFFMD

ECR,full = (�1.42 � (�3.71)) ppm and columns DdAIMD
PCM,full �

DdFFMD
PCM,full = (�1.34� (�3.37)) ppm) more from the experimental

reference, forming an additional layer of uncertainty over the
accuracy limit identified in this work.

3 Conclusions

In summary, our results lead to the following conclusions:
(1) The accuracy limit for NMR calculations in aqueous

solution at the selected QM level of theory can be reached by
using a ‘‘full’’ solvation scheme with a 4 Å water shell sampled
from explicit AIMD simulations of the solution together with a
QM solvation model background.

(2) For a meaningful comparison of chemical shift predic-
tions with experimental NMR data it is required to calculate
simultaneously the chemical shifts of the reference compound
used as internal standard in the experiments with the same
methods, including solvation effects. For our model compounds
representing polar and apolar solute–water interactions this
yields on the order of at most 5% deviation from experiment
throughout, corresponding to mean absolute errors of 0.18 ppm
for the seven 1H and 2.64 ppm for the seven 13C nuclei (0.90 ppm
without carbonyl) at the DFT level with the ‘‘QM/MM,full’’
solvation model (Table 2 and Tables S13, S14, ESI‡).

(3) In the spirit of hybrid solvation approaches, a simplified
short-range explicit solvation scheme can only be employed if
the background model retains molecular detail as provided by
EC-RISM.

(4) The benchmark limit achieved allows for a clear char-
acterization of force field artifacts. These have been identified
not only for the amide hydration structure influencing the 1H
shielding, but also for 13C of DSS.
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(5) The drastic influence of tiny structural changes of only a
few picometers on amide 1H shifts should not only be con-
sidered for force field model development. This observation
also has consequences for the interpretation of NMR responses
as a function of environmental variables such as solvent
composition, temperature, and pressure, which can all alter
structures and, simultaneously, electronic polarization. Accurate
calculations will support disentangling these effects.

(6) Short-range explicit solvation is more important than
accounting for flexibility within a conformational well.

(7) The strong and unexpected impact of explicit water for
treating DSS suggests that this reference compounds needs
special consideration in the context of the chosen solvent
conditions in order to yield a predictive theoretical model.

(8) A purely electrostatic interpretation of water-solvation
effects on chemical shifts is clearly insufficient.

(9) More expensive levels of theory than DFT are necessary
for adequately capturing the chemical shift of carbonyl-C.

Taken together, these insights provide the fundamentals for
designing predictive first-principles NMR prediction workflows
in future work which are computationally efficient and highly
accurate at the same time. From a target compound perspec-
tive, extension to more and challenging systems and problems,
such as the discrimination between diastereomers for which
much smaller differences of corresponding chemical shifts can
be expected, is an important goal. Clearly, given the computa-
tional cost required for reaching most accurate predictions, we
are not yet at the point to deliver a recipe for structure
determination, yet our results provide knowledge about quan-
titative limitations of available tools and approaches. From the
reference standard perspective, it will be interesting to study
the impact of co-solvents to water as well as non-ambient
conditions such as extreme pressures on conformational DSS
ensembles. The methodology presented is robust in the sense
that it is directly applicable and scalable to more complex
systems as long as costly AIMD can be replaced by empirical
potential models for ensemble generation. Given the limita-
tions of FFMD found in this work, absolutely accurate numbers
are difficult to obtain. Hence, further force field optimization
(for which the present methodology can provide suitable refer-
ence data), or switching to modern machine learning-based
interaction potentials can represent a route to further progress.
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