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Modelling bulk and surface characteristics of
cubic CeO2, Gd2O3, and gadolinium-doped ceria
using a partial charge framework†

Josef M. Gallmetzer, Jakob Gamper, Felix R. S. Purtscher and
Thomas S. Hofer *

The development and characterization of materials for solid oxide fuel cells (SOFC) is an important step

towards sustainable energy technologies. This present study models cubic CeO2, Gd2O3, and

gadolinium-doped ceria (GDC) using newly constructed interaction potentials based on a partial atom

charge framework. The interaction model was validated by comparing the structural properties with

experimental reference data, which were found to be in good agreement. Validation of the potential

model was conducted considering the surface stability of CeO2 and Gd2O3. Additionally, the accuracy

of the novel potential model was assessed by comparing the oxygen diffusion coefficient in GDCn (n =

4–15) and the associated activation energy. The results demonstrate that the novel potential model is

capable of describing the oxygen diffusion in GDC. In addition, this study compares the vibrational prop-

erties of the bulk with density functional theory (DFT) calculations, using a harmonic frequency analysis

that avoids the need for computationally expensive quantum mechanical molecular dynamics (QM MD)

simulations. The potential is compatible with a reactive water model, thus providing a framework for the

simulation of solid–liquid interfaces.

1 Introduction

Although significant advances in science and technology have
been achieved during the last century, meeting the growing
global demand for energy represents a continuously increasing
challenge of the new millennium.1 The quest for alternative
energy sources has emerged as an increasingly active research
area, which is directly linked to concerns over accelerated
climate change.2 One promising method for creating sustain-
able and environmentally friendly energy systems in the heavy
transportation industry, particularly in heavy-duty transport3

and aviation,4 utilizes fuel cell (FC) technology. FCs directly
convert chemical energy into usable electricity.5 Various imple-
mentations, such as proton-exchange membrane FCs,6 phos-
phoric and solid acid FCs,7 or alkaline FCs,8 have been
developed. Solid oxide fuel cells (SOFCs) are a type of imple-
mentation that uses solid materials, typically ceramics, as the
ion-conducting electrolyte.9–12 One of the most prominent
compounds acting as a solid-state oxygen conductor in modern

SOFC technologies is yttria-stabilized zirconia (YSZ).11,13 Doping
of ZrO2 with other oxide materials such as Y2O3 is known to
stabilize the cubic phase of zirconia. Due to the valence mis-
match between Zr(IV) and Y(III), a vacancy in the anionic sub-
lattice is created upon twofold substitution of Zr-atoms by Y.
This is known to enable oxygen diffusion throughout the solid
material.14–16

This property of YSZ, to function as a solid electrolyte,
makes it an advanced material for SOFCs11,13 and other appli-
cations, including oxygen sensors17,18 and advanced catalysis
procedures.19,20 To achieve a sufficiently high diffusivity of the
oxygen ions, comparably high operation temperatures in the
range of 600 to 800 1C are required.21,22 Therefore, finding
alternative electrolyte materials with sufficient ion mobility
below 700 1C is essential and a highly active field in contem-
porary research. One highly prominent alternative is gadolinia-
doped ceria (GDC).5,15,23 Similarly to YSZ, doping of CeO2

with Gd2O3 introduces vacancies in the cubic crystal structure
again promoting oxygen conduction. However, because of the
increased ionic radii of Ce(IV) and Gd(III), the activation energy
associated with the migration of oxygen atoms through the
lattice is reduced compared to that of YSZ, thus resulting in
enhanced diffusive properties at lower operating temperatures.

A promising route to study ion mobility in solid-state
systems is the use of theoretical approaches such as molecular
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dynamics (MD) simulations.24 However, when considering the
required system sizes and simulation periods to explicitly
monitor ion diffusion in the long-time limit, the application
of quantum chemical approaches, such as density functional
theory (DFT), is typically not feasible, see Table S1 (ESI†).
Therefore, a molecular mechanical (MM) method based on
pre-parameterized potential functions describing interactions
between all involved species provides the only viable alternative
approach.24 Although, MM-based MD simulations can easily
reach the required simulation time to analyze the respective
diffusion coefficient D via the associated mean-squared-
displacement (MSD), an adequate parametrization of the model
is a prerequisite to achieve accurate results. In a recent study, a
parametrization strategy to obtain effective potential para-
meters for the description of ZrO2, Y2O3, and YSZ has been
outlined.24 Although, several interaction potentials for these
systems have already been described in the literature,25–27 these
potential models proved to be unsuitable for describing asso-
ciated interface systems, i.e. simulation systems subject to 2D
periodic boundary conditions.24 The use of integer atomic
charges derived from the formal oxidation number of ions in
the material, i.e. qZr = +4e, qY = +3e, qO = �2e have been shown
to cause nonphysical reorganization of both the surface as well
as the bulk region, in the case of pure cubic ZrO2.24

Similar to the case of YSZ and its constituents, there are only
very few theoretical studies on GDC available in the literature.
Gunn and co-workers25 investigated the surface of gadolinia-
doped ceria using a Monte Carlo simulation approach. As with
most potential models developed for YSZ, the formal oxidation
numbers of the respective ions were considered as integer
charges, i.e. qCe = +4e, qGd = +3e and qO = �2e.

This work applies the previously described strategy used to
obtain appropriate interaction potentials for ZrO2, Y2O3, and YSZ
to generate novel force field parameters for cubic CeO2, Gd2O3,
and GDC. This procedure facilitates effective partial charges
rather than relying on integer atomic charges derived from formal
oxidation numbers. In addition, the parametrization strategy was
based on parameters obtained from a dissociative water
model,28,29 which should enable integration of the novel potential
model. A recent study30 showed that extending a dissociative
water model by including solid-state parameters allows MM MD
to describe surface phenomena of heterogeneous systems, such as
SiO2/H2O. This framework provides a basis for simulating solid–
liquid interfaces and describing surface protonation, which is a
key step in the formation of a Helmholtz double layer and a
fundamental step related to surface degradation.

To avoid the cost of using more expensive QM MD simula-
tions (Table S1, ESI†) to analyze the vibrational properties of
the target systems employed in the previous study of YSZ, a
comparison of the harmonic vibrational modes with DFT-based
frequency calculations has been carried out. The vibrational
behavior of CeO2 and Gd2O3 with the novel parameter set has
been compared to DFT calculations.

Potential applications of this novel model in simulations of
interfacial structures and 2D periodic QM/MM-type simulations
are discussed in the conclusion.

2 Methods
2.1 Potential model

The parameters derived for CeO2, Gd2O3, and GDC are based on
a dissociative water model28–31 previously developed for describ-
ing bulk water, oxonium (H3O+) and hydroxide (OH�) ions along
with their associated proton transfer reactions in solution. The
main objective of the parametrization is to ensure compatibility
between the novel derived solid-state potentials and the reactive
water model.28,29 The latter explicitly accounts for proton trans-
fer reactions. Therefore, it is not possible to apply various atom
types per element. All interactions, including those at liquid–
solid interfaces, must be treated using the same potential model,
regardless of the chemical species involved. Therefore, all O–O
interactions should be treated using the same potential model,
regardless of whether the oxygen atoms are part of the liquid or
solid state. An MD simulation study of SiO2/H2O30 demonstrates
that the protonation of a solid oxygen atom through two
successive proton transfer events could result in a water mole-
cule that may dissociate into the liquid part of the simulation
system. To ensure that the water molecule has the same proper-
ties as those of the bulk liquid, it is necessary to consider only a
single type of oxygen.

The associated interaction potential consists of a Coulomb
and a Buckingham term to describe the electrostatic and non-
coulombic contributions between the atom pair ij

UCoul
ij ¼ 1

4pe0

qiqj

rij
¼

CCoul
ij

rij
(1)

UBuck
ij ¼ Aije

�Bij rij þ Cij

rij6
; (2)

with the respective pair distance given as rij. qi, and qj are the
associated atomic partial charges, e0 corresponds to the per-
mittivity of free space, and CCoul

ij is the coulombic interaction
parameter. The respective Buckingham interaction parameters
are given as Aij, Bij, and Cij.

A key prerequisite when applying dissociative molecular
mechanical potentials is the employment of only a single atom
type per element.28,29,32 This is critical for the parametrization
since oxygen atoms on the surface of a solid-state system can be
transformed into H2O through two consecutive protonation
steps, thereby becoming part of the liquid state (or vice versa).
As a result, the associated partial oxygen charge of qO =
�0.898e, applied to all oxygen atoms in the parametrization,
is predetermined by the water potential.28,29 The atomic
charges of the cationic species are then determined to obtain
neutral units of CeO2 and Gd2O3. The respective values for qCe

and qGd are thus given as +1.796e and +1.347e, respectively. The
same consideration also applies to non-coulombic contribu-
tions. Therefore, the use of the same Buckingham parameters
as in the liquid is required for all O–O pairs irrespective of
whether those are present in the solid or the liquid phase of a
simulation system. For cation–cation (M–M) interactions,
repulsive coulombic contributions are usually sufficient due
to the contraction of the electron density, typically observed for
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cations. As a result, the dispersive interaction (i.e. r�6) is
negligible, while the repulsive non-coulombic contributions
are only significant for very small M–M distances (usually not
observed in MD simulations, due to the small ionic radii). From
this perspective, the only parameters required to formulate the
interaction model are those associated with cation–anion inter-
actions, i.e. {A, B, C}ij (i = Ce, Gd; J = O). However, a previous
study focused on YSZ24 has shown that due to the more
complex crystal structure of yttria (space group Ia%3), it proved
necessary to apply a non-coulombic Y–Y potential to achieve a
structural description consistent with the experimental refer-
ence. Considering that Gd2O3 and Y2O3 are isotypic phases, it is
reasonable to assume that a suitable non-coulombic M–M
potential is necessary as well.

As discussed before, the formulation of the described inter-
action potential was particularly successful for the treatment of
ZrO2 and Y2O3, as well as modelling O diffusion in YSZ systems
with various compositions.24 It is expected that a similar
successful result can be achieved in this study for the com-
pounds under consideration.

2.2 Construction of the potential

In this work, the ion–oxygen interactions are described based
on a coulombic (eqn (1)) plus Buckingham potential formula-
tion (eqn (2)), leading to the following equation

Uij ¼ Aije
�Bij rij þ Cij

rij6
þ
CCoul

ij

rij
: (3)

Aside from the aforementioned partial charges, the three
Buckingham potential parameters must be specified for each
type of interactions. As mentioned before, for the Ce–Ce inter-
actions only the Coulomb term is required, as the non-
Coulomb term can be expected to not contribute significantly
to the total interaction potential.

The parameters – Aij, Bij, and Cij – have been changed to
adapt the system to the partial charges. However, when con-
sidering a specific cation–anion target distance req

ij obtained
from experimental reference data, the exponential prefactor Aij

can be determined from three parameters {req
ij , Bij, Cij} via

dUij

drij
¼ �AijBije

�Bij rij � 6Cij

rij7
�
CCoul

ij

rij2
¼ 0 (4)

Aij ¼ �
1

Bij

6 � Cij

rij7
þ
CCoul

ij

rij2

 !
eBij rij

�����
rij¼reqij

: (5)

The values for req
ij were selected close to the experimental

cation–anion equilibrium distance taken from the corres-
ponding crystal structures, while Bij and Cij were systematically
varied over a suitable search grid ranging from �20.0 to
�4.0 Å�1 and �5000 to �200.0 Å6 kcal mol�1, respectively.
Short-scale MD simulations were performed at 10 K for only
1 ps for each cation–anion interaction, defined by the three
parameters {req

ij , Bij, Cij}, which is sufficient to estimate the
density r. The various values for r obtained from the different

simulations were then projected on the Bij and Cij plane, as
depicted in Fig. 2. In addition, the thermal expansion was
analyzed and compared to the reference for the selected para-
meters. Temperatures of 298.15, 698.15, 1098.15, and 1498.15 K
were chosen.33,34 Once agreement with the experimental den-
sities had been reached, additional analysis was carried out to
further refine the parameters.

2.3 Analysis

Both c-CeO2 and c-Gd2O3 were analyzed in detail based on their
densities and their ion–ion radial distribution functions
(RDFs),35 determined from the respective sampling period
(NPT ensemble). In addition, vibrational power spectra have
been determined via the Fourier transform of the velocity
autocorrelation function (VACF)35 C(t) defined as follows

CðtÞ ¼ v0vth i
v0v0h i; (6)

where vt and v0 are the velocity vectors of all atoms in the
system at time t and at the time origin t = 0, respectively.
The correlation window consisted of a time interval of 0.5 ps.
The Fourier transform was then performed by applying an
exponential window function with a factor of 4 ps�1.

To analyze the oxygen diffusion in the GDC system, the
Einstein relation35 was used, which is expressed as

D ¼ 1

2d
lim
t!1

rt � r0k k2
� �

t
; (7)

with d being the dimension of the system’s diffusion vector
(here d = 3); rt and r0 correspond to the position vectors of an
oxygen atom at time t and at the time origin t = 0, respectively.
A correlation length of 100 ps proved sufficient to study
O-diffusion in GDC. In the analysis, only the last 10 ps were
considered for the linear regression to estimate the diffusion
coefficient. Generally, the diffusion coefficient D is well-
described by the Arrhenius equation

D = D0�e�EA/RT, (8)

where D0 is the pre-exponential factor, EA the activation energy,
T the temperature and R the molar gas constant. A linearized
version of the equation

lnðDÞ ¼ ln D0ð Þ � EA

R
� 1
T

(9)

is used to calculate EA from the slope of the Arrhenius
representation.

The calculation of the vibrational modes requires the con-
struction of the Hessian matrix H. Individual single-point
calculations were performed with each atom of the minimized
structure being displaced in each dimension for a certain Dr,
which for this specific work was set to �0.01 Å. H was then
constructed via numerical differentiation of the individual
forces fim

him ¼
@f im

@rim
¼

f im rim þ Dr
� �

� f im rim � Dr
� �

2Dr
m ¼ fx; y; zg (10)
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with rim being a vector component of the atom i. The resulting
gradient him corresponds to a single column of H. After evalua-
tion of all him contributions, H has been symmetrized
according to

H0 = HTH (11)

u = UTH0U (12)

HCART ¼ H1=2 ¼ UT
ffiffiffi
u
p

U (13)

to limit numerical instabilities by ensuring real eigenvalues of the
H.36 The eigenvectors and eigenvalues of H0 are denoted as U and
u, respectively. Once the symmetrized Hessian HCART was obtained,
the vibrational analysis was performed according to the procedure
described by Ochterski.36 The calculations were performed using
the VibrationalAnalysis.jl package (version 0.1.5).37

2.4 MD simulation protocol

The MD simulations were performed using the velocity Verlet
algorithm38 with a time step of 2 fs. To simulate the system in
the NPT ensemble, pressure and temperature control was
performed using the Berendsen weak coupling manostat and
thermostat algorithms,39 with relaxation times set to tp = 1.0 ps
and tT = 0.1 ps, respectively. The Wolf summation technique40

was used to account for long-range coulombic contributions,
employing a cutoff distance of 10 Å and a damping factor
k = 0.22 Å�1.

For the potential construction, the systems were equilibrated
at 10 K and 1.013 bar for 0.5 ps, followed by a 0.5 ps sampling
period. The analysis of the RDF and VACF required 50 ps
equilibration and a sampling period of 100 ps. The diffusion
coefficient calculations used different GDC systems, which were
equilibrated for 50 ps, with a subsequent sampling period of 5 ns.

2.5 System setup

The experimental crystal structures of the cubic unit cells were
obtained from the Crystallography Open Database (COD).41–47

CeO2 has a unit cell length of 5.411 Å (space group number 225,

COD entry 900900848). In the case of Gd2O3, the unit cell length
is 10.79 Å (space group number 199, COD entry 101033849), see
Fig. 1. The cubic supercells of CeO2 and Gd2O3 contained 5 �
5 � 5 and 3 � 3 � 3 unit cells with a total of 1500 and
2160 atoms, respectively. To counteract possible simulation
artifacts arising from an ideal placement of atoms in the
periodic crystal, a random modification of the atomic positions
in the initial structure was carried out by up to �10�2 Å along
every principal axis.

The GDC systems were created by using the cubic CeO2

supercell, in which Ce was randomly substituted by Gd atoms.
To maintain charge neutrality, one randomly selected oxide
anion was removed per two cationic substitutions, resulting in
vacancies in the lattice to promote oxygen conduction. Table 1
specifies the various GDC systems investigated in this study.

For the harmonic vibrational analysis, supercells with
dimensions of 4 � 4 � 4 (768 atoms) and 2 � 2 � 2 (640
atoms) unit cells were used for CeO2 and Gd2O3, respectively.

2.6 Reference DFT Calculations

DFT calculations were conducted using the CRYSTAL23
program50 employing the HSEsol51,52 functional in combi-
nation with basis sets featuring ECPs developed by El-
Kelany53 and Desmarais54 for Ce and Gd. A double zeta valence
basis set reported by Vilela-Oliveira55 was assigned to the
oxygen atoms in both solids. The structures of the system have
been optimized prior to the frequency calculation.

3 Results and discussion
3.1 Potential construction

For CeO2, the reference point for the theoretical equilibrium
distance was taken from the respective crystal structure (COD
entry 900900848) as req

Ce–O = 2.34 Å. The results indicate a slightly
lower equilibrium distance at rCe–O = 2.24 Å, consistent with the
previously recorded values in the study of ZrO2.24 Sameshima
et al.34 reported the density of CeO2 at 298 K and 1.013 bar to be

Fig. 1 (a) 2 � 2 � 2 supercell of cubic CeO2 (COD entry 900900848) with a unit cell length of 2a = 10.822 Å and (b) unit cell of Gd2O3 (COD entry 101033849)
with a unit cell length of 10.79 Å. Red spheres represent the oxygen atoms, while the blue and purple spheres represent Ce and Gd atoms, respectively.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 2

/1
5/

20
26

 1
1:

35
:4

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3cp05053j


13818 |  Phys. Chem. Chem. Phys., 2024, 26, 13814–13825 This journal is © the Owner Societies 2024

7.218 g cm�3, corresponding to a lattice parameter of the cubic
unit cell a = 5.410 Å. The calculated density at standard condi-
tions obtained in this work is 7.216 g cm�3 (a = 5.410 Å) and
agrees perfectly with the experimental value. When using the
potential reported by Gunn et al.,25 the calculated equilibrium
density at these simulation settings amounts to 7.316 g cm�3

(a = 5.386 Å).
The most accurate results for Gd2O3 were achieved through

a parameter scan based on a Gd–O radius of req
Gd–O = 2.21 Å.

However, the RDF analysis revealed that the peaks in the Gd–
Gd distribution were not in ideal agreement as previously also
observed in the case of Y2O3.24 Consequently, a non-coulombic
Gd–Gd potential had to be constructed using the equilibrium
radius of req

Gd–Gd = 3.85 Å, which is located between the first two
ideal crystal pair distributions. After the addition of the Gd–Gd
non-coulombic pair potential, the density of Gd2O3 was deter-
mined to be 7.677 g cm�3 with a corresponding value for a =
10.79 Å at standard conditions, which is in good agreement
with Krishnan et al.,33 who reported the density of cubic Gd2O3

to be 7.664 g cm�3 (a = 10.80 Å). Conversely, the potential
reported by Gunn et al. estimated the density to be 8.406 g cm�3

(a = 10.46 Å), which is significantly higher than the experi-
mental value by approx. 10%.

For GDC, the pair potential parameters were obtained by
combining the potential parameters for Gd2O3 and CeO2, as
listed in Table 2. The parameters for the Ce–Gd interaction
were added, comprising solely of a repulsive Coulomb term.

3.2 Radial distribution

The RDFs of CeO2 and Gd2O3 were calculated to characterize
the respective structural properties. To evaluate the thermal
stability of the newly parametrized interaction model, RDFs
were calculated for simulations conducted at 298.15, 698.15,
1098.15, and 1498.15 K. The RDFs of CeO2 and Gd2O3 are
shown in Fig. 3 and 5, respectively. Moreover, a comparison of
the RDFs at 298 K with the potential reported by Gunn et al.25 is
presented in Fig. S1 and S2 (ESI†).

Fig. 3 displays the RDFs of all ion pairs of CeO2 over a
wide temperature range. The pair distributions are in perfect
agreement with the experimental values estimated based on
the crystal structure reported by Wyckoff.48 Furthermore, the

distribution at larger distances is also accurately represented,
showing that the crystal structure is well portrayed in the short-
range as well as the long-range order. At higher temperatures, it
is apparent that the distributions are slightly shifted towards
larger distances, which is a result of the thermal expansion of
the crystal. Fig. S2 (ESI†) compares the RDFs from this work to
the RDFs of the potential reported by Gunn et al. The reference
distribution appears to be broader, indicating higher atom
mobility. Nevertheless, the maxima of the distributions appear
at the same distance values, suggesting that the reference
potential also accurately describes the crystal structure,
although with a slight but noticeable shift towards shorter
interatomic distances.

For Gd2O3, a non-coulombic potential was added to account
for the initial mismatch in the RDF of the Gd–Gd pair distribu-
tion, as shown in Fig. 4. The introduction of the non-coulombic
cation–cation potential greatly improved the distribution, as
can be seen in the RDFs shown in Fig. 5. The pair distributions
are in perfect agreement with the distribution determined from
the experimental crystal structure. The off-axis displacement of
the oxygen atoms (Fig. 1(b)) results in a higher degree of disorder
in Gd2O3. For this reason, the pair distributions including
oxygen atoms show a higher number of peaks, as seen in
Fig. 5(a) and (b). This disorder cannot be observed in the RDFs
because a thermally averaged ensemble is analyzed. Neverthe-
less, it can be concluded that the crystal structure is accurately
represented. When compared to the potential of Gunn et al.
shown in Fig. S2 (ESI†), which overall displays a significant shift
to lower distances, the newly parametrized potential provides an
improved description of cubic Gd2O3. The large deviation was
already apparent when comparing the obtained densities to the
experimental value as discussed before.

3.3 Surface stability

One of the main motivations for the development of the novel
potential was the improvement of the surface stability enabling
simulation studies of surface processes, e.g. surface protona-
tion using a dissociative water model. This is particularly
important when simulating solid/gas interfaces or materials
in contact with liquid water as surface protonation facilitates
surface degradation. Solid–liquid interfaces are typically simu-
lated using a 2D treatment for the solid, necessitating a
potential that is capable of describing the surface without any
nonphysical surface reconstruction, as also reported for ZrO2

and Y2O3.24 Surface reconstruction usually results in a rearran-
gement of surface atoms, however, it should have no impact on

Table 1 Number of individual units of CeO2 and Gd2O3 for various mol%
of GDC

xGd2O3
/% NCeO2

NGd2O3
Natoms

GDC04 3.95 462 19 1481
GDC5.3 5.30 450 25 1475
GDC06 5.93 444 28 1472
GDC07 7.07 434 33 1467
GDC08 7.99 426 37 1463
GDC09 8.93 418 41 1459
GDC10 9.89 410 45 1455
GDC11 11.11 400 50 1450
GDC12 11.86 394 53 1447
GDC13 13.12 384 58 1442
GDC14 13.90 378 61 1439
GDC15 14.94 370 65 1435

Table 2 Buckingham potential parameters A, B and C for each of the
possible ion–ion pairs in GDC derived in this work

Aij/kcal mol�1 Bij/Å
�1 Cij/Å

6 kcal mol�1

Ce–Ce — — —
Ce–Gd — — —
Gd–Gd 7.6481 � 1012 8.2029 �3491.6
Ce–O 7.2958 � 1016 16.4572 �500.0
Gd–O 7.5282 � 109 8.7830 �4500.0
O–O 2.7970 � 105 4.0199 �835.0
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the bulk properties of the investigated solid. This leads to a
non-ideal description of the crystal structure. Thus, partial
charge models, which are compatible with water models, are
a prerequisite to accurately represent material surfaces. In
contrast, integer-charge models, typically used to describe the
bulk of the material, are in general not compatible with other
potential models based on effective partial charges.

The surface stability was tested through the construction of
various interfacial systems, followed by simulating these struc-
tures at different temperatures using a 2D periodic pressure
control. These surfaces comprised slabs of CeO2 and Gd2O3

with (001), (101) and (111) orientations. The simulations were
conducted over a temperature range of 10 to 2000 K.

The (001) surface is known to be polar and, therefore,
expected to be less stable on the surface, however, it was found
to remain stable at lower temperatures. Fig. S3 (ESI†) displays
the surface stability of (001) when compared to the full charge
potential of Gunn et al.25 The latter case reveals deviations from
the ideal crystal geometry observed near the surface propagat-
ing into the bulk, which is a prime example of nonphysical
surface reconstruction. For the (101) plane of CeO2, it was also
discovered that the surface is highly stable. The structural motif
agrees with the bulk structure, although featuring minor devia-
tions in the surface region. With the potential of Gunn et al.,
the bulk shows a significant deviation from the bulk crystal
structure. In the case of the (111) surface, the 2D periodic
crystal was found to be stable at all temperatures for both
potentials.

In contrast, the (001) surface of Gd2O3 was found to be less
stable than that of CeO2, seen in Fig. S4 (ESI†). Compared to
Gunn et al.,25 the (101) and (111) surface structures were found
to perform similarly. However, when using a (001) surface, the
partial-charge potential model utilized in this work performs
much better without major surface reconstruction. For the

potential of Gunn et al., the surface reconstruction is visible,
which can be attributed to the use of the formal atomic charges
employed in this interaction model.

Thus, the novel potential presented in this work is capable
of describing the surface of CeO2 and Gd2O3 without any major
surface reconstruction, which was one of the main goals of the
parametrization. This represents a significant improvement
over the potential of Gunn et al.

3.4 Oxygen diffusion in GDC

The oxygen diffusion in GDC was analyzed to determine the
diffusion coefficient and the associated activation energy.
Equilibration included a 50 ps heating and pressurization
period. Afterwards, sampling was conducted for 5 ns by simu-
lating the GDC systems at 800, 1000, 1200, 1400, 1600, and
1800 K following equilibration to ensure much longer

Fig. 2 2D representation of the resulting density obtained from a scan
performed over parameters B and C of the Buckingham potential at the
example of CeO2. The iso-density line (shown in black) is set to the
experimental reference value of 7.218 g cm�3.34 Three selected points of
the iso-density were taken to further refine the non-coulombic potential,
here C = �200, �1125 and �2500 Å6 kcal mol�1.

Fig. 3 Ion–ion pair distribution for CeO2 over different temperature
settings for the pairs (a) Ce–Ce, (b) Ce–O and (c) O–O, respectively. The
dashed vertical lines represent the pair distances of the associated crystal
structure (COD entry 900900848).
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simulation periods compared to the correlation length used in
the determination of the diffusion coefficient D.

Fig. 6 shows the oxygen diffusion in GDC at different
temperatures and mole percentages of Gd2O3, in comparison
to the potential of Gunn et al.25 Significant variations in the
diffusion coefficient can be observed between the different GDC
systems at lower temperatures due to a lower number of
individual diffusion events. Fewer sampled oxygen transitions
lead to larger variations in the calculated diffusion coefficients,
which is especially visible at 800 K. At higher temperatures, the
variance in the diffusion coefficient is reduced, as the atoms are
more mobile and oxygen diffusion is more likely to occur.
Compared to Gunn et al., the diffusion coefficients are signifi-
cantly higher at all temperatures and mole percentages of
Gd2O3, by at least one order of magnitude.

Fig. 7(a) depicts the linearized Arrhenius representation
(eqn (9)) of O diffusion in GDC at 5.3 mol% of Gd2O3

(GDC5.3). The diffusion coefficients accurately follow the
experimental trend reported by Manning et al.56 Conversely,
the oxygen diffusion using the potential of Gunn et al. is lower
than the experimental values by up to one order of magnitude.
In addition, further experimental data from Ruiz-Trejo et al.57

was included, which was reported for a GDC system including
18.3 mol% Gd2O3. The experimental data from Ruiz-Trejo et al.
shows a significantly larger slope, implying that the activation
energy increases with higher concentrations of Gd2O3.

The activation energy at different Gd2O3 concentrations is
shown in Fig. 7(b). At 5.3 mol% the EA using the potential of
Gunn et al. with 0.706 eV does more closely match the 0.724 eV
reported by Manning et al. However, the EA remains at constant
values for higher concentrations of Gd2O3. The activation
energy using the potential of this work resulted in a value at
5.3 mol% of 0.688 eV, which deviates by approximately 0.03 eV
from the experimental value. The higher value can be explained
to be most likely due to statistical deviation. The overall
tendency is towards higher EA with higher mol%. The EA of
1.15 eV at 18.3 mol% reported by Ruiz-Trejo et al. is in line with
our findings, indicating that at higher concentrations the

activation energy increases. This is also consistent with the
results observed previously for YSZ.24

3.5 Vibrational power spectrum

To analyze the VACF, individual simulations of 20 ps and a
sampling frequency of 1 MD step were executed, which were
started from an already pre-equilibrated configuration. As
shown in the previous study of YSZ,24 due to averaging over
many atoms and the short-time nature of the atomic vibrations,
short trajectories proved to be sufficient to obtain reliable
estimations of the respective vibrational power spectra.

Additionally, as a reference for the vibrational properties of
c-CeO2 and c-Gd2O3, calculations were performed using the
potential of Gunn et al.25 The power spectrum of CeO2

(Fig. 8(a)) reveals a more narrow spectral distribution that is
overall shifted to higher wave numbers. Nevertheless, the

Fig. 4 Pair distribution of the initial Gd–Gd distribution, prior to the
addition of the non-coulombic cation–cation potential contribution. The
dashed vertical lines represent the pair distances of Gd–Gd in the asso-
ciated crystal structure (COD entry 101033849).

Fig. 5 Ion–ion pair distribution for Gd2O3 over different temperature
settings for the pairs (a) Gd–Gd, (b) Gd–O and (c) O–O, respectively.
The dashed vertical lines represent the pair distances of the associated
crystal structure (COD entry 101033849).
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potential developed in this work is capable of describing
the crystal in a similar way, as the bands appear in nearly the
same wave number range. For Gd2O3 the vibrational power
spectrum (Fig. 8(b)) shows substantial similarity to the refer-
ence. However, as in the case of CeO2, higher wave numbers
compared to the potential of Gunn et al. can be observed. This
points towards different curvatures in the two potential
formulations.

The vibrational power spectra for both CeO2 and Gd2O3 are
shifted to higher wave numbers in both cases, indicating
slightly increased effective force constant resulting in more
tightly bond ion-pairs as already seen in the RDFs that were
compared to the reference potential, see Fig. S1 and S2 (ESI†).

3.6 Harmonic frequency spectrum

There are limitations in comparing the vibrational power
spectra obtained from different force field potentials. The high

cost involved in producing a vibrational power spectrum and
the inability to distinguish between infrared- and Raman-active
modes through a QM MD calculation, led to the eventual
addition of the vibrational analysis. A comparison between
the cost of the harmonic frequency calculation and the vibra-
tional power spectrum is shown in Table S1 (ESI†). The har-
monic infrared spectrum is compared to the spectrum resulting
from the potential of Gunn et al.25 As a reference to the results
obtained by both potentials, a DFT frequency calculation was
added, as shown in Fig. 9.

To conduct the harmonic vibrational analysis, the systems
were minimized using the respective parameter sets. To reduce
the computational demand, the supercell dimensions were
kept to a minimal size, while still maintaining consistency with
the Coulomb cutoff distance. As a result, the supercell sizes
were set to 4 � 4 � 4 and 2 � 2 � 2 unit cells in the case of CeO2

and Gd2O3, respectively.

Fig. 6 Self-diffusion coefficient of oxygen atoms in GDC as a function of Gd2O3 concentration and temperature obtained via extended MD simulations
using (a) the newly developed potential model and (b) the potential reported by Gunn et al.25

Fig. 7 Arrhenius representation of the oxygen diffusion coefficient (D in Å�2 ps�1) in GDC (5.3% Gd2O3) obtained via MD simulations employing the
potential derived in this work in comparison to results obtained via the potential model of Gunn et al.25 and experimental data from Manning et al.56 In
addition, the results of Ruiz-Trejo et al.57 at 18.36 mol% are shown. (b) Activation energy EA obtained for different mol% of Gd2O3 in GDC including the
results reported by Manning et al.56 The EA value resulting from the data of Ruiz-Trejo et al.57 of 1.15 eV is not shown in the figure.
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For CeO2, the IR active frequency modes display good
agreement with the DFT calculations, as shown in Fig. 9(a).
The band shows a slight blue shift, suggesting a higher effective
curvature in the potential. In contrast, the potential of Gunn
et al. displays modes that closely match the wave number of the
DFT calculation, indicating that the lower curvature is a more
appropriate description of the system’s vibrational properties.
On the other hand, peak intensities differ significantly due to
the different charge models. The potential of Gunn et al. uses
integer charges, while the novel potential is based on partial
atomic charges. This in turn leads to a lower intensity in the
latter case that is more in line with the results determined by
the DFT calculation. In the case of CeO2, the vibrational
behavior suggests that additional adjustments to the potential
parameters would be necessary to obtain a more accurate
description of the wave numbers. However, from the perspec-
tive of the intensities, the novel potential model seems to
be more suitable for the description of the vibrational
properties.

In the case of Gd2O3, a similar result was obtained, shown in
Fig. 9(b). The wave numbers observed for the novel potential
are again blue-shifted, indicating a higher curvature in the
potential between the ion pairs. The wave numbers of the
potential of Gunn et al. are in line with the results obtained
from the DFT frequency calculation. The increased number of
visible frequency modes could be attributed to the disordered
position of the O atoms in the crystal structure, illustrated in
Fig. 1(b). This renders the crystal structure less ideal compared

to that of CeO2. Additionally, the intensities, when compared to
the DFT calculations, are similar to the result obtained for
CeO2.

Fig. S5 (ESI†) shows the comparison of the spectra obtained
from the harmonic frequency calculation with those deter-
mined via the MD simulation, i.e. vibrational power spectrum,
for CeO2 and Gd2O3. The results are in good agreement,
showing that the harmonic frequency calculation is a good
replacement for the vibrational power spectrum since the latter
is much more computationally demanding.

3.7 Comparison of the M–O potential

In Fig. S6a and b (ESI†) the M–O contribution of both the newly
developed potential and those published by Gunn et al.25 are
compared. At first sight, several notable differences are visible,
foremost the strongly differing magnitude of the interaction.
The latter is a direct result of the different partial charges
employed in the model, which in turn result in differences in
the coulombic contributions. Although these differences are
compensated by the corresponding M–M and O–O interactions,
it can be seen that they have a notable impact on the curvature
of the potential near the minimum distances, which directly
influences the vibrational wave numbers. However, when com-
paring the respective equilibrium distances in the M–O inter-
actions, it is evident that the minima observed in the potential
by Gunn et al. does not coincide with the ion–oxygen pair
distance in the crystal structure. In fact, the minimum dis-
tances deviate from the M–O equilibrium distance by approx.

Fig. 8 Comparison of the vibrational power spectra of (a) CeO2 and (b)
Gd2O3 obtained from the novel potential and the potential reported by
Gunn et al.25

Fig. 9 Harmonic infrared spectra of (a) CeO2 and (b) Gd2O3 of the newly
constructed potential compared to Gunn et al.25 and DFT calculations at
HSEsol level.
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0.60 and 0.55 Å in case of CeO2 and Gd2O3, respectively (see also
comparison in Fig. S6c and d, ESI†). This implies that in the
simulation the correct M–O distances are only formed due to an
error compensation between the attractive M–O interaction and
the repulsive M–M and O–O contributions.

In contrast, the equilibrium positions in the newly devel-
oped model are perfectly aligned with the expected M–O dis-
tances. However, this property comes at the price of a much
steeper repulsive branch in the M–O contributions, which
ultimately influences the vibrational wave numbers in a negative
way. While it would be certainly possible to adjust the curvature
of the potential to improve this particular aspect, it can be
expected that other properties such as the lattice constant/
density and O-diffusivity would be negatively impacted. In order
to properly adjust the vibrational properties without introducing
any additional shortcomings, a more complex description of the
interactions beyond the capabilities of a pairwise additive Cou-
lomb plus Buckingham potential would be required. While this
not only requires a more complicated parametrization proce-
dure, the use of uncommon functional forms of the potential
greatly reduces the benefit of the newly derived interaction
model, as alternative potentials are commonly not available in
the majority of the available simulation packages.

4 Conclusion and outlook

In this work, a newly parametrized set of interaction potentials
aimed at the description of CeO2, Gd2O3 and GDC has been
derived based on the strategy already applied successfully in the
case of ZrO2, Y2O3 and YSZ.24 Again, the use of atomic partial
charges in the potentials significantly enhances the description
of the crystal structure, as demonstrated by the RDFs as well as
the density values. The surface stability was also greatly
improved over existing potential models for all surfaces tested.
Additionally, the use of a non-coulombic Gd–Gd pair potential
greatly enhanced the description of Gd2O3, which was not
accounted for in the potential of Gunn et al.25

Application of this potential significantly improved the
oxygen diffusivity by at least one order of magnitude compared
to an early potential model reported by Gunn et al. Further-
more, the tendency of the activation energy with increasing
concentration is in good agreement with the experimental data
provided by Manning et al.56 and Ruiz-Trejo et al.57

However, a detailed analysis of the vibrational properties
employing both harmonic frequency calculations as well as
VACFs analyzed over the MD trajectory revealed, that the wave
numbers obtained using the description of Gunn et al. are in
better agreement with results obtained via DFT calculations at
HSEsol level of theory, while the observed intensities of the
vibrations are more in line with the results obtained from the
novel potential formulation.

Based on a detailed comparison of the associated M–O
potentials it was shown that the newly developed potential is
capable of describing the crystal structure more accurately, as
the equilibrium distances are in perfect agreement with the

crystal structure. In contrast, the potential by Gunn et al. does
not accurately describe the crystal structure, as the equilibrium
distances deviate from those observed in the crystal structure.
While this shortcoming has an overall positive influence on the
vibrational wave numbers, it implies that the correct M–O
distances are only formed due to an error compensation
between the attractive M–O interaction and the repulsive
M–M and O–O contributions. This, on the other hand, explains
the deviations in the ion diffusion as well as the too large
density observed in the case of Gd2O3.

The newly developed potential presented in the work was
shown to successfully describe the crystal structure of CeO2 and
Gd2O3 at ambient conditions and elevated temperatures. The
benefit of using partial charges is that the model can be used in
conjunction with existing partial charge models such as a
reactive water model developed earlier by Wiedemair28,29 as
well as force fields aimed at the description of organic and
biomolecular systems.58,59 This would enable simulations of
surface processes such as the formation of a Helmholtz double
layer and associated reactive corrosion process as well as the
adsorption of organic molecules at GDC interfaces in the
presence of liquid water. Furthermore, it enables in-depth
analysis of surface reactions, such as water dissociation and
surface hydroxyl group formation, without requiring a complex
and computationally expensive ab initio approach. However,
these reactive potentials would facilitate a QM/MM approach,
which would allow for a more detailed description of the
surface processes. In addition, the effect of surface protonation
on the oxygen diffusivity and overall performance of different
GDC systems in solid oxide fuel cells and electrolyzers can be
thoroughly examined. This is because diffusion phenomena
can only be observed using larger time scales and system sizes,
which are made possible by the newly developed potential.
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