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The role of helicity in PFAS resistance to
degradation: DFT simulation of electron capture
and defluorination†

Matt McTaggart and Cécile Malardier-Jugroot*

Defluorination of perfluorinated alkyl substances (PFASs) via the direct capture of excess electrons poses

a promising path to environmental decontamination. Herein we show that quantum-chemical model

optimization methods can be adapted to simulate the changes to molecular geometry that result from

electron capture. These reaction pathways demonstrate that the introduction of an additional electron

causes a loss of the helical arrangement along linear carbon tail chains. Regaining helicity is sufficiently

favourable to enable fluoride release in C7–C10 PFAS chains; shorter chains are enthalpically hindered

from degradation while the additional charge is stabilized on longer chains by the greater entropy their

flexibility permits. These results suggest that reductive PFAS treatment processes could be made more

effective under high pressure or confined conditions.

Introduction

Perfluorinated alkyl substances (PFAS) comprise a large class of
aliphatic compounds in which all carbon–hydrogen bonds
in the non-fluorinated equivalent have been replaced with
carbon–fluorine bonds. Fluorination results in increased hydro-
phobicity and resistance to chemical or physical degradation as
compared to their hydrogenated alkyl counterparts.1 It is due to
their structural stability, and to their long-term unregulated
industrial production and disposal, that PFAS have become
pervasive and persistent environmental pollutants.2 This in turn
has motivated a rapid rise in efforts to understand PFAS toxicol-
ogy, decontamination, and destruction.

Perfluorooctanoic acid (PFOA) and perfluorooctane sulfonic
acid (PFOS) and their anions are especially widespread and
have therefore received relatively high scrutiny from the scientific
and regulatory communities. The United States Environmental
Protection Agency is empowered to develop non-enforceable, non-
regulatory national Health Advisories to identify the ‘‘drinking
water concentration level of a specific contaminant at or below
which exposure for a specific duration is not anticipated to lead to
adverse human health effects.’’ In June 2022, published updated
interim Health Advisory values for PFOA and PFOS concluded that
the lifetime interim Health Advisory for PFOA3 is 0.004 ng L�1

(4 parts per quadrillion (ppq) – 0.006% of the 0.07 mg L�1 (70 parts

per trillion (ppt)) values published in 2016) and for PFOS4 is
0.02 ng L�1 (20 ppq–0.03% of the 70 ppt 2016 value). These
updated values indicate that in practice there is no safe level of
these abundant, ubiquitous, highly stable substances.

Naturally, PFAS degradation and decontamination has also
become a high value research domain. Effective techniques are
needed, and quickly, to extract and destroy the PFAS that has
already infiltrated our water supply. The literature is rich with
recent reviews on the current state of the overall field,5–10

emerging technologies,11–13 advanced reduction and oxidation
methods,14–16 as well as several specific techniques.17–22 The
focused community effort has generated exciting advances
towards effective and efficient PFAS degradation in organic
solvents23 or low/no solvent24 but methods that operate in
aqueous solution hold the promise of in situ PFAS groundwater
decontamination. One set of techniques for the degradation
of dilute PFAS in water is via the capture of hydrated
electrons, eaq

�. The sources of electrons vary and include the
use of electrodes,25 plasmas,26–29 photochemical interactions
with electron donors,30–33 or radiolysis of the water.34–36

As a recent review comprehensively covers, theoretical stu-
dies to elucidate the defluorination mechanisms complement
the experimental work although identification of the elemen-
tary steps on the reaction pathway remains as recalcitrant as
the molecules themselves.37 Theoretical and experimental stu-
dies on the site and rate of electron insertion show that electron
capture is independent of the length of the carbon chain or
carbon–fluorine bond dissociation energy.38,39 Bentel’s com-
prehensive study demonstrated a correlation between carbon
chain length and degradation rate that remains unexplained by
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their table of carbon–fluorine bond dissociation energies.40

Yamijala’s Born–Oppenheimer Molecular Dynamics (BOMD)
study found that the initial loading of the additional electron
across the carbon chain made the site of defluorination nearly
random on an ultrafast (o100 fs) timescale.41 Simulation of
hydrated electron dynamics by Biswas et al. showed polarization
of the surrounding water shell before electron capture that
affected both insertion point and subsequent C–F bond
strengths, altering the relative probability of which fluorine
will break its bond to carry the charge away as an anion.42 Their
subsequent dynamic work on expanded systems further con-
firmed the behaviours and femto- to picosecond timescale.43

Taken together these studies suggest that the mechanism link-
ing chain length and degradation rate occurs after electron
capture. Furthermore, these theoretical studies are consistent
in their treatment of bond strength as the decisive factor in
the determination of whether and where defluorination will
occur and understate the contribution of how those bonds are
arranged within the molecular structure.

Structural representations and mental models

From the beginning, PFAS compounds were discussed in con-
trast to their non-fluorinated analogues.1 Even the name ‘‘per-
and poly-fluorinated alkyl substances’’ defines the class of
compounds by comparison to their hydrogen-only counter-
parts. The analogy is a useful one and quickly conveys the
principal characteristic of the class; however, the convention
privileges the similarity in schematic bond connectivity over the
differences in molecular geometry created by the H to F
exchange. Because the stronger C–F bond dissociation energies
are foregrounded they have been the subject of theoretical
studies. Conversely, the shorter bond–bond length and the
higher electronegativity, higher electron density, and larger
atomic radius of the fluorine constituent produce important
differences between the PFAS and its H-analogue bond lengths,
angles, and dihedrals and the rotational freedom about the C–C
backbone.

For a literal illustration of how bond structure becomes
privileged, we must consider the structural formulae used to
identify the compounds. We use structural formulae to picture
the molecules under discussion, and by so doing may easily
forget that they are not actually ‘‘pictures.’’ The symbols and
connections constitute a pictogram with rules for composition
and interpretation. It is a visual language: the structural
formula for octanoic acid shown in Fig. 1 is a translation of
that name into pictographic form, not an image of the molecule
itself. Where the carbon chains appear to be drawn in the trans
configuration, we ought to understand that to be fallacious.
This is the default conformation in which to display alkyl
chains with the understanding that at room temperature
CH2–CH2 bonds undergo rapid, fluid exchange between the
various conformers. However, the barrier to rotational conforma-
tion exchange is significantly higher for CF2–CF2, so the same
assumption of fluidity between conformers is not appropriate and
therefore the trans-default representational standard does not
apply. If we are to understand both the alkyl and PFAS structural

formulas as non-conformer specific, then we can conclude that
the structural formulae contain no spatial information.

Yet the illusion is compelling enough that one could easily
misinterpret the identical line lengths and direction as indicative
that the molecular geometries are also identical. In recogni-
zing that it is a connection schematic only, we should also
recognize that the effect of H–F exchange on bond length,
direction, and rotational freedom are not represented at all. It
is far more difficult to notice what is absent than what is present
and so the evident similarities are given greater attention than
the non-evident differences. This is a problem for two reasons.
First, mental modelling is an important tool chemists use to
develop and evaluate mechanism diagrams. Second, neglecting
the molecular geometry gives the false impression that the
molecular geometry can be neglected. In a tightly formed, stable
compound the bond lengths, angles, and dihedrals are critical
contributors to its chemical behaviour and available reaction
pathways (Fig. 2 and 3).

Molecular geometries of linear PFAS chains

In the specific example of octanoate/perfluorooctanoate, the
direct structural analogue takes on new and important features
when their geometries are optimized to their ground state.
Most notably, PFAS carbon chains twist into a compact helix, in
contrast to the straight, linearly-aligned carbon chain of the
H-analogue. The more accurate and complete representation also
shows the similarities in connectivity but doesn’t overstate its
importance, inviting different perspectives on the problem of
PFAS resilience. For instance, the helical conformation makes it
more obvious that the C–F bond is not only stronger but more
difficult to access than the C–H bond, which could impact
treatment methods. The compact structure makes the PFAS more
rigid than the H-analogue and this mechanical rigidity could
affect reactivity. A helical structure creates a persistent conforma-
tional chirality which could alter its susceptibility to degradation
under treatment conditions. If the compact, helical conformation
is the stable conformation: how can the PFAS be induced into a

Fig. 1 Structural formulae of octanoic acid (top) and perfluorooctanoic
acid (bottom). The layout seems to convey that the two molecules share
the same linear trans conformation; however, these are connectivity
schematics only and contain zero geometric information.
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less-stable elongated, linear state? The point of this discussion
is not to advocate for 3D ball-and-stick or electron density
representations to replace all 2D line drawing as a publication
standard (although it would improve our accuracy in graphic
communication of our subject molecules) but instead to under-
line the value of increasing the number and type of (sometimes
literal) perspectives on a problem.

Computational details

The level of theory employed in this work, DFT B3LYP-D3(BJ)/
6-311+(2p,2d),44–46 follows from the important experimental vali-
dation of the method conducted by Schilberg and coworkers.47

They identified stable structural conformers of PFOA by com-
paring theoretical model predictions to molecular rotational
resonance (MRR) spectra, noting that fluorine–fluorine repul-
sion induces a helical conformation of the carbon tail. This
comparison validates the theoretical model used for the
systems shown here. While we focus on the conjugate base
in this work to better represent the oxidation state of the
compounds under environmental conditions, our models
correspond with the trends demonstrated in their experi-
mental work.

Bentel and coworkers employed the same model chemistry
for their extensive study of bond dissociation energies of per-
and polyfluorinated carboxylates and sulfonates at varying
chain lengths.40 That study, unlike this one, employed the
SMD model to provide implicit simulation of solvation in water.
We tested the model but ultimately chose not to include it in
this work. Critically, the dielectric cavity generated by the
implicit model stabilizes a local metastable conformational
minimum preceding a critical transition state, clouding the
reaction mechanism revealed by the simulation method. In
fact, the developers of SMD have shown that it is not well suited
for ion dissociation calculations without including a shell of
explicit water molecules, an issue observed across ionic solutes
expected to have a strong hydrogen bonding interaction with
water.48,49 The PFAS species under investigation here are com-
pact and electron rich, indicating that the intramolecular
forces, rather than solvent interactions, are decisive. For these
reasons, the high computational expense of computationally-
sound explicit aqueous solvation is neither justified nor
required for the simulation sets that follow.

That being said, DFT methods using the B3LYP functional
are known to overbind certain anion states, predicting a stable
or metastable anion where none exists.50,51 While existing
experimental and dynamic simulation results strongly indicate
that a �2 oxidation state with a lifespan of at least femtose-
conds must be possible, we confirmed key optimizations using
the range-separated CAM-B3LYP functional which corrects the
energies of long-range exchange interactions and improves the
accuracy of energy level calculations.50,51

Simulating electron capture through optimization

Although the terms are occasionally used interchangeably,
molecular modeling and molecular simulation are distinct
computational processes. To create a molecular model is to
produce a representation of the molecule that suits the purpose
for which it was built. By contrast, to perform a simulation is to
put a model into action and to study its response to stimulus.
In both modeling and simulation, we apply theory to a con-
struction in an attempt to gain or validate insights by extension
of the theoretical results onto the real molecule. For models, we
might study its atomic geometry, bond strengths and lengths,
or electronic structure. Simulations of molecular behaviour
could tell us about reaction mechanisms, transport properties,
spectroscopic outputs, or intermolecular interactions.

Not all calculation processes are common to modeling and
simulation. The process of optimizing the geometry of a
molecule, for instance, begins with the set of nuclear charges
and their approximate positions and the number of electrons in
the system. One tries to make the initial locations of the nuclei
a reasonable guess, but in principle the positions are arbitrary.
The Born–Oppenheimer Approximation holds that electrons
adapt instantaneously to nuclear movement and therefore
allows the electronic orbital structure to be calculated on a
static landscape.52 The total energy of the molecular system can
now be determined by application of the appropriate theory.
If we were to map all the possible nuclear positions we would

Fig. 2 A picture of an optimized model of PFOA (top) and a second
structural formula of PFOA (bottom). The picture depicts molecular con-
nectivity and geometry and thus comparatively greater information con-
tent than the Fig. 1 structural formula, despite visual similarity. By contrast,
the information content of the PFOA structural formula shown here is
identical to that held by the more typical layout in Fig. 1.

Fig. 3 Side and end views of a perfluorooctanoate model with charge on
the electron density surface shown in red (negative) at the carboxylate
head group progressing toward green (neutral) at the tail. Carbon is shown
in grey, fluorine in blue, oxygen in red. The helicity imposed by fluorine–
fluorine repulsion is evident.
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find a multidimensional surface whose ‘‘height’’ is determined
by the system energy – the potential energy surface (PES). Peaks
and valleys on the PES represent nuclear coordinates with
particularly high energy (highly strained geometries) or low
energy (stable geometries). Geometric optimization is the itera-
tive process of moving the nuclei ‘‘downhill’’ along the PES
until coming to rest at the local or global minimum energy,
corresponding to physically meaningful metastable or stable
states.53 This set of nuclear coordinates and molecular orbitals
now form a theoretical model of the molecule under study.
Because optimization is a process used in model generation
and not application, optimization is typically considered a
modeling process and not a simulation process.

However, what if the initial geometry is not arbitrary but is
itself a physically meaningful optimized model? Could optimi-
zation then simulate a spontaneous chemical process? Most
inter- or intramolecular processes rule out this hypothetical by
definition: the optimized model is already at its energetically
stable geometry and therefore not prone to reaction. Electron
capture stands out as an exception. According to the Born–
Oppenheimer Approximation, electron motion is instanta-
neous compared to nuclear motion and so the optimized
molecular geometry of the pre-capture state is a physically
meaningful initial geometry of the post-capture state. There-
fore, optimization of a model generated on the PES of the n
oxidation state would move downslope along the PES of the n �
1 oxidation state in a manner that simulates the molecule’s
response after reduction. Because the starting and end points
are physically relevant, the pathway that the optimization
follows to connect them represents a mechanism of action.

This study uses optimization methods to simulate the
behaviour of PFAS molecules immediately following reduction
by electron capture from the �1 to the �2 oxidation state.
All carboxylate and sultanate models were optimized to the
DFT CAM-B3LYP-D3(BJ)/6-311+G(2d,2p) level of theory at the
�1 oxidation state using the Gaussian 16 software package.54

The agreement between these models and the experimental
geometries supports our claims that the optimized structures
can be used as a physically meaningful starting point for
simulation of the geometric changes that follow reduction in
related compounds.47

The oxidation state was then set to �2 to place the model on
the new, post-electron capture PES. Examination of the calculated
orbital energies of the molecular geometries reveal that the
additional electron initially lies in at a positive energy level in
all cases. The positive orbital energy (or negative electron affinity)
indicates that it either does not attach at all, in which case the
model is in conflict with experiment, or that the electron attaches
via resonance with a metastable orbital. To determine the status
of the unbound electron, we examine the parent molecule for the
presence of a repulsive Coulomb barrier. If present, an additional
electron may tunnel through it into an orbital level that is
unbound (positive energy value) yet able to play temporary
host to an electron trapped behind the Coulomb barrier.51 The
stabilization method is performed by varying the scaling factor a
of the diffuse functions on the atomic centres and then plotting

the higher-lying orbital energies as a function of scaling factor. If a
Coulomb barrier capable of supporting a metastable anionic state
is present, it will be revealed by the presence of ‘‘avoided cross-
ings’’ on the plot – points at which pairs of orbitals sharply change
in their sensitivity to the scaling factor – indicating resonance
between the a-sensitive exterior state and the a-insensitive
attached inside-barrier state (Fig. 4).51 We applied the orbital
exponent stabilization method using DFT CAM-B3LYP-D3(BJ)/
6-31+(p,d) on the initial geometries of carboxylate and sulfonate
structures.51,55,56 A smaller basis set is acceptable for the basic test
provided that we accept the limitation that the results cannot be
used to reproduce the true resonance energies.51,55 All searches
confirmed the presence of avoided crossings, providing evidence
that the unbound electron lies in a metastable attached state
consistent with existing experimental and theoretical results.
Indeed, applying the stabilization method at points along the
optimization pathway and at the final geometries shows that the
orbital energy decreases towards the bound state as relaxation
progresses.

With the metastable attachment status of the extra electron
established, subsequent simulation of molecular relaxation
along the geometry optimization pathway on the reduced PES
could be completed using the uncorrected B3LYP functional.
In this application, its usual limitation permits a wider search
amongst the relevant states in which the electron is retained.
These simulations are therefore of the ‘extra electron’ type and
do not include the changes to the molecule that could be
induced by the approach of an explicit hydrated electron.42

The optimization pathway is charted to show metastable and
transition states as well as the final stable state of the system
after reduction. The orbital stabilization method can provide an
estimate of the expected lifetime of the metastable state given
energy level and tunnelling barrier information and a crude
approximation places the stability timescale in the femto-
second range, consistent with Biswas’ dynamic predictions;
however, we can make no claim on the time or rate of reaction.
Optimization does not provide time information: a greater or
lesser number of steps in the simulations that follow do not in
any way indicate a slower or faster process.

Fig. 4 Stabilization plot of PFOA after electron capture showing the
highest occupied and lowest unoccupied orbital energies as a function
of the diffuse basis functions’ scaling factor. The rate change in the lowest
plot line around (0.60, 0.14) is created by a resonance state indicative of a
metastable anion.
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Results and discussion
Carboxylate simulation

Prior experimental and theoretical work on PFOA has focused
on the most linear conformation since that is its lowest energy
conformer. Although fluorinated alkyl chains are not as fluid in
conformation change as their hydrogenated analogues, some
variability in conformer is present in samples.47 Conformer
search was performed using Avogadro: an open-source builder
and visualization tool Version 1.2.0.57 The systematic molecular
mechanics search used the MMFF94 force field to scan the
rotatable bonds and generated 243 geometric isomers.58 We
then formatted the output files for Gaussian and optimized
these geometries to the PM6 semi-empirical level of theory.59

The 100 lowest energy non-equivalent conformers were then
optimized using DFT B3LYP-D3(BJ)/6-311+G. Eliminating the
high strain conformers from this set left 43 non-equivalent
conformers remaining, of which the 7 most stable were further
serially optimized to DFT B3LYP-D3(BJ)/6-311+(2p,2d) at both
the �1 and �2 charge. The results are tabulated in Table 1,
below. As mentioned above, simulation of electron capture via
the addition of an extra electron does not capture the prob-
ability or location of electron insertion so the initial change in
energy between the �1 and �2 charge states are reported but
are qualitative at best.

The sites of defluorination on these structures give us the
first indication of a trend that will continue across the changes
to chain length and head group below. The five most stable
conformers each terminate in a set of trans carbon–carbon
bonds and in each case it is the terminal fluorine that is lost.
Conformers six and seven are intersected by a cis bond on the
fifth and sixth carbon, respectively. In those cases, it is a fluorine
from the lowest numbered carbon on the cis bond that carries
away the excess charge. In all structures the carbon–fluorine
bond that breaks is the one whose loss enables the reformation
of a compact helical structure. The mechanism is most clearly
demonstrated by tracking the geometry of the most stable, most
linear conformation as it relaxes after electron capture.

In all the PFAS species included in this study, the lowest
unoccupied molecular orbital is an anti-bonding orbital spread
along the carbons in the tail, as one might expect to find at
the centre of a cylinder of highly electronegative C–F bonds. The
primary impact of the reduced bond order brought on by the
insertion of an additional electron is a weakening and lengthen-
ing of the C–C bonds. Greater distance between the carbons also
increases the distance between neighbouring fluorines, which
reduces their steric repulsion and allows the carbons to relax
toward their ideal tetrahedral geometry. As a result, the helix
unwinds and the tail straightens—longer C–C bonds compen-
sate for the larger fluorine radius and the molecule comes to
more closely resemble its alkyl analogue.

By extending bond length and relaxing bond angles, the
system realizes an overall energy benefit which creates a
metastable local minimum in some chain lengths, as described
in detail below. In that case, an activation step is required to
activate defluorination. By scanning the reaction coordinate, we

find that the process passes through a transition state that joins
the metastable elongated conformation with the final, stable
helical conformation. The transition state sits atop a saddle
point on the PES, a point at which all geometric dimensions are

Table 1 The results of the search for most stable carboxylate conformers
before and after the addition of an extra electron. The total electronic
energy (Ee) of each structure is reported in Hartree and normalized in
kilojoules per mole to the most stable conformer. The change in energy
after electron insertion only reports the geometric relaxation and does not
include the cost of capture. The defluorination site is marked by an asterisk

Initial conformation, charge = �1 Post-electron capture, charge = �2

Ee: �1953.682549 Ha Initial: �1953.574478 Ha
Normalized: 0.00 kJ mol�1 Final: �1953.609328 Ha
e� capture: 283.74 kJ mol�1 Change: �91.50 kJ mol�1

Ee: �1953.681983 Ha Initial: �1953.57091 Ha
Normalized: +1.49 kJ mol�1 Final: �1953.57091 Ha
e� capture: +291.62 kJ mol�1 Change: �91.65 kJ mol�1

Ee: �1953.681236 Ha Initial: �1953.563853 Ha
Normalized: +3.45 kJ mol�1 Final: �1953.60162 Ha
e� capture: +308.19 kJ mol�1 Change: �99.16 kJ mol�1

Ee: �1953.681089 Ha Initial: �1953.56063 Ha
Normalized: +3.83 kJ mol�1 Final: �1953.605819 Ha
e� capture: +316.27 kJ mol�1 Change: �118.64 kJ mol�1

Ee: �1953.680853 Ha Initial: �1953.56056 Ha
Normalized: +4.45 kJ mol�1 Final: �1953.603718 Ha
e� capture: +315.83 kJ mol�1 Change: �113.31 kJ mol�1

Ee: �1953.680818 Ha Initial: �1953.556774 Ha
Normalized: +4.54 kJ mol�1 Final: �1953.597001 Ha
e� capture: +325.68 kJ mol�1 Change: �105.62 kJ mol�1

Ee: �1953.680777 Ha Initial: �1953.562828 Ha
Normalized: +4.65kJ mol�1 Final: �1953.605804 Ha
e� capture: +309.68 kJ mol�1 Change: �112.83 kJ mol�1
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at an energy minimum save one which is at a local maximum.
In this case, the dimension at its local maximum is the length
of the terminal carbon–fluorine bond as reflected by animating
the imaginary frequency. The reaction’s activation energy is the
energy required to stretch the C–F bond to this transition state.
At the transition state the reaction could regress back to the
local minimum, but once the transition state is crossed the
molecule spontaneously and irreversibly relaxes into its helical
configuration as the additional electron is carried away by
disassociation of the terminal fluoride ion.

Initial conformation therefore impacts which fluorine is
most likely to leave because it determines which compact
structure is most accessible and least impacted by the unsatu-
rated carbon. The advantage is multiplied over the chain of
trans carbons returning to their helical conformation and so it
is at the terminal points of those segments that defluorination
occurs. Our observation that the site of defluorination is more
strongly dependent on the geometric conformation of the
molecule than on the strength of a particular C–F bond is
new, although it is consistent with other results suggesting that
the addition of the electron incites but does not directly cause
defluorination (Fig. 5).39

The effect of chain length

Because the length of the helical chain segment seems to
govern defluorination and because previous studies have
shown a correlation between overall chain length and degrada-
tion rate, we performed the electron capture simulation on
PFAS chains from C4 to C12. The graphs below chart the
progression of two characteristic behaviours of the PFAS chain
during the relaxation process: the left-hand vertical axis mea-
sures the dihedral angle of the first and third most distal
fluorine atoms as representative of the overall helicity; the
right-hand vertical axis measures the bond length of the
terminal C–F bond. The same method was applied to a set of
carboxylates and sulfonates to assess the impact of the head
group on the observed trends.

Carboxylates

In the short (C4–C6) chain carboxylates, the repulsion created
by the additional electronic charge in the anti-bonding orbital

on the carbon backbone produces little change in helicity; the
combination of enthalpic C–C bond stretching and entropic
freedom is insufficient to overcome helicity and cannot pay the
energetic cost of fluoride dissociation (Fig. 6).

Scanning the energies associated with lengthening the
terminal C–F bond reveals that the fluoride/zwitterionic PFAS
system is still energetically favoured; however, the reaction
pathway contains an activation step to reach an unfavourable
transition state before it can achieve fluoride dissociation.
Molecular geometry remains kinetically frustrated in the elon-
gated, �2 oxidation state without additional energy input.

The activation energy was calculated as the energy difference
between the optimized meta-stable state and the transition state
determined by QST3 and Berny TS optimization. The amount
of energy required decreases as the length of the carbon
chain increases, with C4 requiring the most and C6 the least.
At 33.2 kJ mol�1 and 17.3 kJ mol�1 respectively, the C4 and C5
chains are unlikely to overcome the activation energy at standard
temperatures; C6 should obtain 4.2 kJ mol�1 from its environ-
ment with sufficient probability that the reaction mechanism
should be achievable under standard conditions, although at a
reduced rate of reaction compared to the lengths that follow
(Table 2).

From C7 to C9, no significant activation energy is required:
relieving the bond elongation caused by electron capture pro-
vides a sufficient energetic benefit to pay the enthalpic cost
of fluoride release. The mechanism occurs as described
above: the chain lengthens and straightens before regaining
helicity in concert with terminal fluoride dissociation. The
C8 molecule PFOA lies in the centre of this band and its

Fig. 5 The relaxation pathway of PFOA after the capture of an additional
electron. Initially, lengthening C–C bonds cause a loss of helicity and the
molecule relaxes into a straight and extended conformation wherein C–F
bonds remain intact. Only regaining the compact, helical compact form
delivers enough of an advantage to afford the cost of C–F dissociation.

Fig. 6 The results of simulated electron capture on C5 perfluorinated
carboxylate on the helicity and terminal C–F bond length, result is typical
for C4–C6. Each of the short-chain molecules stabilize the �2 state
without inducing a change in helicity or fluorine dissociation.

Table 2 Energy required to move from the meta-stable point to the
transition state along the reaction pathway that releases a fluoride from the
terminal carbon

Carbon atoms
Activation energy
(kJ mol�1)

Terminal C–F bond
length (Å)

C4 33.18 1.52642
C5 17.34 1.45511
C6 4.19 1.38710
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progression through the reaction mechanism provides the
clearest example (Fig. 7).

The first effect of electron capture is the elongation and
straightening of the carbon backbone, shown in the figures that
follow as the movement toward zero of the dihedral angle
between fluorines on the nth and (n� 2)th carbons. Lengthening
of the terminal C–F bond signals the transfer of the extra
electron from the carbon backbone onto the dissociating fluor-
ine, thus removing charge from the antibonding orbital and
allowing the structure to relax back into its compact, helical
geometry.

The end state for these three structures is a near-return to
the initial fluorine dihedral angles and loss of the terminal
fluorine as a fluoride ion.

Calculation of the Mulliken partial charges at each step of
the PFOA fluoride dissociation simulation illustrates how elec-
tronic charge distribution changes through the fluoride release
process (Table 3). The first panel shows the partial charge
distribution before and after addition of the extra electron.
Before the molecular geometry adapts to the additional elec-
tron the charge is concentrated along the carbon backbone.

The charge concentration here is centred about C6. As
mentioned above, explicit modeling of the interaction between
PFOA and a hydrated electron indicates an insertion point near
the carboxylate head group. Nevertheless, the central region of
the carbon backbone provides the most energetically favour-
able molecular orbital and so we can invoke the assumption of
instantaneous intramolecular electron motion to find it there
before atomic motion has had a chance to react to a specific
point of capture. As the carbon bonds lengthen, charge
becomes more evenly distributed along the chain. This point
is equivalent to the local minimum at which the relaxation of
the shorter chain molecules halts. Next we see the movement
across the transition state and the beginning of dissociation.
When the simulation ends at the optimized stable state, the
charge distribution is moderate along the carbon chain, now
including the terminal carbon. By withdrawing the additional
charge onto a fluoride ion the process reduces the positive
charge concentrated on the carbon atom.

These middle-length chains represent the thermodynamic
‘Goldilocks zone’: there are enough carbon atoms that the
additional charge in the anti-bonding orbital is sufficient to
overcome the C–F bond enthalpy but not so many carbons that
delocalization and flexibility offset the effect.

However, in C10, C11, and C12 the number of carbons
lengthens the chain enough to permit stabilization of the
additional electron by two complementary mechanisms:
decreasing the charge concentration and by increasing
mechanical flexibility. First, the anti-bonding orbital is distrib-
uted across a greater number of carbon centres. One additional
charge no longer offers enough repulsion to extend and
straighten the entire chain. The loss of helicity is limited and
only significant toward the terminal end; the carbon chain near
the functional head group retains its helical conformation.

Fig. 7 The results of simulated electron capture on C8 perfluorinated
carboxylate on the helicity and terminal C–F bond length, result is typical
for C7–C9. Each of the medium-chain molecules elongate and straighten
to a near zero dihedral angle/helical character before regaining their
compact helical geometry through release of a fluoride from the terminal
carbon.

Table 3 PFOA partial charge distribution during the changes to molecular
geometry induced by electron capture, assuming instantaneous move-
ment of the electron from its insertion point to the lowest unoccupied
molecular orbital before any changes to molecular geometry have had
time to react. Charge distribution runs from �0.75 (bright red) to +1.25
(bright green)

A. PFOA charge distribution before electron capture

B. PFOA charge distribution immediately following electron capture

C. Charge distribution at the metastable elongated linear state

D. Charge distribution at the transition towards regaining helicity

E. Charge distribution at the end point of the reaction
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The additional charge is less concentrated and accordingly
has less impact on bond breaking. Second, like all rigid rods
its stiffness is inversely proportional to its length. While the
additional charge may not be sufficient to fully elongate the
chain, it still loosens the carbon–carbon bonding further
increases the chain’s flexibility (Fig. 8).

The greater range of motion opens a greater number of
accessible vibrational modes, increasing the system’s entropy. This
entropic benefit decreases the marginal entropy that the system
could obtain from fluoride release. The delocalization and flex-
ibility factors would act in a similar fashion for chain lengths of
C13 and greater so for this reason we would expect similar results.

Sulfonates

Others have described differences in degradation mechanism
and kinetics between carboxylate and sulfonate species with the
same number of carbons in their perfluorinated tail.60

Certain predictions of which fluorine is the most likely
leaving group are based solely on calculations of bond dissociation
energy which, as described and demonstrated above, ignores
geometric and entropic effects to their detriment. The simula-
tions of relaxation post-electron capture presented here show
that sulfonate species generally follow the same trends as the
carboxylate although the change in head group affects the
chain lengths at which the ‘Goldilocks zone’ begins and ends.
The differences are due to both electronic and mechanical
properties.

Only the C4 sulfonate was able to stabilize the additional
electron without significant geometry change (Fig. 9(a)).

Spontaneous defluorination to recover helicity begins at C5
and continues through C8. These simulations results suggest
that the sulfonate may be more susceptible to degradation after
the capture of the additional electron at shorter change lengths
due to the sulfur’s effect of the molecular electronic structure.
Although the head group also has a strong influence on
electron insertion location and rate which these simulations
do not capture, so the trend is not sufficient to draw conclu-
sions about the overall comparative defluorination rate in bulk
aqueous solution38,42 (Fig. 9(b)).

Sulfonate chain lengths of C9 or greater are able to stabilize
the additional electron in the extended conformation. Since
the C9 sulfonate is physically as long as the C10 carboxylate it is
reasonable that their mechanical flexibility and therefore the
entropic advantage gained through that flexibility would be
comparable (Fig. 9(c)).

Conclusions
Simulation

Simulating the changes in molecular geometry that follow
reduction by instantaneous electron capture by employing
established optimization techniques offers important advan-
tages over the static model analysis that has been done in
previous work. Primarily, the calculation of bond energies,
absent any dynamic geometric changes, neglects the possible
contribution of entropy on the dissociation reaction. Interpret-
ing the optimization pathway as a physically-meaningful relaxa-
tion pathway enables greater sensitivity to how the interactions

Fig. 8 The results of simulated electron capture on C10–C12 perfluori-
nated carboxylates on the helicity and terminal C–F bond length. Each of
these longer-chain molecules are able to stabilize in the elongated
and straightened conformation without defluorination due to the larger
number of carbons supporting the additional charge and the entropy
gained by the flexibility.

Fig. 9 Typical charts of helicity and C–F bond length in short (C4 only),
middle (C5–C8), and long (C9–C12) perfluorinated sulfonates. The
sulfonate follows the identical trend as the carboxylate although the
location of the segmentation has changed as a result of the change
in functional group.
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of electronic and molecular structure promote or resist
defluorination.

Dynamic approaches are also beginning to show the larger
role that kinetics and molecular geometry contributes to electron
capture reactions.37 Provided that the limitations of the different
methods are respected and the appropriate tests to ensure
concordance with experiment are successful, complementary
application of modelling and simulation invites a holistic inves-
tigation of the changes that occur following electronic restruc-
turing. While this study presents the aftereffects of reduction,
this method could be applied equally well to any process for
which the Born–Oppenheimer approximation could be reason-
ably justified including oxidation or a prolonged excited state.

Helicity and PFAS degradation

The changes in entropy produced through changes in molecular
geometry has been an overlooked tool for enabling defluorina-
tion and PFAS degradation. Differences noted by others in the
difficulty of breaking down branched PFAS or mixed hydroge-
nated and polyfluorinated species could be re-examined through
an entropy lens to search for trends that are less obvious when
considered through a ‘bond dissociation energy first’ approach.

Because entropy may play an important role in a degradation
technique’s chain length dependence, environmental conditions
also become relevant consideration. The impact of entropic inter-
ventions is temperature and pressure dependent. Temperature may
play several roles, including changes to the number and ratios of
accessible cis/trans conformations, the accessibility and intensity of
vibrational modes affecting C–F bond dissociation, and the degree to
which the change in entropy can affect spontaneous defluorination.

The elongation of the carbon chain that the simulation results
indicate is prerequisite to fluoride release indicates that the
pressure exerted on the molecule will also impact reaction rates.
An environment in which more energy must be expended to reach
or maintain the extended conformation, and in which bending
degrees of freedom are limited by external forces, is one in which
the defluorination ‘goldilocks zone’ should reach into higher chain
lengths because what are mechanical advantages in free space now
become disadvantages. Pressurization of the aqueous PFAS
solution may be impractical for field decontamination work, but
as our previous work has shown confinement within nanoscale
reactors can perform the same function while the bulk solution
remains at atmospheric pressure.61 Altering reaction conditions,
solvation, catalysis, and nanoscale confinement alters the mole-
cular freedom, which may in turn alter PFAS susceptibility to
decontamination mechanisms which rely on changes in geometry
to proceed. As with representational and theoretical treatments, we
expect that experimental treatments will benefit from the greater
number and variety of approaches to the problem.
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