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In this research, Raman imaging was employed to map various samples, and the resulting data were
analyzed using a suite of automated tools to extract critical information, including intensity and signal-
to-noise ratio. The acquired spectra were further processed to identify similarities and investigate
patterns using principal component analysis. The objective of this study was to establish guidelines for
investigating Raman imaging results, particularly when dealing with large datasets comprising thousands
of relatively low-intensity spectra. The overall quality of the results was assessed, and representative
locations were determined based on the main Raman bands. While automated software solutions are
insufficient for removing baselines and fitting the data, statistical analysis proved to be a powerful tool
for extracting valuable information directly from the raw spectral data. This approach enables the

extraction of as much information as possible from large arrays of spectral data, even in complex cases
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1. Introduction

Raman imaging is a powerful analytical technique that
combines the principles of Raman spectroscopy and imaging to
provide chemical maps of the surfaces of various samples.'?
Raman spectroscopy, named after its discoverer C. V. Raman,
involves the inelastic scattering of photons by molecular
vibrations, providing valuable information about molecular
composition and structure.® By incorporating imaging capabil-
ities into Raman spectroscopy, Raman imaging enables the
acquisition of spatially resolved chemical information, allowing
researchers to visualize and understand the distribution of
different chemical species across a sample surface.»**
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Raman imaging offers several distinct advantages over
traditional Raman spectroscopy, which primarily provides
average information for the entire sample, or very limited areas.
One significant advantage is, as the name implies, the ability to
generate chemical maps.® Raman imaging can provide
chemical maps of large portions of the sample, with a resolu-
tion that can reach about 1 pm. This enables researchers to
visualize the distribution of different chemical compounds
across the surface.” This capability allows for the identification
of spatially varying components, including impurities,*
contaminants,' and heterogeneous mixtures.'> Thanks to this
feature, in recent years, the researcher's attention has been
moved also towards the use of Raman imaging in biomedical
field to differentiate cells,™ to visualize the responses to toxic
compounds™ and to diagnose the cancer state.*

Indeed one of the main advantage of Raman imaging, which
is also shared by Raman spectroscopy in general, is its non-
destructive nature. It requires minimal sample preparation
and allows for the investigation of samples in their native state.
This is particularly useful for biological samples, where
conventional preparation procedures such as fixing and stain-
ing irreversibly alter the chemical composition and the biolog-
ical properties.*®*”

As Raman imaging provides detailed, localized molecular
information, such as molecular vibrations, rotational states,
and chemical bonding, it enables not just the identification but
also the visualization of specific compounds, polymorphs, or
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phases present in the sample. Moreover, differences in noise
level, background signals and fluorescence also contribute to
the visual output of regions with different morphological,
chemical and biological properties, even if the specific molec-
ular vibrations cannot be properly identified.'*** The ability to
obtain high resolution molecular-level information imaging
makes Raman imaging a valuable tool in various scientific
fields, including materials science,*** chemistry,**** pharma-
ceuticals,?® and life sciences,””*® but Raman imaging also has
some inherent limitations that must be considered when
interpreting the obtained results. One disadvantage is the
reduction in spectral resolution and intensity compared to
conventional Raman spectroscopy. Due to larger number of
spectra to be acquired in order to obtain spatial-resolved
information, Raman imaging may exhibit reduced spectral
resolution and lower intensity-over-noise ratios.”*?"

In large-area mapping using Raman imaging, additional
challenges arise that can impact the quality and accuracy of the
results. Difficulties in maintaining precise focus throughout the
entire imaging process may arise, as focusing a large area
uniformly can be challenging. Additionally, there is a possibility
of drifting during long acquisition times, leading to misalign-
ment or distortion in the resulting chemical maps, or the
samples can undergo physical and chemical changes over time,
for example due to water evaporation or oxidation.

When Raman maps are successfully acquired, the operator
will obtain thousands if not hundreds of thousands of relatively
weak and noisy raw Raman spectra. The data analysis will then
typically progress along one of two potential pathways.

(1) If the typical Raman spectrum for that type of sample is
known, the operator will extract maps representing the relative
intensity of each of the known main bands, trying to emphasize
their distribution across the map.

(2) If the typical Raman spectrum for that type of sample is
unknown, before being able to extract valuable information, the
operator will be forced to investigate various locations, trying to
manually identify local variations in relative intensity.

In both cases, various statistical methods can be used to
simplify and automatize the process of extracting and identi-
fying crucial data through Raman imaging, without relying on
the ability of the operator to manually screen the data to observe
trends and anomalies. Various acquisition and post-treatment
commercial software produce automated visual outputs,***
but they usually don't provide the user with sufficient statistical
information to understand the reliability and significance of the
methods, resulting in visually appealing Raman maps in which
the contributions of noise, fluorescence and surface
morphology cannot be easily discriminated.

When comparing Raman imaging with similar techniques, it
becomes evident that each technique has its strengths and
limitations. Electron backscatter diffraction (EBSD) provides
crystallographic information but does not provide chemical
information with the same level of specificity as Raman
imaging.*® Energy-dispersive X-ray spectroscopy (EDS) allows for
elemental analysis but lacks the ability to differentiate between
different molecular species.***® Fourier transform infrared
spectroscopy (FTIR) imaging,®” on the other hand, utilizes
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infrared radiation to probe molecular vibrations but has lower
spatial resolution compared to Raman imaging and is sensitive
to water vapor.

In this paper, we will focus on two different methods of
information extraction that do not require data preprocessing
(cosmic ray filter, baseline removal, smoothing, etc.) and can
help operators identify sub-groups of spectra with similar
characteristics, that can potentially maximize the amount of
information extracted from Raman imaging data. After statis-
tical analysis, the sub-groups can then be post-analyzed by
conventional means, labeled and used to extract additional
information such as Raman shift, band intensity and band full-
width at half maximum.

Similar combinations of Raman imaging and PCA analysis
have been previously successfully utilized, in particular for
much smaller datasets with very high signal over noise ratios,*®
where the algorithm was capable to distinguish between three
phases and also extract fitting parameters. In the case of tens of
thousands of complex Raman spectra consisting of tens of
bands each, such an approach would be impracticable as it
would be impossible to process without the use of
a supercomputer.

In other cases, the combination of Raman imaging and PCA
analysis, again on very small datasets,* required heavy mathe-
matical pre-treatment in order to be able to extract relevant
information.*’

When large datasets have been utilized (tens of thousands of
spectra), literature results were focused on a more theoretical
approach, and did not provide chemical maps showing the
distribution of the different phases,** or were limited to very
specific scenarios.*” Nevertheless, these studies were successful
in demonstrating that the combination of Raman imaging and
PCA analysis can be utilized to perform analysis of large
portions of sample surfaces, within reasonable time frames.

For comparison, our analytical method is completely auto-
mated and universal. It can process datasets containing tens or
even hundreds of thousands of spectra of any size in a reason-
able time without requiring any pre-treatment of the dataset.
Additionally, it provides information not only about phase
presence and distribution but also about the quality of the
dataset itself. Moreover, to the best of the authors’ knowledge,
this manuscript presents the first performance comparison of
Raman imaging combined with PCA for samples of different
natures.

The six samples used in this manuscript were selected to
cover various scenarios that scientists working in the field of
material science might encounter when using Raman spec-
troscopy. No biological samples or liquids were included, as
they require additional care in sample preparation and are often
not stable over time. An explanation of how to extend these
methods to biological samples will be published in the near
future. Calibrations and testing, performed on artificial Raman
datasets, can be found in the ESL¥

The same statistical tools can be directly translated to other
similar spectroscopic techniques commonly used to obtain
compositional “maps” of the sample surface, such as

This journal is © The Royal Society of Chemistry 2024
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cathodoluminescence, electron backscatter diffraction or Auger
and energy dispersive X-ray spectrometry.

2. Experimental
2.1 Sample preparation

In this work, six different samples were analyzed using Raman
spectrometry and Raman imaging. The sample typology,
chemical composition and morphology are resumed in Table 1
and Fig. 1.

The rationale behind the six samples is to try to cover various
potential real life scenarios, focusing on materials science. The
blank sample is utilized to verify that the methods don't
produce artifact maps when the Raman spectra are extremely
noisy. The reference sample is used to confirm that the methods
don't create more sub-regions than necessary, giving the user
the false impression that there are different phases present, the
ginkgo leaf shows the potential of this methodology for very
broad and strongly overlapping Raman bands, the ZrO,/PE has
a clear interface and two clearly distinguishable phases so that
the results of the PC analysis can be compared with the optical
images, the AIN/PMMA composite has a dispersion of
secondary phase inside a matrix, with also a relatively high
surface roughness, which constitutes a more challenging
scenario for this type of analyses, and the sintered Si;N, is
a ceramic well-known for its network of sub-micrometric
secondary phases at the grain boundaries, that go often unde-
tected by conventional Raman spectroscopy.

2.2 Raman imaging

Raman imaging maps were obtained using a dedicated Raman
device (RAMANtouch, Nanophoton Co., Minoo, Osaka, Japan)
operated in microscopic measurement mode with confocal
imaging capability in two dimensions. Making use of a linear
detector, this model of Raman microscope can achieve simul-
taneous image acquisition of 400 spectra. It used an excitation
source of 532 nm. All maps were acquired at 5x magnification,
with an excitation power density of about 200 W ¢m™> and
a 300 ¢ mm~ ' grating reaching a spectral resolution of about
~2 em~". The CCD utilized for these experiments was a Pixis
Excelon 400 (Teledyne Princeton Instruments, Quakerbridge,
New Jersey, United States) with a CCD format of 1340 x 400, 20
x 20 pm pixels operating with a 100% fill factor. Maps were
acquired using a dedicated software (RAMANview, Nanophoton
Co., Minoo, Osaka, Japan), then exported as *.txt files with the

Table 1 Description of the six different samples
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Raman shift as the first column and the spatial coordinates as
the first row. At 5x magnification, the lateral resolution of the
maps was 4.15 pm (Table 2).

2.3 Statistical tools

In these six examples of applications, the *.txt data arrays were
processed using Python, in this sequence.

(1) Raw spectra loading: the code loads the Raman spectra
from the raw data skipping the first raw where the spatial
coordinates of the spectra are stored. The first column, where
the Raman shifts are stored, is saved separately, but not used for
the data processing.

(2) Normalization: the spectra are normalized calling the
function “StandardScaler()” from the scikit-learn library
(sklearn) is a preprocessing technique used to standardize
features in a dataset. Standardization involves transforming the
features in a way that they have a mean of 0 and a standard
deviation of 1. This is particularly useful in machine learning
algorithms that rely on the scale of features, as it helps to ensure
that all features are on a similar scale, preventing certain
features from dominating others due to their larger magni-
tudes. “StandardScaler()” calculates the mean and standard
deviation of each feature in the training data. Then, it trans-
forms the data by subtracting the mean from each feature and
dividing by the standard deviation. This process ensures that
the transformed data has a standard normal distribution (mean
of 0 and standard deviation of 1).

(3) Clusterization: the arrays were split in clusters by simi-
larities. In these practical examples the number of clusters was
usually set to 3, but it can be lower or higher depending on the
complexity of the map itself and the level of detail the code is
expected to be able to discriminate. The clustering was per-
formed using the “K-means” algorithm from the scikit-learn
library. The “K-means” algorithm aims to minimize the
within-cluster sum of squares, also known as the inertia or
distortion. It seeks to find cluster centroids that minimize the
distance between data points and their assigned centroid,
effectively creating compact and well-separated clusters. After
convergence, the “K-means” algorithm provides the final cluster
centroids and assigns each data point to a specific cluster. The
resulting clusters can be analyzed to gain insights into the
underlying patterns or groupings within the data. The main
drawback of using the “K-means” algorithm is its sensitivity to
the initial selection of centroids, which can result in variations
in the clustering process output.

Sample Description Composition Shape

Blank Map acquired with the laser off N/A N/A

Si Acquired on a silicon wafer Si (100) 25.4 mm x 1 mm wafer

reference

Ginkgo Ginkgo biloba leaf, fresh (picked in summer) Lignin, cellulose, etc. Natural shape, uncut, 1 hour after collection
ZrO,/PE Interface between zirconia and polyethylene Z1O,, (CoHy), 5mm x 3 mm x 20 mm plates, pressed together

AIN/PMMA 15 wt% AIN reinforced PMMA, 3D printed by stereolithography AIN, (Cs0,Hsg),

SizN, Sintered Si;N,

This journal is © The Royal Society of Chemistry 2024

5 mm x 30 mm x 30 mm plate

B-SizN, 10 mm x 20 mm X 20 mm plate
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Fig.1 Drawings representing the six different samples used in this research: (a) blank, (b) Si reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f)

SisNa.

(4) Grouping: spectra are then grouped based on the cluster
labels created in (3).

(5) Calculation of the Signal Ratio (SR): the intensity ratio is
computed as the ratio of the length of the curve (considered to
be a simple model for measuring intensity while limiting the
influence of the background signal) to the total number of data
points in the spectrum. It provides an indication of the relative
intensity or strength of the Raman signals in each spectrum.
The general equation is presented in eqn (1):

n
i =1y

SRyy = =—— ()

where x and y are the coordinates of the point, n is the length of
the array for the Raman shift and 7is the spectral intensity at the
position i of the Raman shift array. Benchmark testing on the
Signal Ratio can be found in the ESL.}

(6) Calculation of Signal-to-Noise Ratio (SNR): SNR ratios can
be calculated using various methods, depending on the struc-
ture of the data and the desired output. In this protocol, the SNR
ratio was calculated as the previously calculated SR and the
same ratio in a limited Raman shift range, which extends from

Table 2 Acquisition parameters for the 6 different samples

2000 cm ™' to 2200 cm

zone” in most Raman applications. As the Raman signal in the
“silent zone” is approximately zero, the only contribution is
produced by the noise and the SNR will be higher for points that
have bigger differences in specific length between the whole
spectrum and the silent zone. The SNR is ultimately calculated
using eqn (2):

, which is considered to be a “silent

oM =T
i=1
SR,
SNRy, = == " 2)
D DYV Ay Y
k=k;
ke — k;

where N is the noise, k; is the starting index of the noise region
(the closest point over 2000 cm ™ '), in these examples, and k; is
the final index of the noise region (the closest point over
2200 cm ™~ '). Benchmark testing on the Signal-to-Noise Ratio can
be found in the ESL.}

(7) Average spectra: for each cluster, the code calculates the
average spectra, removes the baseline with an automated

Sample Exposure time Lines Data points Map height Time
Blank 1x10s 150 60 000 620 um 42 min

Si reference 1x10s 150 60 000 620 um 42 min
Ginkgo 2x1s 200 80 000 970 pm 7 min
ZrO,/PE 1x15s 100 40 000 500 um 3h 42 min
AIN/PMMA 3x30s 147 58 800 600 um 3h 42 min
SizN, 1 x 300 s 100 40 000 600 um 8h 17 min
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procedure and smooths the curve. This step is purely used as
a feedback for the operator, as the pre-processed data is not
stored or utilized for statistical analysis. The operator can
compare the average spectra of the clusters, spot errors and
estimate if the number of cluster selected (c) is adequate for the
specific application.

(8) Principal Component Analysis (PCA): PCA is performed
on the normalized spectra data using the “PCA()” function
from the scikit-learn library. PCA is a dimensionality reduction
technique commonly used in machine learning and data
analysis. PCA aims to transform a dataset consisting of
potentially correlated variables into a new set of uncorrelated
variables called principal components. These components are
ordered by the amount of variance they explain in the original
data. The main purpose of PCA is to reduce the number of
dimensions (features) in the dataset while retaining as much
information as possible. This can help in various ways, such as
speeding up computation, improving model performance, and
visualizing high-dimensional data. The principal components
are linear combinations of the original features, where the first
principal component explains the maximum variance in the
data, the second principal component explains the second
most variance, and so on. By choosing a smaller number of
principal components, you can capture a significant portion of
the variance while reducing the dimensionality of the data. For
the purpose of this paper, the dimensional parameter is arbi-
trarily set to 3. The scores represent the transformed data in
the reduced-dimensional space. Scatter plots for PC1 vs. PC2,
PC1 vs. PC3 and PC2 vs. PC3 are then generated, using the
cluster labels to visually discriminate between the groups
created in (4).

(9) Principal components weighted maps: while PCA scatter
plots show the scores of single Raman spectra with respect to
the principal components in the reduced dimensional space,
plot maps of the PC scores at each location where Raman
spectra were collected can show the scores for each principal
component as a function of their coordinates. Each map

500 pm
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represents the distribution of scores across the entire sample's
surface. Higher (or lower) scores in a specific PC indicate that
the corresponding feature is prominent (or less prominent) at
that location. Analyze the PC score maps to gain insights into
the sample's composition, structure, and variations. Features in
the score maps can help identify different components within
the sample and understand how they vary spatially. Benchmark
testing for the influence of parameters such as background
intensity, cosmic ray density, noise and signal intensity on the
PC maps can be found in the ESL7

3. Results

Fig. 2 shows the surface morphology of the different samples, as
observed through the 5x magnification lens used for Raman
imaging. As Fig. 2(a) was obtained in the absence of any real
sample inside the microscope chamber, the resulting image is
completely black. For Fig. 2(b), the gray surface of the silicon
wafer appears to be uniform, and no features could be identi-
fied at low magnifications. In Fig. 2(c), the morphology of the
ginkgo leaf and in particular the distribution of the cells and
three of the principal veins, running from the top to the bottom
of the image, are clearly visible even if blurred due to the limited
depth of field of the microscope. In Fig. 2(d), the white material
on the left is composed of 3YSZ (tetragonal zirconia stabilized
by a 3% of yttria), while the darker material on the right,
characterized by oriented marks due to machining, is ultra-high
molecular weight polyethylene. In between the two bars, a 100
micron gap is clearly visible. On Fig. 2(e) the dispersion of AIN
particles in the PMMA matrix can be appreciated even at low
magnifications, and the oriented marks created on the surface
by the path of the laser during the stereolithographic process
are also clearly visible, going from the top left to the bottom
right of the image. Fig. 2(f) share some similarities with
Fig. 2(b), but it also features a dispersion of barely visible darker
dots, located at the grain boundaries of the silicon nitride
crystals.

#5500 um
e i

Fig. 2 Optical images of the six different samples as observed through the same 5x objective lens used for Raman imaging: (a) blank, (b) Si

reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizNg.

This journal is © The Royal Society of Chemistry 2024
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Fig. 3 shows the average Raman spectrum acquired on each
of the six different samples, in a region considered to be
representative and after baseline removal. It can be observed
that the spectra of the Blank sample are purely constituted by
noise, as expected, while the Si reference is dominated by the
intense band at 520 cm ™" and associated to crystalline Si. The
ginkgo leaf shows strong fluorescence in the region between
3500 and 6000 cm™" due to the presence of chlorophyll, the
ZrO,/PE sample features bands related to vibrational modes of
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both materials (ZrO, in the region up to 700 cm ', followed by
PE between 1000 and 1500 cm ™), the PMMA/AIN map appears
to be mainly dominated by the strong bands of AIN, between
600 and 700 cm ™', while the bands of PMMA, between 700 and
1200 cm ', appear to be much weaker. Ultimately, the Si;N,
average spectrum features all the band associated with this
material in previous literature. A complete list of the band
positions associated with each of the phases in Fig. 3 can be
found in the ESI,T as it goes beyond the scope of this article.

In order to properly estimate the quality of the Raman
imaging maps, the code was implemented with an algorithm to
evaluate the intensity of the Raman signal, as described in
Section 2.3, step 4.

The maps in Fig. 4 don't provide detailed information about
the nature of the signal detected or the quality of the signal
itself, as noise and background signals also contribute to the
modulus of I; — I;_; in eqn (1). Two of the samples, in Fig. 4(a)
and (b), have their intensity color bars starting from values
higher than zero, despite both maps being basically railed at the
bottom of the scale. This might indicate that in both cases the
signal is relatively low in intensity and the contribute of the
noise significant. Fig. 4(c), on the other hand, shows two
distinct regions, with the veins and some regions of the leaf
showing a stronger signal than others. By the nature of eqn (1),
local changes in the intensity of the fluorescence signal would
reflect in the SR values, for example as a consequence of vari-
ations in the local chlorophyll content. On the map taken at the
interface between ZrO, and polyethylene of Fig. 4(d), the ZrO,
region on the left has a generally higher SR when compared to
the polyethylene on the right, and this is in line with the
differences of relative intensity between the bands on the left
and right side of Fig. 3, associated to ZrO, and polyethylene,
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SR maps as obtained on the six different samples: (a) blank, (b) Si reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizN4.
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respectively. Fig. 4(e), related to the composite material con-
taining PMMA and AIN, is somehow similar to Fig. 4(a) and (b),
but two regions with high SR values can be observed on the
bottom of the image. Those spikes do not correspond to topo-
graphical anomalies in Fig. 2, and can be caused by either
different phases or more intense background and/or noise
signals. The last map, related to a synthesized Si3;N, block
(Fig. 4(f)), features a dispersion of small areas with relatively
intense Raman signal on an otherwise “dark” matrix, possibly
due to intergranular phases.

Instead of focusing purely on the intensity of the signal,
Fig. 5 shows the distribution of the signal-to-noise ratio, SNR, as
defined in Section 2. Due to the high heterogeneity between
spectra from different materials, differences in relative inten-
sity, background signals, fluorescence peak shape and peak
number, it is difficult to univocally define noise and various
algorithms can be used to estimate the signal-to-noise ratio,
leading to discording and even contradictory results. For the
sake of these working examples, noise has been defined as the
data scattering in the region between 2000 and 2200 cm *,
which is often considered a “silent zone” in Raman spectros-
copy due to the absence of characteristic peaks, with the notable
exceptions of C=C and C=N.

Despite many similarities, the maps in Fig. 4 and 5 have
a different scope and provide complementary information. In
Fig. 5(a) for the Blank sample and Fig. 5(b) for the Si reference,
the signal is not just low, but also comparable to the noise,
meaning that the exposure time of the latter was relatively low
when compared to the other maps, even if the average spectrum
in Fig. 3 appears to be sufficiently intense. The vibrational
information of other possible phases, with Raman intensity
lower than the silicon reference, is likely to have been lost.
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Fig. 5(c) on the other hand perfectly replicates Fig. 4(c), and this
is caused by the extremely high intensity of the fluorescence
signal when compared to the background noise. In contrast,
Fig. 5(d) shows an inversion in relative intensity between the
two phases, with the SNR of polyethylene higher than the SNR of
ZrO, despite the SR of ZrO, being higher than the SR of poly-
ethylene. This effect is caused by the different nature of the two
materials, their uniformity, the level of fluorescence and the way
their physical structure interacts with the laser beam. In
Fig. 5(e), the relatively intense regions observed in Fig. 4(e) are
barely visible, meaning that despite the increase in intensity
they maintain the SNR more or less constant. The last panel,
Fig. 5(f) has been obtained with very long exposure times of
about 5 minutes for each line. The long exposition increased the
chances for cosmic rays to hit the detector and generate very
intense but extremely localized but completely random spikes
in the Raman signal. The effect of the spikes is barely visible in
the SR map of Fig. 4(f), but their relative intensity is enhanced
by the structure of eqn (2).

Fig. 6 shows the distribution of the three groups of spectra
on the maps, as defined by their similarity following the results
of the K-means algorithm from the scikit-learn library. The
algorithm is fast and simple, but it is not particularly sensitive
to singularities such as Raman peaks. Spectra are usually
grouped together depending on their “shape”, but other factors
such as relative intensity and background signal can also play
a role. In Fig. 6(a) obtained without turning on the laser, for
example, all spectra are completely random and the algorithm
ended up trying to find similarities in the electrical noise in the
background, resulting in a regular grid of colors. On the Si
reference map of Fig. 6(b), on the other hand, all spectra are
morphologically similar, but the relative intensity is higher in

b)

200 45
s
»®
£
0 0
0 [pixels] 400
2
200
3
>
E}O San 2
0 [pixels] 400 0
3
100
5
>
£
0
0 [pixels] 40! 0

Fig. 5 SNR maps as obtained on the six different samples: (a) blank, (b) Si reference, (c) ginkgo, (d) ZrO2/PE, (e) AIN/PMMA, (f) SisN4.
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Fig. 6 3-Cluster maps of the six different samples: (a) blank, (b) Si reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizNg.

the central region because of the lens spherical aberration,
resulting in two different groups of spectra divided at an
“arbitrary” point, as the algorithm is unable to understand that
there is a more or less continuous gradient of intensity. Fig. 6(c)
shows some interesting similarities with both the SR and the
SNR maps of Fig. 4(c) and 5(c), and while the differences
between the blue and purple regions resulted to be caused by
relative intensity, green areas also featured a different ratio
between the two broad peaks related to chlorophyll fluorescence
and located at about 4200 cm™ ' and 5200 cm ‘. The two
materials of Fig. 6(d), on the other hand were similarly split into
three groups because of a misalignment of the polyethylene
side, where the upper part of the image resulted to be closer to
the optical lens than the bottom, resulting in differences in the
intensity. If two groups were to be used instead of three, the
relative grouping would be solely based on the shape of the
spectra. In Fig. 6(e), related to the composite material con-
taining AIN particles embedded into a PMMA matrix, the algo-
rithm was able to discriminate the presence of particles (purple
in figure), but only in the regions where the sample surface was
perfectly on focus. Due to the nature of the printing process,
some regions of the surface are protruding more than others
(scan lines), and the depth of focus of the lens was not sufficient
to compensate. In the blue regions, no Raman signal other than
fluorescence could be measured, which explains the differences
between the SR and the SNR maps of Fig. 4(e) and 5(e). In
Fig. 6(f), the three regions are a consequence of both the tilted
surface (higher on the top, purple, and lower on the bottom,
blue) and the lens aberration (higher on the right, green).

2714 | Anal. Methods, 2024, 16, 2707-2720

It should be noted that in these working examples the
number of clusters has been arbitrarily set to 3, but the number
should be adjusted depending on the complexity of the array,
the quality of the spectra, the homogeneity within each phase
present, the morphology of the surface and the scope of the
analysis. A calibration of the number of clusters for the AIN/
PMMA and ZrO,/PE samples is presented in the ESI (Fig. $22).F

Fig. 7 shows the results of the PCA analysis performed on the
six samples, and in particular the correlation between the PC1
and PC2 scores, while the colors represent the clusters of Fig. 6.
As expected, the scores related to the PC of the Blank samples
are very low (Fig. 7(a)), as the spectra are almost completely
random. On the Si reference sample (Fig. 7(b)), on the other
hand, due to the differences in relative intensity caused by the
spherical aberration, most points lay on a diagonal line but
again with low PC1 and PC2 scores. For the ginkgo leaf sample,
the scattering of the points closely resembles both Fig. 7(a) and
(b), but with much higher scores. In this case PC2 could be
associated with the relative intensity of the spectra, while PC1
resulted to be correlated to the relative intensity ratio between
the two main bands. In the case of the ZrO,/PE sample
(Fig. 7(d)), the high score PC1 resulted to be correlated to the
ratio between the zirconia bands and the polyethylene bands,
while the much lower score PC2 was correlated to the relative
intensity of the spectra. In the case of the AIN/PMMA composite
(Fig. 7(e)), the scores for both PC1 and PC2 are relatively low,
and this is caused by various factors: the fraction of AIN
particulate inside the PMMA matrix, the large Raman scattering
cross-section of AIN, the transparency of PMMA to the laser and
the roughness of the surface. For all these reasons, the Raman
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Fig. 7 PC1 and PC2 scores for the six different samples: (a) blank, (b) Si reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizN,.

spectra collected at all points appear to be all a linear combi-
nation between a relatively strong AIN and a relatively week
PMMA signals, despite the fraction of PMMA being more than 4
times higher. Variations in the scores of PC1 represent different
ratios between the two phases, while PC2 scores are related to
the overall intensity of the spectra. For the last sample, the
sintered Siz;N, block of Fig. 7(f), the scatter appears to be
comparable to that of Fig. 7(b), but with higher scores for both
PC1 and PC2. In this case, PC1 scores are mainly determined by
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the presence of an inter granular phase where the three main
bands of Siz;N, are shifted and weak secondary peaks appear.
PC2, on the other hand, is mainly contributed by the intensity of
the signal, which is weaker on the inter granular phases,
resulting in an almost linear correlation between PC1 and PC2
in those regions. Scores scatter plots for PC2 vs. PC3 and PC1 vs.
PC3 can be found in the ESI (Fig. S23 and S24).}

On the maps of Fig. 8, the scores assigned to the first
component for each point of the maps is represented with
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Fig. 8 Shows a map of the scores of the first principal component (PC1) as a function of location, for each of the six samples: (a) blank, (b) Si

reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizNg.
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Fig.9 Shows a map of the scores of the second principal component (PC2) as a function of location, for each of the six samples: (a) blank, (b) Si

reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizNg.

a color scale. While the map in Fig. 8(a), related to the Blank
sample, is clearly influenced by the presence of noise, Fig. 8(b)
and (f) seem to provide equally little information, as points with
high PC1 scores are present, but randomly distributed. This is
further evident when the scores from PC2 and PC3 are plotted,
as in Fig. 9 and 10: for samples that are almost completely
uniform in distribution, such as the Si reference and the Si;N,
block, what can be determined by PC is the presence of spec-
troscopic defects or the location of contaminants. Secondary
phases also contribute to the PC scores, but as observed for the
SizN, block their relative intensity is so small that they often get
confused with other defects and contaminations. Despite the
lack of features for the average spectra of the gingko leaf in
Fig. 3, PC maps do provide useful information about the
composition, distribution and morphology of the sample. For
PC1, in Fig. 8, a stronger score is detected on the veins when
compared to the rest of the leaf, and on the top of the image
when compared to the bottom. This distribution is mainly
based on the intensity of the band at 4100 cm™* and seem to
correlate well with the total amount of chlorophyll, where veins
detain higher levels of chlorophyll when compared to other
parts of the leaf with veins closer to the axil having the highest
concentration. When the scores of the PC2 are mapped, the
presence and fraction of oxidized chlorophyll (fluorescence
band centered at about 5250 cm™ ') can be detected as part of
the second principal component (Fig. 9(c)), with cluster of
neighboring cells either showing relatively high or relatively low
scores. The small region with high third principal component
scores see their Raman spectra degenerated, with the secondary
peak shifted from 5250 cm ™' to about 5000 cm !, and are

2716 | Anal. Methodss, 2024, 16, 2707-2720

characterized by an overall lower emission. For the ZrO,/PE
sample, the map of the first principal component gives stronger
scores for the polyethylene bar when compared to zirconia, with
the gap between the two having the lowest score. In this sample,
each phase has higher scores in a separate principal compo-
nent, with the three phases being polyethylene (PC1, Fig. 8(d)),
gap region (PC2, Fig. 9(d)) and zirconia (PC3, Fig. 10(d)), with
PC3 accounting for only the 1.5% of the variance because of the
high scattering and intense background noise. In the case of the
composite AIN/PMMA material, the first principal component
in Fig. 8(e) has an large variance despite being caused by fluo-
rescence and not proper Raman scattering. In the most intense
regions of the map, the Raman signal is completely lost, covered
by the strong background signal. The second principal
component, mapped in Fig. 9(e), on the other hand, perfectly
follows the distribution of the AIN particulate inside the PMMA
matrix. The third principal component in Fig. 10(e), which
showed relatively low scores at specific, round locations, could
be associated with residual sub-superficial micro-bubbles that
did not appear during the morphological analysis of Fig. 2.

4. Discussion

During the statistical analysis of large Raman imaging datasets,
various approaches can be used in order to be able to extract
meaningful information. In this manuscript, we showed a few
examples of application of one of these possible approaches,
intended for a broad range of potential applications. In these
analysis, the datasets have not been pre-treated or filtered in
order to reduce noise or to perform a baseline removal, as these

This journal is © The Royal Society of Chemistry 2024
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Fig. 10 Shows a map of the scores of the third principal component (PC3) as a function of location, for each of the six samples: (a) blank, (b) Si

reference, (c) ginkgo, (d) ZrO,/PE, (e) AIN/PMMA, (f) SizNa.

operations can hardly be automated without the risk of losing
potentially useful information. On large datasets with thou-
sands of Raman spectra, even user-assisted data pre-treatment
is not applicable unless the whole dataset is sufficiently
uniform so that baseline removal and filtering can be per-
formed based on a limited knowledge of the contents of the
database itself.

Performing data analysis on the average spectra, such as
those presented in Fig. 3, lead to the loss of individual spectral
information, oversimplification of otherwise heterogeneous
samples, increased influence of background signals and inad-
equate representation of minor components, such as secondary
phases. To mitigate these limitations and risks, it is generally
advisable to consider analyzing both the average spectrum and
individual spectra within the dataset, but this process, which is
often performed in Raman mapping, gets progressively more
time consuming with increasing the number of spectra.

The processes proposed in this manuscript are not intended
as a substitute for data analysis and processing, but they
provide potentially useful information to reduce the burden on
the operator by grouping together Raman spectra with similar
characteristics and giving information on the overall quality of
the investigated area. Moreover, different algorithms can be
used to achieve similar results, as the focus is on the sequence
of operations that can provide the user with the largest amount
of useful information in the shortest time possible.

By measuring the Signal Ratio (SR) of each acquired spectra,
the user can immediately estimate the amount of spectral
information that can be extracted at different locations of the
samples. Where the SR is relatively low with respect to the rest

This journal is © The Royal Society of Chemistry 2024

of the map, the region is more likely to have less Raman scat-
tering signal, more noise or higher background signals. Low SR
values does not automatically mean that no useful information
can be extracted by those regions, but maps such as the ones
provided in Fig. 4 simplify the initial screening processes when
determining the quality of the results. For Fig. 4(a), for example,
we could safely assume than any randomly picked point would
be representative for the whole investigated area.

In Fig. 5, the SNR is simply calculated as the total length of
the curve divided by the number of spectral points, but such as
simple algorithm alone can't discriminate between signal and
noise. For this reason, the maps of the Blank sample and the Si
reference are comparable and uniform in color.

By observing the six SR maps of Fig. 4 alone, the user can
expect that in four samples, the Blank, the Si reference, the AIN/
PMMA and the SizN; block, the spectra all share similar
amounts of spectroscopic information, meaning that the
average spectra in Fig. 2 are probably well representative for the
whole surface.

By performing an additional SNR analysis (Fig. 5), the user
can visualize the areas that have the strongest signal with
respect to the background noise. Depending on the specific
application, different definitions of noise can be applied, and to
measure noise in Raman Spectroscopy is further complicated by
the large variability in peak intensity, peak width and number of
peaks. For the sake of these working examples, the noise has
been defined as the previously defined SR compared to the
length of the curve in a specific region of the Raman spectrum,
often called “silent zone”. The results of Fig. 4 and 5 are similar
for very uniform samples, such as the Blank and the Si

Anal. Methods, 2024, 16, 2707-2720 | 2717
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reference, but provide complementary information when the
region is not homogeneous. In the case of the ginkgo leaf, for
example, the central region of the veins gives a low SR signal
because those regions are out of focus, so the lens it's not able to
collect back the same amount of scattered light. Despite the
lower intensity, their SNR intensity is similar to that of the
surrounding regions, meaning that the spectra have compa-
rable quality. For the ZrO,/PE sample, SR and SNR maps are
complementary, meaning that the zirconia have higher signal
intensity but also higher background noise, making the SNR
actually better for the less intense polyethylene region. On the
AIN/PMMA composite and the Siz;N, block, the SR maps show
a few locations of higher intensity due to fluorescence, while the
few dots on the SNR maps are caused by cosmic rays hitting the
CCD camera.

In these working example, a simple clusterization algorithm
has been used to split the maps in regions of “similarity”, based
on the Euclidian distance from the centroids. In the first step, the
algorithm begins by randomly initializing K (with K = 3) cluster
centroids in the feature space. These centroids act as the repre-
sentative points for the clusters. Each spectrum is then assigned
to the nearest centroid based on the Euclidean distance. There
are other ways to address “distance” (or similarity) other than
Euclidean, such as correlation distance, spectral angle distance
or spectral information divergence. Euclidean distance has been
chosen due to its simplicity, broad applicability and fast imple-
mentation, but in most real case scenarios the results would
benefit from the use of more elaborated methods.

It can be observed that the output of a clusterization based
on the Euclidean distance of a spectrum from the K centroids, is
quite different from the maps of Fig. 4 and 5, which are based
on relative intensity at each spectral interval. As a result, cluster-
maps seem to be sensitive to differences in chemical composi-
tion (reflected into the presence/absence of specific peaks at
specific locations, such as in Fig. 6(d)), but also surface align-
ment, as clearly shown in Fig. 6(b). By choosing the right
number of clusters (K), it is possible to obtain a combination of
clues of both morphological and topological origin. The map
obtained on the AIN/PMMA composite for K = 6 in Fig. S22 in
the ESI, for example, is very similar to the micrograph pre-
sented in Fig. 2(e). To be able to extract the maximum amount
of useful information from a simple clusterization would
require the operator to progressively increase (or decrease) the
value of K until the most “meaningful” result is obtained, with
“meaningful” arbitrarily defined. From the chemical composi-
tion point of view, two clusters are sufficient in the case of the
ZrO,/PE interface and three in the case of the AIN/PMMA
composite, but this evaluation is only possible after the
average spectra of each cluster are compared.

After evaluating “how” the maps can be easily clusterized
depending on the spectroscopic differences between different
sub-regions, the next step would be to estimate how much
similar (or different) the spectra are, in this case by using PCA.
PCA is a technique that transforms the original features of the
dataset into a new set of linearly uncorrelated variables called
principal components. The number of components determines
the dimensionality of the reduced dataset and the number can
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either be decided by the operator or it can be set so that the
number of components that capture a certain amount of vari-
ance in the data are set automatically. The transformed data will
have a reduced dimensionality, where each sample will be
represented by the specified number of components. The
principal components are obtained by taking linear combina-
tions of the original features, with each component represent-
ing a different direction in the feature space.

By comparing the cluster map of Fig. 6 with the scatter plots of
Fig. 7, the former appears to be a brutal but effective approxi-
mation of the latter, as each cluster of each map is well-
differentiated and defined in the principal components score
space. The first evidence of the robustness of the method is that
the variances of the principal components are low for investigated
areas that didn't show clear differences in the SR and SNR maps
and had either scattered or alignment-dependent clusterizations.

Respect to the cluster maps, the PC score maps of Fig. 8-10
are less influenced by the topography of the surface. Phases,
porosities, contaminations and defects are the main sources of
spectroscopic differences detected by PC maps. Only for the
AIN/PMMA composite sample, the high roughness caused by
the printing process results in localized blurring.

Fig. 11 shows the average spectra of four samples, with the
main contributions of each PC marked in blue, red and green
respectively. The contributions could be easily calculated by
comparing the average spectrum of the whole map with the
spectra of the regions with high PC1, PC2 and PC3 scores,
respectively.

For gingko, these analyses proved to be useful in the
discrimination of chlorophyll and chlorophyll derivatives. High
PC1 scores could be obtained from regions with strong
chlorophyll-a fluoresce emissions, high PC2 scores for regions
with strong chlorophyll-b fluorescence emissions and PC3 with
pheophytin-a.
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Fig. 11 Average spectra of Ginko, ZrO,/PE, PMMA/AIN and SizNy4, with
the regions associated high PC1 (blue), PC2 (red) and PC3 (green)
scores.
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In the case of the ZrO,/PE interface, PC1 scores were corre-
lated to the intensity of the zirconia region, PC2 scores with
high noise regions (the gap between the two materials) and PC3
with polyethylene.

For the PMMA/AIN composite, due to high roughness the
PC1 scores were influenced by noise (distance between lens and
sample), PC2 could detect the AIN particulate and PC3 the
polymeric matrix.

In the case of Si;N,, PC1 scores could be associated with
intergranular phases, which generate a broad but not very
intense band in the region between 700 and 800 cm . Like in
the case of ZrO,/PE, the PC2 scores were high for areas with
high noise, in particular small porosities. PC3 scores could be
associated with a band at about 520 cm™" and caused by
unreacted silicon crystals.

In all four cases, the principal components score maps were
able to extract useful spectroscopic information from the
datasets, even if the noise caused by the topography of the
surface (PMMA/AIN), the presence of gaps in the surface (ZrO,/
PE) or other defects (SizN,) was often associated with one of the
first three principal components. This information can be
utilized by the user to simplify data extraction procedures and
rapidly detect meaningful spectral differences in large datasets.
Representative spectra extracted from locations with high PC-
scores can be then utilized to perform conventional Raman
analysis such as spectral deconvolution and labeling.

5. Conclusions

Simple statistical methods were successfully used to extract
useful information from Raman imaging databases. The simple
procedures proposed in this research could be used to deter-
mine the quality of datasets acquired during Raman imaging
and identify meaningful differences in the Raman spectra, even
in the presence of intense noise.

By utilizing clustering methods, the maps could be roughly
divided in regions by spectral similarity, depending on their
distance from the centroid.

More accurate results could be achieved using a new protocol of
principal component score mapping, which allowed to not only
identify the main spectroscopic components present in the data-
set, but also their distribution across the surface of the samples.

By using a similar protocol, it would be possible to reliably
extract the valuable information stored in large Raman imaging
datasets, that at the present time require a lot of effort from the
users.
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