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Asymmetric catalysis plays a crucial role in advancing medicine and materials science. However, the
prevailing experiment-driven methods for catalyst evaluation are both resource-heavy and time-
consuming. To address this challenge, we present CatScore — a learning-centric metric designed for the
automatic evaluation of catalyst design models at both instance and system levels. This approach
harnesses the power of deep learning to predict product selectivity as a function of reactants and the
proposed catalyst. The predicted selectivity serves as a quantitative score, enabling a swift and precise
assessment of a catalyst's activity. On an instance level, CatScore's predictions correlate closely with
experimental outcomes, demonstrating a Spearman’s p = 0.84, which surpasses the density functional
theory (DFT) based linear free energy relationships (LFERs) metric with p = 0.55 and round-trip accuracy
metrics at p = 0.24. Importantly, when ranking catalyst candidates, CatScore achieves a mean reciprocal
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1 Introduction

Asymmetric catalysis - the process of synthesizing chiral
compounds with high selectivity - is a vital research field within
medicinal chemistry and materials science." Designing effective
catalysts is central to asymmetric catalysis, but evaluating these
catalysts remains a labor-intensive and inefficient task. Catalyst
evaluation often focuses on measuring its efficacy in converting
reactants to the desired product, which is typically quantified by
the yield and selectivity of the target product.

Traditional techniques for evaluating catalysts include
experimental and computational approaches, each with notable
drawbacks. Experimental methods are resource-intensive and
time-consuming, involving significant financial cost and envi-
ronmental impact due to the use of expensive materials and
waste production.” For instance, one study required 45 separate
four-hour experiments to adequately assess a new catalyst.> On
the computational side, the methods demand extensive data
and substantial computational resources. For example, the
calculation of descriptors for a typical rhodium-based catalyst
used in the asymmetric hydrogenation of olefins took 75 CPU
hours using density functional theory (DFT) and linear free
energy relationships (LFERs).

These challenges highlight the need for a more efficient
evaluation method. The advent of learning-based approaches
has made significant progress in molecule generation tasks
including catalyst design by leveraging supervised data.*”®
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time investments needed to find top-performing catalysts.

However, the standard evaluation method in molecule genera-
tion tasks of pitting a designed molecule against a bench-
marked reference molecule’ does not apply to the catalyst
design task due to the possibility of multiple catalysts resulting
in similar activity.

To address this gap, we introduce CatScore, a learning-based
metric for the automated evaluation of catalysts. CatScore
evaluates catalyst design using a product prediction model to
predict the outcomes of reactions with the designed catalysts
(Fig. 1). CatScore quantifies a catalyst's effectiveness based on
its predicted probability of yielding the target product.

Our work builds upon the concept of model-based evalua-
tion, which involves a score derived from a learned model and
has been applied in areas such as retrosynthesis**** and natural
language processing.'***> CatScore distinguishes itself from
other model-based evaluation metrics, such as round-trip
accuracy,'™ by supporting both system and instance-level
evaluations while the round-trip accuracy primarily focuses on
system-level evaluations. It is at this granular level where
identifying promising catalyst candidates becomes vital. By
emphasizing instance-level evaluation, CatScore aims to fill this
crucial gap.

CatScore is orders of magnitude faster than the LFER eval-
uation method. For example, it only took 3 CPU seconds to
calculate the CatScore for the same rhodium-based catalyst.

To validate CatScore's effectiveness, we compare the evalua-
tion outcomes from our method against experimental data and
the LFER-based metric. Results indicate that CatScore's predic-
tions align closely with both experimental and LFER-based eval-
uations, delivering a more time and labor-efficient approach.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Evaluate catalyst design with product prediction
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Ilustration of the CatScore workflow. The goal is to evaluate the performance of a catalyst design model, which generates a catalyst given

the reactants and the target product. The designed catalyst is evaluated using a product prediction model f,, which was trained to predict the
probability distribution of target products given the reactants and the catalyst. CatScore is defined as the probability (q) of generating the target

product.

2 Experiments
2.1 CatScore

2.1.1 Problem setup. A chemical reaction can be concep-
tualized as a function. This function accepts a sequence of
reactants r from the set of all possible reactants # and a catalyst
¢ from the set € of all possible catalysts. It then yields a product
p from the set & of possible products. Mathematically, this can
be represented as:

Jreact: #X =+ X RX C— P.

Catalyst design's overarching goal is to find a model d(r, p)
which, when presented with reactants r and a target product p,
produces an optimal catalyst ¢ from ¢:

dRX X RXP—>C.

To evaluate this catalyst design model, we need to verify
whether fieaci(r, d(r, p)) = p or not.

2.1.2 CatScore. An intuitive metric for evaluating a catalyst
design model d is its selectivity, captured as the likelihood g
that the intended product p is produced when supplied with
reactants r and the designed catalyst d(r, p):

q(p|r.d(r.p)) € [0.1]. 1)

A higher g value indicates a more effective catalyst. While g
could be empirically estimated through extensive experiments,
such an approach is time-consuming and labor-intensive.

The central idea of this paper is to approximate fiea.c using
a product prediction model f;. This model, trained on an
extensive dataset of experimentally validated reaction-catalyst-
product tuples, predicts the final product distribution Q(p).
We define CatScore as the model probability g, that f; allocates
to the target product. In essence, CatScore acts as an efficient

© 2024 The Author(s). Published by the Royal Society of Chemistry

proxy for fieace in the evaluation of catalyst design. The evalua-
tion workflow is illustrated in Fig. 1.

2.1.3 Models. Our work focuses on evaluating catalyst
design models using product prediction models. Therefore, we
train several catalyst design models of various qualities to test
our evaluation approach. We also train product prediction
models as the evaluation models.

We base our work on T5Chem, a unified deep learning model
for multi-task reaction predictions.*® T5Chem uses a pre-trained
language model CodeT5 as the base model,"”** which is an
extension of T5." T5 is an encoder-decoder model pre-trained
on text-to-text tasks. CodeT5 builds on the T5 architecture and
is pre-trained on unlabelled source code for code under-
standing and generation.

Similar to T5Chem, we fine-tune the CodeT5 models for (1)
catalyst design and (2) product prediction. Since not all catalysts
in the dataset exhibit high selectivity toward the target product,
in training the product prediction model fj), we adapt the
standard language modeling loss to integrate the dataset's
actual selectivity. The loss attributed to each training instance
(p, 1, ¢) is adjusted by the proportion (wj) of each product py
compared to the totality of products derived from (r, c) (eqn (2)).
This method leverages product weights to represent the target
product distribution rather than solely optimizing the likeli-
hood of an individual target product. This adaption guarantees
that the predicted probability reflects the selectivity of the
catalyst.

loss = —Zwklog qo(px|r, c). (2)
3

To assess the impact of model size, we experiment with three
variants of CodeT5: small (60M parameters), base (220M
parameters), and large (770M parameters). Beyond these, we
construct more compact models by removing the initial one to
five layers from the “small” variant. This operation yields
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models with parameter sizes ranging from 53M down to 24M.
Moreover, the 24M-parameter model is further condensed by
scaling down its hidden size using factors such as 2, 4, 8, and
64.

To assess the effects of pre-training on the quality of the
catalyst design models, we also train a catalyst design model
from scratch.

Details about the training and hyperparameters, as well as
input and output examples can be found in Appendix B.

2.2 LFERScore

2.2.1 LFERs. Computational chemistry provides evaluation
methods for catalysts. For instance, LFERs have been established
between the energy difference of two competing diastereomeric
transition structures (AAG®) and one or more structural
descriptors of a catalyst (D = (d;, d,, .., d,))- These descriptors are
typically derived from the geometry optimized by DFT. The linear
relationship between AAG* and D can be formulated with coef-
ficients 8 = (84, B2, ---, B») and an intercept B, (eqn (3)).

AAGH = Bd; + Bo. (3)

Initially developed on recognized catalysts, these LFERs
allow for the subsequent prediction of AAG* for novel catalysts.
With AAG#, the enantiomeric ratio, E,, which is the ratio of the
target product over the side product, can be predicted using the

Arrhenius equation® (eqn (4)):
AAGH
— . 4
Xp< RT ) (4)

2.2.2 Descriptors. has
descriptor engineering to establish accurate LFERs. The
descriptors should inclusively capture both the electronic and
steric features of the catalyst. To capture the electronic features,
we calculate the metal-ligand bonding orbital energies and
natural bond orbital (NBO) charges.>* For the steric descriptors,
we measure the metal's percent of buried volume (% Viy)**>*
and the ligand's Sterimol parameters L, B;, and Bs.>>?°

To derive catalyst descriptors for LFERs, we use the 3D
geometry in the AHO dataset (see Section 2.3 for details about
the dataset), which includes complete stereochemistry infor-
mation, especially for chiral ligands with axial or planar
chirality (i.e., biaryl and ferrocene-containing ligands). We
perform DFT geometry optimization using Gaussian 16.”” The
functional used is B3LYP-D3(BJ), with the LanL2DZ basis set
and its effective core potential (ECP) for metals,**® and 6-
31G(d,p) for non-metals.

We calculate the metal-ligand bonding orbital energies and
NBO charges using NBO 7.0. We use an adapted version of the
MORFEUS package® to calculate %V}, and Sterimol parameters
L, By, and Bs. More details on descriptor calculation can be
found in Appendix A.

_ % target product
"~ %side product

Previous work done excessive
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2.2.3 LFERScore. We introduce LFERScore as a reference
metric for CatScore. We define LFERScore as the proportion of
the target product which is calculated from E;:

LFERScore = % target product =

E,
1+ E’ ®

To calculate LFERScore, we construct multivariate LFERs
with all of the descriptors and use Lasso regularization to
prevent overfitting. We group the reactions in the training set by
(, p) combinations. For groups with three or more reactions, we
perform Lasso regression between logE, and the catalyst
descriptors D (eqn (6)) where 8 = (6;,6,, ..., 8,) and @, are the
coefficients and the intercept, respectively.

log E, = Zﬂ;d[ + By (6)

The Lasso objective function is as eqn (7), where
{((d1)j(d2))»- - -»(dn)),(l0g Ey);} represents a data point in a reaction
group, and A is the regularization parameter chosen by cross-
validation between 0.01 and 10. The distribution of the mean
square error (MSE) of all (r, p) groups is plotted as a histogram
in Appendix A.2.

Z ((log E), — Zﬁ;(di)j) + AZ"B" 9

J

During prediction, for each (r, p) combination in the test set,
we use the corresponding LFERs to calculate log E, and then
LFERScore using eqn (5) for the catalyst to be evaluated. We
evaluate the LFERScore by Spearman correlation between
LFERScore and experimental selectivity.

Our calculated descriptors for all catalysts in the AHO data-
set and the fitting results are available on our GitHub
repository.

2.3 Data

We employ the AHO dataset,** a resource initially assembled to
study the asymmetric hydrogenation of olefins. This compre-
hensive collection captures detailed records of catalysts, reac-
tants, and products, as well as selectivity recorded as
enantiomeric excess.

All entities within this dataset, be they catalysts, reactants, or
products, are represented using the SMILES strings.** The
SMILES for the catalysts consist of coordination tags that can be
recognized by RDKit to generate the corresponding chemical
structure of coordinated species. SMILES representation is
conducive to our approach, wherein language models are
employed for catalyst designing (d) and product prediction (f3).
By concatenating SMILES strings as inputs, we can generate
designed catalysts or predict products using the language
modeling formulation.

To produce models of a range of quality, we partition the
AHO dataset into training, validation, and test sets, and parti-
tion the training and validation sets into subsets of varying sizes

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(1%, 5%, 10%, 20%, 50%, 100%). To ensure evaluation
consistency, we consistently employ the entire test set.

We also consider a setting where the training/validation/test
partitioning considers catalyst scaffolds. Specifically, we
exclude ferrocene-type catalysts from training data and reserve
them for testing and validation. This setup allows us to assess
the model's generalization capabilities to unseen scaffolds,
which has been found challenging for many existing
approaches.*

To focus on applicable cases of catalyst selectivity when
training fp, we remove reactions without stereocenters in the
product. For the remaining data, we augment the data to
include minor products and calculate their proportions based
on enantiomeric excess, assuming minimal by-products
resulting from reactions other than hydrogenation (see
Section 2.1 for more details).

3 Results

3.1 Evaluation of the product prediction model

We first evaluate if our product prediction model, f;, can
effectively approximate experimental data for predicting
product selectivity. To this end, we use Spearman correlation to
evaluate the correlation between predicted and experimental
selectivity values for the 516 reactions in our test set. Notably,
only 339 out of these 516 reactions have valid LFER predictions,
owing to insufficient experimental data for LFER construction.
In this evaluation, the Spearman correlation coefficient is 0.585
for f, (0.541 when considering the full test set) and 0.415 for
LFERs across the 339 reactions. These results show that f; is as
effective as LFERs in approximating experimental data but has
the added advantage of broader applicability.

3.2 Instance-level evaluation of CatScore: correlation with
experimental and LFERScore metrics

We evaluate CatScore's effectiveness as an instance-level metric
for catalyst design by comparing it with experimental selectivity
and LFERScore. For a baseline, we employ round-trip
accuracy,"™ a metric designed initially for system-level evalu-
ation, but here we use it at an instance level by checking if the
predicted product matches the target product:

Round-trip accuracy(i) = 1[fy (r,d(r,p)) = p]. (8)

We observe a marked computational advantage of CatScore
over LFERScore. Acquiring descriptors for our test set through
DFT calculations takes 921 CPU days, and LFERs for training
catalysts add another 29 CPU years. In stark contrast, CatScore
computations are completed in a mere 29 CPU minutes,
leveraging a product prediction model that is trained in less
than 3 GPU hours.

Focusing on the correlation with experimental data, we select
catalysts that have both experimental evaluations and LFER-
Scores. For the 60M-parameter catalyst design model trained on
the complete training set, 86 out of 516 catalysts meet this
criterion. The Spearman correlation results show a strong

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Spearman correlation coefficients for various catalyst design
models: comparing instance-Level CatScore and round-trip accuracy
against LFERScore. Spearman correlations greater than 0.2 are
highlighted

Catalyst design model

Round-trip

Model Data Val loss CatScore accuracy
660M 100% 0.033 0.455 0.080
220M 100% 0.030 0.358 0.153
60M 100% 0.030 0.421 —0.010
53M 100% 0.031 0.259 0.014
46M 100% 0.030 0.261 0.053
38M 100% 0.032 0.326 0.076
31M 100% 0.032 0.415 0.034
24M 100% 0.037 0.325 0.027
60M 50% 0.056 0.319 0.177
60M 20% 0.080 0.008 —0.010
60M 10% 0.113 0.067 0.017
60M 5% 0.158 0.050 —0.053

association between CatScore and experimental selectivity (p =
0.84), surpassing both LFERScore (p = 0.55) and round-trip
accuracy (p = 0.24).

We further assess the correlations between CatScore and
LFERScore across various catalyst design models, as detailed in
Table 1. Across all models, CatScore maintains a positive
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Fig.2 (a) Scatter plot visualizing the system-level correlation between
CatScore and LFERScore across various catalyst design models, with
a Spearman correlation coefficient of 0.85. (b) Scatter plot visualizing
the system-level correlation between round-trip accuracy and LFER-
Score across various catalyst design models, with a Spearman corre-
lation coefficient of 0.80.
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correlation with LFERScore. In comparison, round-trip accuracy
shows a notably weaker correlation, possibly due to its binary
predictions (either matching or not) at the instance level. These
findings highlight CatScore's potential as a quick and compet-
itive alternative to LFERScore for instance-level catalyst design
evaluation.

3.3 Instance-level evaluation of CatScore: reranking catalysts

To assess CatScore's efficiency in identifying top-performing
catalysts, we conduct a mean reciprocal rank (MRR) analysis.**
MRR is a statistical measure used to evaluate the ability of
a system to return the best result as one of its top recommen-
dations. Specifically, for each unique combination of reactants
and products in the test set, we compute and rank CatScore for
all (1,681) catalysts. We then look at the rank of the target
catalyst and take its reciprocal. The MRR is the average of these
reciprocals, as shown in eqn (9).

11
MRR = © > ©)

View Article Online
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With an MRR of 0.062, CatScore ranks the target catalyst, on
average, among the top 16 (1/0.062). For comparison, the MRRs
for LFERScore and round-trip accuracy are both 0.003, meaning
that the target catalyst is among the top 333 catalysts, respec-
tively. These results show that CatScore outperforms the other
two methods in efficiently identifying superior catalysts.

3.4 System-level evaluation of CatScore: correlation with
LFERScore

In this section, we aim to assess how well CatScore can evaluate
catalyst design models at the system level. We compare its
performance with LFERScore and use round-trip accuracy as
a baseline."”™ For this comparison, system-level scores are
derived by taking the average of their respective instance-level
scores.

As shown in Fig. 2a, there is a strong correlation between
CatScore and LFERScore, with a Spearman correlation coeffi-
cient of 0.85. For comparison, the correlation between system-
level round-trip accuracy (our baseline) and LFERScore yields
a Spearman coefficient of 0.80, as presented in Fig. 2b. These

(1) Good catalyst, high score

target ligand, E, = 0.995 : 0.005 designed ligand, CatScore = 0.980

target ligand, E, = 0.995 : 0.005

(2) Good catalyst, low score

(0] h (0]
| [Rh}/ligand
H o H o

designed ligand, CatScore = 0.171

(3) Poor catalyst, high score

o (o}

H OH
[Rh]/ligand
—_—
target ligand, E, = 0.5: 0.5

designed ligand, CatScore = 0.924
\

Q" N\;VYK
Fe

S N g \4/
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(4) Poor catalyst, low score

Qi'oﬂ)\/ [Irligand Qifoﬂ/ko'*
T O T o)

target ligand, E, = 0.98 : 0.02 designed ligand, CatScore = 0

Fig. 3

Illustrative examples of four evaluation scenarios using CatScore: examples 1 and 4 showcase successful CatScore predictions for high-

performing and low-performing catalysts, respectively. Example 2 demonstrates an erroneous prediction where a good catalyst receives a low
CatScore, while example 3 depicts an erroneous prediction in which a poor catalyst is inaccurately assigned a high CatScore.
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results show that CatScore is a reliable and competitive method In the first example, where a good catalyst receives a high
for evaluating catalyst design models at the system level. score, the designed and target catalysts share notable similari-

ties, like their metal center and ligand scaffold. Previous
research has shown that the designed catalyst possesses high

4 An alysis selectivity with a similar substrate (refer to Scheme 1).>**
Conversely, in the fourth example, the designed catalyst differs
4.1 Error analysis at the instance level from the target in terms of its ligand scaffold, and it exhibits low
41.1 Qualitative analysis. We analyze CatScore's perfor- selectivity with a similar substrate (refer to Scheme 2).”
mance at the instance level using four representative examples, The second example highlights a scenario where a high-
as depicted in Fig. 3: performing catalyst receives a low CatScore. Notably, this cata-
1. Good catalyst with a high score (successful prediction) lyst has shown high selectivity on a similar substrate (refer to
2. Good catalyst with a low score (erroneous prediction) Scheme 3),** but its rarity in the dataset (3 out of 12k total
3. Poor catalyst with a high score (erroneous prediction) instances) might contribute to the lower score.
4. Poor catalyst with a low score (successful prediction) The third example showcases a poor catalyst that receives an

unexpectedly high CatScore. Although both the designed and
target catalysts are identical and known to have weak selectivity,

#—P CatScore assigns a high value. Further analysis suggests that
0,50 (RiJligand d 0 this might be due to the fact that external factors, like solvent
©)j\ 0% o0r B" O type, affect selectivity. For example, when dichloromethane
T o (CH,Cl,) is used, the catalyst has poor selectivity; on the

0”0 w contrary, when a mixed solvent, ethanol : 2,2,2-trifluoroethanol

(EtOH : CF3CH,OH) = 1: 1, is used, the catalyst exhibits a high
Scheme 1 Reaction using the designed catalyst in example 1. selectivity of E; = 0.995:0.005.* These findings suggest the
potential benefit of integrating reaction conditions into the
evaluation metric, which could be an avenue for future work.

More examples of error analysis can be found in Appendix C.
o~ /© _ [ihigand _ _ /© 4.1.2 Quantitative analysis. For a more quantitative assess-
HO/\(\/S'\ E,=05:0.5 HO/\K\/S'\ ment, we define a prediction as “successful” if the CatScore

deviates by no more than 10% from the experimental selectivity.
Analyzing a filtered subset of designed catalysts that have both
experimental evaluations and LFERScores, CatScore achieves
a success rate of 83%. Erroneous predictions of good catalysts
of receiving low scores occur 7% of the time, while poor catalysts
)LNJW/O _ [Rilfigand )J\ /K( receiving high scores constitute 10%. In comparison, LFER-
H Score's success rate stands at 78%, with erroneous rates of 3% for
good catalysts getting low scores and 19% for poor catalysts with

Scheme 2 Reaction using the designed catalyst in example 4.

A E 0.955 : 0.045

Scheme 3 Reaction using the designed catalyst in example 2.
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Fig. 4 (a) CatScores versus validation loss for catalyst design models with varying model sizes. The model size varies from 259k parameters to
660M parameters, and the number of parameters is represented by the marker color and illustrated in the color map. (b) CatScore versus
validation loss for catalyst design models with varying amounts of training data. From left to right, 100%, 50%, 20%, 10%, and 5% portion of the
training data are used. Different product prediction models are used to compute the CatScore: the blue markers represent the CatScore
computed by a product prediction model trained on random-splitting data, and the red markers represent one trained on scaffold-splitting data.
(c) Sanity checks of CatScores with extreme model scenarios: models trained from scratch, random catalyst assignments, and inputs with
dummy catalysts or absent reactants. When applicable, the validation loss of the catalyst design model is annotated above the bar chart.
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high scores. These statistics emphasize CatScore's superior
accuracy and reduced bias compared to LFERScore.

4.2 Analysis at system level

This section analyzes the capability of CatScore to differentiate
various catalyst design models.

4.2.1 Varying the model size. We first investigate whether
CatScore can differentiate among catalyst design models of
varying complexities. This analysis considers models with
parameter counts ranging from 259k to 660M. As depicted
in Fig. 4a, CatScore demonstrates a negative correlation with
validation loss, irrespective of the model size (indicated by
marker color). This result shows CatScore's ability to distin-
guish between catalyst design models of varying quality.

4.2.2 Varying the amount of training data. Next, we use
CatScore to compare catalyst design models trained on different
sizes of training data. By using 100%, 50%, 20%, 10%, and 5%
subsets of the data, we observe that larger training datasets yield
lower validation losses (Fig. 4b, blue markers), implying better
catalyst design models. CatScore aligns with this trend, con-
firming its discriminatory power across models trained under
varied dataset sizes.

4.2.3 Sanity checks. To further test the robustness of Cat-
Score, we perform sanity checks on several boundary cases
(Fig. 4c). Compared to pretrained models, a model trained from
scratch has a higher validation loss and, correspondingly,
a lower CatScore — validating the metric's sensitivity to model
quality. Additionally, in scenarios with a dummy catalyst (“C”)
or without any reactant information, CatScore drops to very low
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Fig. 5 Analysis of CatScore's sensitivity relative to the product predic-
tion model fy's quality. The x-axis is the validation loss of the catalyst
design models obtained by varying the amount of training data. The y-
axis depicts the CatScore. The color gradient represents the validation
loss of the product prediction models, also obtained by varying the
amount of training data, with brighter colors indicating smaller validation
loss. The legends annotate the amount of training data used to train f,.
The results show that the discriminating power of CatScore depends on
the quality of the product prediction model, emphasizing the necessity
of employing a sufficiently accurate model in practice.
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values or effectively zero, respectively. These results indicate
CatScore's reliability as an evaluative measure.

Furthermore, we examine a catalyst design model trained on
scaffold-splitting data, which yields a high validation loss of
0.693 and, consequently, a lower CatScore of 0.469 compared to
the random-splitting catalyst design model (validation loss at
0.030, CatScore at 0.764). These patterns again confirm Cat-
Score's sensitivity and reliability.

4.3 Robustness of CatScore to the product prediction model

To examine the robustness of CatScore to variations in the
product prediction model (fy), we conduct experiments that
change f, in different ways.

4.3.1 Impact of training data size. Firstly, we vary the
training data size for fj, considering 1%, 5%, 10%, 20%, 50%,
and 100%. Fig. 5 shows that increased training data leads to
decreased validation loss, with brighter colors representing
lower losses. While CatScore effectively differentiates among
catalyst design models with a well-trained f; (as seen in the top
curve of Fig. 5), its discriminatory power decreases with a less
optimized f;. In extreme cases (such as using 1% of training
data), CatScore cannot distinguish between varying model
qualities, emphasizing the need for an accurate fj.

4.3.2 Impact of data splitting method. Next, we explore
CatScore's sensitivity to data-splitting methods. Comparing
product prediction models trained excluding ferrocene-type
catalysts (scaffold-splitting) to those trained on randomly split
data, the scaffold-split model results in a higher validation loss
(0.032) than the random-split model (0.013). Consequently,
CatScores derived from the scaffold-split model exhibit reduced
discriminatory power for different catalyst design model qual-
ities, as shown in Fig. 4b, red markers.

These results together emphasize the importance of using
a high-quality product prediction model for effective evaluation.

5 Conclusion

In this study, we introduce CatScore, a learning-based metric to
evaluate catalyst design models on both instance and system
levels. The foundation of CatScore rests on training a product
prediction model to approximate the true reaction model,
providing an alternative to running chemical experiments.

Our experimental results demonstrate a strong correlation
between CatScore and both experimental selectivity and the
LFER-based score at both the system and instance levels.
Furthermore, CatScore offers an advantage in computational
efficiency. This faster evaluation technique paves the way for
expedited discovery and development of new catalysts, with
potential implications for progress in a wide range of chemical
processes and applications.

Our findings underscore the necessity of utilizing a high-
quality product prediction model to maintain the discerning
capabilities of CatScore. Additionally, qualitative analyses hint
at the prospective advantages of incorporating reaction condi-
tions into the evaluation metric. Future endeavors could focus
on refining the product prediction model to further enhance

© 2024 The Author(s). Published by the Royal Society of Chemistry
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CatScore's robustness and explore the incorporation of addi-
tional factors, such as reaction conditions, into the CatScore
framework.

Data availability

The code and data of CatScore and LFERScore are available at
https://github.com/bingyan4science/CatScore.
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Appendices
A LFERScore

A.1 Catalyst descriptors. We calculate LFERScore by fitting
LFERs between catalyst selectivity and catalysts' structural
descriptors that inclusively capture the electronic and steric
properties of the catalysts.****

For the electronic property, we use two comprehensive
descriptors: the natural bond orbital (NBO) charges of the metal
and the ligand, and the metal-ligand bonding orbital energies
(Fig. 6a). The NBO charges are atomic charges that are
computationally derived based on natural population analysis
for the DFT-optimized catalyst structures.” The bonding ener-
gies quantify the strength of the coordination bonds between
the metal and the ligand, which are also obtained from the
natural population analysis.

To represent the steric property, we use the percent buried
volume (%Vy,;) of metal centers (Fig. 6b and the Sterimol
parameters L, By, and Bs (Fig. 6¢) to reflect the ligand sterics.
The calculation of %V, is based on the volume occupied by
a ligand in an abstract sphere centered on the metal atom.>**°
We adapt the MORFEUS buried volume package to consider the
metal as the center when calculating % Vi,.*°

The Sterimol parameter L describes the length of the
substituent along the direction of the primary bond axis, and B,
and B; are defined as the minimum and maximum widths
perpendicular to the primary bond, respectively.*>** To calculate
the Sterimol parameter, we first define the primary bond axis.

Count

log(MSE)

Fig. 7 The distribution of the mean square error (MSE) for the LFERs.
The x-axis, "log(MSE)", is the logarithm of MSE. The y-axis, "“Count”, is
the number of reaction groups whose LFER MSE falls in a specific bin.
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Input-output examples for catalyst design models

Example 1
Input: C=C(NC(C)=0)C(=0)OC>>COC(=0)[C@H](C)NC(C)=0
Output: CC(C)(C)P1(->C(C)(C)C)CP(C)(->C(C)(C)C)[Ru+2]1

Example 2
Input: Cc1cee(S(=0)(=0)N2CCC=C(c3ccc(Cl)cec3)C2)cc1>>Celcec(S(=0)(=0)N2CCCC(c3ccec(Cl)ce3)C2)cet
Output: c1cee(-c2sc3cd<-n2[Ir+]P(c2ccecec2)(->c2cceec2) C[C@H]4CCC3)cet

Example 3
Input: C=C(CC(=0)0OC)C(=0)0>>COC(=0)CC(C)C(=0)0
Output: C[C@ @H](C1=C(P2(c3cccee3)->c3cccce3P(C3CCCCC3)(->C3CCCCC3)[Rh+]2)C=C[C@H]1[Fe]C1C=CC=C1)N(C)C

Fig. 8 Examples of input and output for the catalyst design models.

Input-output examples for product prediction model, training time

Example 1

Input: CC(C)(C)OC(=0)C(=0)N/C(=C\C1CC1)C(=0)OCc1ccceci.Ceicc(C)ec(P2(c3cc(C)ec(C)e3)->N(C)[C@H](C)C3=C(C=C[C @ @H]3[Fe]C3C=CC=C3)P(c3ccccc3)(-
>c3cceec3)[Rh+]2)c1

Output: CC(C)(C)OC(=0)C(=0)N[C@ @H](CC1CC1)C(=0)OCc1cceece1,0.975

Input: CC(C)(C)OC(=0)C(=0)N/C(=C\C1CC1)C(=0)OCc1ccceci.Celec(C)ec(P2(c3cc(C)ec(C)e3)->N(C)[C @H](C)C3=C(C=C[C@ @H]3[Fe]C3C=CC=C3)P(c3ccccc3)(-
>c3cceec3)[Rh+]2)ct

Output: CC(C)(C)OC(=0)C(=0)N[C@H](CC1CC1)C(=0)OCc1 cceeet,0.025000000000000022

Example 2

Input: Ce1[nH]c2ccocc2e1-c1cecoe. CIC@HI(NC(=S)Ne1eo(C(F) (F)F)ec(C(F)(F)F)e1)C1=C2IC@H](C=C1)[FellC @H]1C=CC=C1P(cteocoet)(->c1occeet)
[Rh+]P2(c1cccee)->c1ceceet

Output: C[C@ @H]1Nc2cccec2[C@ @H]1c1cceec1,0.985

Input: Cc1[nH]c2cceec2c1-c1cecce1.C[C@H](NC(=S)Ne1ce(C(F)(F)F)ce(C(F)(F)F)c1)C1=C2[C@H](C=C1)[Fe][C@H]1C=CC=C1P(c1ccccc1)(->c1cceect)
[Rh+]P2(c1cccee)->c1cececeet

Output: C[C@H]1Nc2ccccc2[C@H]1c1cceec1,0.015000000000000013

Example 3

Input: CC(=0)N/C(=C\c1cceece1)C(=0)0.C[C@ @H]1C2=C(C=C[C@ @H]2[Fe]C2C=CC=C2)P(c2ccccc2)(->c2ccccc2)[Rh+]P(c2cce(F)c(F)c2)(->c2cce(F)c(F)c2)N1C
Output: CC(=0)N[C@ @H](Cc1ccece1)C(=0)0,0.985

Input: CC(=0)N/C(=C\c1cceec1)C(=0)0.C[C@ @H]1C2=C(C=C[C@ @H]2[Fe]C2C=CC=C2)P(c2ccccc2)(->c2ccccc2)[Rh+]P(c2ccc(F)c(F)c2)(->c2cce(F)c(F)c2)N1C
Output: CC(=0O)N[C@H](Cc1cccec1)C(=0)0,0.015000000000000013

Fig. 9 Examples of input and output for the product prediction models in the training stage.

Input-output examples for product prediction model, inference time

Example 1
Input: C=C(NC(C)=0)C(=0)OC.CC(C)(C)P1(->C(C)(C)C)CP(C)(->C(C)(C)C)[Ru+2]1
Output: COC(=0)[C@H](C)NC(C)=O

Example 2
Input: Cc1cee(S(=0)(=0)N2CCC=C(c3ccc(Cl)ce3)C2)ce.c1cce(-c2sc3cd<-n2[Ir+]P(c2ccecc2)(->c2ccecc2) C[C@H]4CCC3)cct
Output: Cc1cee(S(=0)(=0)N2CCCC(c3cce(Cl)ce3)C2)cct

Example 3
Input: C=C(CC(=0)OC)C(=0)0.C[C@ @H](C1=C(P2(c3cccce3)->c3ccccc3P(C3CCCCC3)(->C3CCCCC3)[Rh+]2)C=C[C@H]1[Fe]C1C=CC=C1)N(C)C
Output: COC(=0)CC(C)C(=0)0

Fig. 10 Examples of input and output for the product prediction models in the inference stage.
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Fig. 11

Illustrative examples of four evaluation scenarios using CatScore for similar reactants: examples 1 and 4 showcase successful CatScore

predictions for high-performing and low-performing catalysts, respectively. Example 2 demonstrates an erroneous prediction where a good
catalyst receives a low CatScore, while example 3 depicts an erroneous prediction in which a poor catalyst is inaccurately assigned a high

CatScore.

We take the bond with one end as the coordinating atom as
a candidate for the primary bond axis. For ligands with more
than one candidate for the primary bond, we choose the one
that produces the longest L. With the chosen primary bond axis,
we use the MORFEUS Sterimol package to calculate the Sterimol
parameters.*

A2 LFER construction. We construct LFERs using the
reaction data in the training set. We present here the distribu-
tion of the mean square error (MSE) as a histogram (Fig. 7). The
raw data can be found in the file best_lasso_models.joblib,
which is available on our GitHub repository.

B Implementation details

B.1 Software and hardware. In this work, we use Python
3.8. The major Python packages we used are Transformers
4.10.2, PyTorch 1.12.1, MORFEUS, and RDKit 2023.03.3. We use

© 2024 The Author(s). Published by the Royal Society of Chemistry

Gaussian 16 to perform DFT calculation and NBO 7.0 for NBO
analysis.

We train the learning-based models with 1 Nvidia A100 GPU.
For DFT calculation, we use Intel i9-9900K CPUs.

B.2 Model architecture. Our product prediction and cata-
lyst design models are fine-tuned from the pretrained language
model CodeT5.'*® For the “small” variant (60M parameters),
the model has 6 layers and 8 attention heads. We used 512 as
the hidden dimension and 2048 for the intermediate feed
forward layer. We refer interested readers to the original paper"”
for the details of model architecture.

B.3 Training details. We train all models using the AdamwW
optimizer**> with a learning rate of 5 x 10~ * and a batch size of
32. When trained on the full dataset, all models are trained for
100 epochs and selected based on the validation loss. When
trained on sub-sampled datasets, the number of epochs is

Digital Discovery, 2024, 3,1624-1637 | 1633
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Fig. 12 The instance-level CatScore versus LFERScore for catalyst design models of varying parameter sizes: (a) 660M, (b) 220M, (c) 60M, (d)

53M, (e) 46M, (f) 38M, (g) 31M, and (h) 24M models.
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Fig. 13 The instance-level CatScore versus LFERScore for catalyst design models trained on varying amounts of training data: (a) 100%, (b) 50%,

(c) 20%, (d) 10%, and (e) 5% of training data.

correspondingly increased to maintain the same number of
gradient updates.

B.4 Input and output examples. For the catalyst design
models, the input is the SMILES strings of the reactants and the
target product, and the output is the SMILES string of the
designed catalyst. Fig. 8 lists some examples of inputs and
outputs for the catalyst design models.

For the product prediction models, the input is the SMILES
strings of the reactants and the catalyst, and the output is the
SMILES string of the product. In the training stage, we include
the proportion of each product in the output to represent the
product distribution. Fig. 9 and 10 list some examples of inputs
and outputs for the training and inference stage of the product
prediction models respectively.

© 2024 The Author(s). Published by the Royal Society of Chemistry

C Instance-level CatScore error analysis

Here we provide more examples of instance-level CatScore error
analysis on similar reactants (Fig. 11). The errors in examples 2
and 3 are both due to the presence of counterexamples in the
dataset when the reaction conditions are not included in the
prediction.

D Instance-level CatScore-LFERScore correlation

Here, we plot the test results of instance-level CatScores and
LFERScores for the catalyst design models evaluated. We
vary the model size (Fig. 12) and the training dataset size
(Fig. 13), and we explore some boundary cases as sanity checks
(Fig. 14).
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Fig. 14 The instance-level CatScore versus LFERScore for catalyst design models that are (a) trained from scratch, (b) trained on scaffold-
splitting data where ferrocene-type catalysts are excluded from the training data, and (c) a random combination of the catalyst with the reactant.
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