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direction. We perform a detailed analysis by exploring the impact on the molecular orientation of the
time scale and strength of the control field. The underlying physical phenomena allowing for the control

of the orientation are interpreted in terms of the frequencies contributing to the field-dressed dynamics
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1 Introduction

The interaction of external fields with molecules creates coherent
superpositions of field-free rotational states” with plethora of
applications in a wide range of areas from stereodynamics,” high
precision measurements® and quantum information processing.””
This interaction allows for the creation and control of highly rotating
molecular states, namely superrotors,” ! the manipulation'>™* and
separation®'” of chiral molecules, the orientation of proteins,'®*?
the isotopic separation,” and the controlled manipulation of enan-
tiomers of chiral molecules.*

The orientation of a molecule requires the angular confine-
ment of a molecule-fixed axis along a laboratory-fixed one and a
preferred direction of the electric dipole moment.>*>* For
asymmetric molecules, the 3D orientation implies that the all
three molecular axes of inertia are confined to laboratory fixed
ones and a well defined direction of the electric dipole
moment.>*?® Certain complex molecular systems, such as the
planar molecule 6-chloropyridazine-3-carbonitrile and the
chiral one bromochlorofluoromethane (CHBrCIF), possess a
permanent dipole moment which does not coincide with any
inertia axis. For these systems, it may be necessary to control
the orientation of a specific molecular axis different from the
one defined by the electric dipole moment. Therefore, it is
mandatory to design an specific protocol beyond brute force
orientation®” or standard mixed-field orientation®*** to accu-
rately restrict the position of a given axis, i.e., a given atom.
Such a task could benefit from long-established algorithms, as
the quantum optimal control (QOC)*® to accurately drive the
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and to the driving field by a spectral analysis.

molecular dynamics, which is one of the most relevant and
promising quantum control algorithms in many active areas of
research.”®*°

The fundamental concept of QOC involves designing a driving
field that optimizes a certain expectation value or a state population
in a quantum system. This is done by solving a self-consistent set of
equations, for which several algorithms have been developed.*'>
QOC constitutes a powerful tool for manipulating the dynamics of
quantum systems,***>?* including the control of qubits,** popula-
tion of vibrational states,* and coupled spin dynamics,*® among
others. Regarding molecular orientation control, the Xrotov
algorithm®*”?% is used to design terahertz laser pulses,® or to
manipulate the permanent dipole orientation of molecular ensem-
bles, as reported in various studies.**** In addition, this algorithm
has been used to optimize alignment of molecules immersed in a
thermal bath.***>

In this work, we consider a non-symmetric molecule, and
apply the QOC algorithm to optimize the orientation along
several molecular directions. Nevertheless, this methodology
may be applied to any molecular axis contained in the mole-
cular plane. Our study provides physical insights into the
design of driving fields for this purpose. In particular, we
provide a deeper understanding of the mechanisms underlying
the control by means of a spectral analysis of the field-dressed
wavepacket and of the driving field. This paper is organized as
follows. Section 2 provides the Hamiltonian in an electric field,
and a brief overview of the QOC theory with the corresponding
equations of motion. In Section 3, we present the QOC re-
sults for the planar molecule 6-chloropyridazine-3-carbonitrile
(CPC), taken here as a prototype example, orienting its perma-
nent dipole moment and principal axes of inertia within the
molecular plane, while varying the control field strength and
duration. Finally, Section 4 summarizes the main findings of
the study and presents a short outlook.
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2 Theory and methods
2.1 The Hamiltonian

In this work we investigate the orientation of a planar molecule
without rotational symmetry by means of an external time-
dependent electric field E(¢), which is taken parallel to the
Laboratory Fixed Frame (LFF) Z-axis. We work within the Born-
Oppenheimer and the rigid rotor approximation; therefore, the
molecular system is described by the Hamiltonian:

H() = Hror + H(t), (1)

where Hyo = ByJi” + ByJ,” + BJ;” is the field-free Hamiltonian, Ji
the projection of the angular momentum operator J along the
k axis of the molecular fixed frame (MFF). The field-free
rotational states are denoted by Jx xM,"® where J is the total
angular momentum number and M the magnetic quantum
number, i.e., the projection of J along the LFF Z-axis, and K, and
K. are the projection of J along the MFF z-axis in the prolate and
oblate limiting cases, respectively.

The coupling of the molecular electric dipole moment ji with
an electric field parallel to the LFF Z-axis®>"**” reads

Hg(t) = — - E(t) = —E(f)pcosly,
(2)

— E(t)(1, co80z7; + u, cos0zy)

with 07, being the angle between ji and the LFF Z-axis, and 0
the Euler angle between the molecular k axis and LFF Z-axis."®
The effect of this interaction is to orient the electric dipole
moment along the electric field direction, which we character-
ize by (cos 0y,), in this work, we also explore the orientation of
the MFF z and x axes along this LFF Z-axis in terms of (cos 0,)
and (cos 0,), respectively.

2.2 Quantum optimal control

The goal of this work is to optimize the orientation of any
molecular axis of an asymmetric planar molecule by using the
quantum optimal control (QOC) methodology to design a time-
dependent electric field while imposing certain restrictions. To
do so, we define the following functional®'

j(lyl//7Evo():fs(17Eyl//)+jp(E>a)+fo(l//) (3)

and seek for stationary trajectories in the system variables, i.e.,
the driving field E(¢) and the wavefunction y(¢).t The first term
in #(y,¥, E,«), guarantees that the time-dependent Schrodin-
ger equation is fulfilled by introducing the Lagrange multiplier

2(0):

T
Js(X7E7¢):—21mU ailio - HOw)|, @

To

where Im denotes the imaginary part, and 7, and T are the
initial propagation time and the measuring time, respectively.

+ Note that we omit any spatial dependency in the functions for the sake of
clarity.
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The penalty functional 7 (E, o) reads as
T E(t)z
E o) = —ocj dr , 5
Iyl = o digis ©

and forces a low fluence of the field by tuning the mask
function S(¢f) and a penalty factor «. The last term ¢, (¥)
maximizes the expectation value of the operator O at the final
time t = T:

So() = W(T)|OW(T)). (6)

Note that the stationary trajectory fulfils #¢(y, E,¥) =0 and
maximizes (minimizes) #,(E, ) + 7, (¥). To achieve the latter,
the values of « and the function S(¢) must be carefully chosen
such that the contribution of the fluence of E(t) is small
compared to (O).

The QOC equations®' are obtained by solving the Euler
equation associated with the functional #(y,y, E,o) eqn (3)
and are given by

0uH(0) ~ HOW(D) = o, o)
ult) ~ HOE) = 0, ()

2(T) = OY(T), (9)

£ = =Dl o)), (10)

and their complex conjugates. This self-consistent system of
equations is solved using the Krotov method,*"*”*® which
converges to a stationary solution for positive defined obser-
vable operators.*® Hence, to maximize the orientation {cos 0)
and to ensure the convergence of the algorithm, we set O =
cos Oz + 1. Let us remark that by maximizing the orientation we
also ensure a high degree of alignment, since (cos?0z) >
(cos 0.

In order to describe the dynamics, we solve the time dependent
Schrodinger equation associated with the Hamiltonian in eqn (1).
A basis set expansion of the wavefunction ¥(2,t) is done in terms
of the Wigner matrix elements,*® and their most relevant proper-
ties and the matrix elements required are given in detailed
elsewhere.*® In this basis expansion, we take into account that
magnetic quantum number M is conserved, because the electric
field E(¢) is parallel to the LFF Z-axis. For the time propagation, we
apply the short iterative Lanczos scheme.*°

3 Results

As an example of non-symmetric planar molecules, we use
6-chloropyridazine-3-carbonitrile, with rotational constants
B, = 717.42 MHz, B, = 639.71 MHz and B, = 5905 MHz.”" This
molecule is characterized by having its electric dipole moment
not parallel to any principal axis of inertia, as shown in Fig. 1,
with i = 5.20 D and components i, = 4.37 D and p, = 2.83 D.>!
We focus on the field-dressed dynamics of the rotational
ground state. To provide a deeper physical insight into the
QOC mechanism, we explore the orientation along the driving
field direction of the permanent dipole moment, i, and the

This journal is © the Owner Societies 2024
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Fig. 1 Sketch of the molecular structure of 6-chloropyridazine-3-carbo-
nitrile (CPC). The molecular geometry and the dipole moment, i, are taken
from ref. 51.

Table 1 Transition frequencies between the main rotational states
involved in the field-dressed dynamics

Transition Frequency (GHz)  Transition Frequency (GHz)
0000 < 19,0  1.35 40,0 < 5050 6.76
1,00 < 20,0 2.47 1010 <> 2450 7.81
1,00 < 24,0  2.63 2050 <> 3150 9.05
1610 © 20,0  2.71 2,00 < 3,0  11.87
2020 < 3030  4.06 80s0 < 9150  15.84
3030 <> 40,0  5.41 1560 < 2,00  18.40
0000 < 1,00  6.53 2,00 < 3300  30.27

principal axes of inertia in the molecular plane x and z. Note
that the orientation may be maximized along any direction in
the molecular plane.

For the mask function of the electric field, we use a Gaussian

42 1n2
2

envelope S(7) = exp (— ), with 7 being the Full Width at
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In5 x 107
[—2.537,2.537], taking T = —T) = \/%% for computa-

tional convenience. The field-dressed dynamics is analyzed in
terms of transition between field-free rotational states involved
in the optimal control process. The most relevant transitions
and their frequencies are collected in Table 1. These frequen-
cies also allow us to interpret the structure of the driving field
in the forthcoming sections.

3.1 Quantum optimal control for the fixed penalty parameter
o

In this section, we set « = 10° for the driving electric field, which
is equivalent to fixing its maximum allowed strength given by
u/o, and consider two different FWHMSs t. For a 1 ns-FWHM
field, the results obtained when the expectation value (cos 0,)
is optimized are presented in Fig. 2(a)-(d). The driving field
designs a wavepacket populating rotational states and adjust-
ing their relative phases. The time-evolution of the quantum
interferences between these populated states provokes that
(cosfy,) reaches a maximum at the final T as shown in
Fig. 2(a). During the time-evolution, the orientation varies
between (cos 0,) = —0.48 and (cos 0,) = 0.824, and its oscilla-
tion pattern indicates that only a few states are involved in the
dynamics. A spectral analysis of (cos 0,) encounters three main
frequencies 1.38, 2.77 and 4.15 GHz, associated with the
transitions 0500 <> 1010, 1p;0 < 20,0 and 24,0 < 3430,
respectively, see Table 1. These rotational states are linked by
the selection rules AJ = +£1 and AM = 0, imposed by the operator
cos 0,*%°% in eqn (2). For this optimization, the driving electric
field in Fig. 2(d) is mostly relevant before ¢ = 0 finding two
main peaks at ¢ = —0.56 ns and ¢ = —0.35 ns with intensity
0.87 kv em™" and —1 kV cm™", respectively, being very weak
afterwards. This control field is also mainly formed by these
transition frequencies, as illustrated by the square of its Fourier
Transform |#[E(¢)]|> in Fig. 3. Note that |# [E(¢)]|* is normal-
ized so its maximum value is 1. The wide peaks of the 7 = 1 ns

0.6
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Fig. 2 Optimization of (cosfz,) (panels (a)—(d) in the upper row) and (cos 6z (panels (e)-(h) in the lower row) for the initial state 000. (a) and (e)

(cos bz,); (b) and (f) (cos 8z); (c) and (g) (cos 6z,); and (d) and (h) optimal electric field E(t) and mask function i@ as a function of time. The parameters t

and o are set to 1 ns and 10°, respectively.
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f (GHz)

Fig. 3 Foro =10%and FHWMs ¢ = 1and 5 ns, the absolute squared Fourier
transform of the optimized electric field, |Z[E(1)]]* to maximize (cos 0z,).
Note that |Z [E(1)]|* is normalized so that the absolute maximum equals 1.

field are due to the duration imposed in the optimization
algorithm. One can distinguish the frequencies 1.35, 4.06 and
5.41 GHz, associated with the transitions 050 <> 1470, 29,0 <>
3030 and 3030 <> 4,40, respectively. Note that the contribution
of the latter in the orientation pattern is negligible. The
frequency 2.77 GHz from the 1,0 <> 2,0 transition is blurred
due to the overlap with the preceding peaks. Despite the field
being designed to optimize (cos 0,), we encounter a moderate
orientation of the molecular x-axis in Fig. 2(c) due to the
coupling through u,. The orientation (cos ,) faithfully follows
the external field until ¢ & 0.5 ns. From there on the field is very
small, and (cos 0,,) oscillates with a small amplitude reaching
(cos 0z = —0.028 at t = T. Reaching this almost zero orientation
is possible since the time scale required for the x-axis dynamics
is shorter than the period of oscillation of the electric field.
Hence the impact of the driving field averages out due to the
rapid oscillation of the molecule. The frequency of the x axis
orientation is determined by the rotational constants of the
orthogonal axes, namely B, and B,, which have an average value
of approximately 3.27 GHz. This frequency is greater than the
oscillation frequency of the driving field, which is around
1.6 GHz. The spectral analysis of (cos ) confirms that the
states 1,40, 21,0 and 34,0 are also populated in the field-dressed
dynamics. For the sake of completeness, we present (cos 0,) in
Fig. 2(c), which shows a similar behaviour to (cos 0,).

The driving field and the dressed rotational dynamics are highly
complex when the QOC technique is applied to the orientation of
the molecular x-axis. In Fig. 2(f), (cos 0, shows a complex oscilla-
tory behaviour, which is due to the different time scale associated
with the dynamics along this axis. At ¢ = T a large orientation is
reached (cos ) =~ 0.83. The driving field is presented in Fig. 2(h),
E(t) rapidly oscillates for ¢ < 0.5 ns, which contrasts with the slow
oscillations of field optimizing (cos 0,,) in Fig. 2(d). This behaviour
agrees with the rapid rotational dynamics of the MFF x-axis indi-
cated above, and (cos @) follows the field oscillations in Fig. 2(f).
The Fourier Transform of (cos ) shows three main frequencies,
namely, 6.45 GHz, 18.47 GHz and 30.40 GHz, associated with the
transitions 0pp0 <> 1140, 100 <> 2,00 and 2,40 <> 33,0, respectively.
Now, the orientation of the dipole moment along the LFF Z-axis
(cos O,), see Fig. 2(g) follows a similar behaviour to (cos (), and a
significant value is reached at ¢ = T with (cos 0,) = 0.76.

In contrast, (cos 0,) is incapable of adjusting to the rapidly
changing driving field as observed in Fig. 2(e). Indeed, the
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control field in Fig. 2(h) imprints short transfers of momentum at
each cycle, similar to the impulsive alighment described for short
laser pulses.' As a consequence, the amplitude of {cos 0,,) cannot
be efficiently reduced at the final time in general. To bypass this
effect, the algorithm fine tunes all the relative quantum phases
within the wavepacket, seeking for reducing the orientation of the
z-axis, i.e., approaching it to zero, at the final time ¢ = 7. However,
if the pulse duration is short compared to the time characteristic
of the z-axis dynamics, the oscillation may not vanish. This is the
case in Fig. 2(e), where the orientation of the molecular z-axis is
not negligible, ie., (cos0,,) &~ 0.16, at ¢ = T, which is due to the
short FWHM, t = 1 ns, of the driving field.

We now consider an optimizing field with 7 = 5 ns FWHM and
explore the results of the QOC algorithm applied to the three
possible orientation axes. Compared to the 1 ns pulse in Fig. 2(a),
(cos0z,) exhibits faster oscillations with large amplitude, which
increase up to the maximal value (cosf,,) = 0.9 at t = T. The
optimized electric field, see Fig. 4(a), also possesses rapid oscilla-
tions mainly for ¢ < 0 ns when the rotational wavepacket is
created. In particular, for ¢ < —3.5 ns, (cosf,) follows this
driving field. The spectral analysis given by the Fourier Transform
of the field in Fig. 3 presents clearly defined and well separated
peaks. This larger FWHM allows the population of highly excited
rotational states associated with the additional frequency
6.76 GHz of the 40,0 <> 5,50 transition. Panels (b) and (c) of
Fig. 4 present the orientation of the MFF x axis and [ along the
LFF Z-axis. As in the previous case, the behaviour of (cos0y,)
resembles (cos 0,), but reaching smaller final value with (cos 0,) =
0.502 at ¢ = T. In contrast, (cos 0,) shows rapid oscillations of small
amplitude for ¢ > 0 ns, and at ¢ = T (cos 0,) = 0.015.

The results obtained when (cos ) is optimized are shown
in Fig. 4(e)-(h). The driving field in Fig. 4(h), presents a more
complex structure with faster and narrower oscillations com-
pared to the previous field in Fig. 4(d). The number of rota-
tional states contributing to the field-dressed dynamics is
enhanced, as it is manifested in the irregular oscillations of
(cos 0z,), (cos Oz and (cosf,,) in Fig. 4(e), (f) and (g), respec-
tively. During the time evolution, (cosf,,) shows moderate
values, but the field is adjusted to reduce it at ¢ = T attaining
(cosf,) ~ 0.019. In contrast, the orientation of the MFF x-axis
is significantly enhanced to (cosf,) ~ 0.92 at ¢t = T, and
(cos 0z,) presents a similar behaviour.

For completeness, we present the optimization of the orien-
tation of the dipole-moment axis in Fig. 4(i)-(1). In this case, the
quantum interference is constructive for (cos 0,) and (cos 0,),
having both a local maximum at ¢t = T (cosf) ~ 0.50 and
(cos 0z) ~ 0.77, whereas (cos 0,,) ~ 0.92. This illustrates that
the orientation of the permanent dipole moment is largely
dominated by its x component. The spectral analysis of E(¢)
shows that the transitions collected in Table 1 are relevant for
the QOC, i.e., these rotational states build up the control
dynamics and maximal orientation of ji.

3.2 Quantum optimal control for varying the penalty factor «

In this section, we investigate the QOC orientation for different
values of o, i.e., the maximum allowed strength of the control

This journal is © the Owner Societies 2024


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/D3CP05592B

Open Access Article. Published on 10 January 2024. Downloaded on 2/4/2026 7:50:51 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

PCCP Paper
1 0.2 0.6
a b c 17
08 (a) (b) o ©) (d
0.1 . 0.5
—~ 04 23 302 E
N N N Q
HK ; Wil £ o
L0 | S S 0 4
| - S 05
0.1 45 :
04
0.2 -1
1
ozt 9 038 )
0.1 04 05
< = B
N N 3]
2 0 2 o > 0
0.1 Py 0.5
02
0.8 -1
0.6 .
6) 0.8 Lo
0.4
04 . 0.5
05
02 04
04 -1
2125 75 25025 75 125 2125 <75 25025 75 125 2125 275 25025 75 125 -125 275 25025 75 125

t (ns)

t (ns)

t (ns) t (ns)

Fig. 4 Optimization of (cos 0,) (panels (a)—(d) in the upper row) and (cos 0z) (panels (e)—(h) in the middle row) and (cos 0,) (panels (e)-(h) in the lower
row) for the initial state 0g00. (a), (€) and (i): (cos z,); (b), (f) and (j): (cos z); (c), (g) and (k): (cos 6z,); and (d), (h) and (1): optimal electric field £(t) and mask

S(1)

function iT as a function of time. The parameters 7 and « are set to 5 ns and 10°, respectively.

field, which is represented by the factor u/o.. For T = 1 and 5 ns,
we present in Fig. 5 the final optimized orientation as a
function of the penalty factor o. Our analysis reveals that for
a given o and 7, optimizing (cos 8,,) results in a larger orienta-
tion compared to (cos f,,). This finding supports the idea that
QOC is more effective when the natural timescale of the degree
of freedom being optimized is smaller than the field duration,
as discussed in Section 3.1. Moreover, for a given «, the larger
the FWHM the better the optimized orientation is, for both
(cos O,) and (cos 0,).

° °
O ]
[ ]
0.8 ® ® .
. O
EN
8
S °
0.6 F -
O
04 1 1 1
104 10° 100 107 108
[04

Fig. 5 Final orientations of the MFF x (bullets) and z (squares) axes,
(cosbz) and (cosfz,), respectively, after applying QOC using electric
fields with FWHM 7 = 1 (black) and 5 ns (green) as a function of the penalty
factor a.

This journal is © the Owner Societies 2024

Our analysis also reveals that, for the values of « considered,
(cos 0z decreases as a function of o, meaning that stronger
fields result in larger optimized orientations. Note that for both
FWHMSs, (cos 0,,) is very similar for « = 10° and 105, i.e., the
orientation saturates beyond certain intensities of the driving
field. Since the orientation is not increasing, the functional
Fo+ F, is maximized by minimizing the fluence of the
field, involved in the penalty functional, #,. This saturation
of (cos 0,,) with o can be explained in terms of the brute force
orientation occurring at these strong fields, combined with the
larger frequencies along the MFF x-axis facilitating that the
molecule follows the driving field. Furthermore, for o = 10°, that
is, the stronger field case, the population transfer may not be
understood in terms of one-photon transition, but as a strong
field process.

In contrast, the orientation of the MFF z-axis decreases as
o decreases, i.e., as the maximal field strength increases. This is
due to the strong dependence of the controllability of the
orientation of this axis on the process for the suppression of
(cos 0z imposed by the QOC equations. Note that the faster
dynamics of the x axis and the larger component of i along x
also play an important role against reducing (cos0,). Thus,
achieving this suppression requires finely tuned quantum
phases among the rotational states, as small changes can result
in different outcomes. Besides, the QOC algorithm aims to
maximize #,(E,a) + #,(), as discussed in Section 2.2. How-
ever, due to the limited control of # (i), a better approach to
the stationary point is reached for smaller # (), and larger

Io(E o).
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Finally, we perform a spectral analysis of the optimization
along the x, z, and u axes for the impact parameter o = 10° and
107 and t = 5 ns. The Fourier transforms of the QOC fields are
shown in Fig. 6, together with the frequencies of the main
transitions between field-free rotational states, which are also
collected in Table 1. In the weak field regime, o = 107, shown in
Fig. 6(a), we observe well-defined isolated frequencies for all the
optimized orientation observables. The frequencies of E(¢)
obtained from the optimization of (cosf,,) and (cosfy,) are
different due to the different selection rules AK=0 and AK=+1
imposed by the operators u, and u,, respectively. For the initial
state 0000, the relevant transitions for the optimization of the
z-axis orientation are 0,00 <> 1470, 15,0 < 2,0, and 2,,0 <
3030, which are characterized by frequencies of 1.35, 2.71, and
4.06 GHz, respectively. However, the optimization of (cos 0z,) is
dominated by the frequencies mixing K, specifically 0400 <«
1100 (6.53 GHz), 1100 < 20,0 (2.47 GHz), 25,0 < 35,0
(9.05 GHz). The relatively low value of (cos0,,) at t = T, see
Fig. 5, can be explained in terms of the relevant frequencies in
E(t) for the orientation of {(cos0,,) being below the frequency
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Fig. 6 For a pulse duration of t = 5 ns, the absolute squared Fourier
transform, | Z [E(1)]|, of the optimized electric field is shown for (a) « = 107
and (b)—(d) « = 10°. The Fourier transform plotted corresponds to optimi-
zation of (cosfz,) (solid black), (cos 6z (blue dashed), and (cosf,) (red

dot-dashed) and taking as initial state 0gp0. The vertical lines correspond

to the transition frequencies shown in Table 1. Note that |3“‘[E(t)]|2 is

normalized so that the absolute maximum equals 1.
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required to transfer the population from 04,0 to 14,0, which is
the first excited state coupled by p,. In contrast, the transition
frequencies of 05,0 <> 1,00 and 24,0 <> 3,0 are above the main
transitions. This results in the impulsive orientation of the
molecular Z-axis as discussed in Section 3.1. Additional fre-
quencies are observed in Fig. 6(a) when the orientation of the
permanent dipole moment is optimized, with two new peaks at
2.63 and 7.81 GHz due to 1,,0 < 27,0 and 15,0 < 24,0,
respectively.

For a strong control field with o = 10°, the spectrum becomes
more complex due to two main reasons. Firstly, the contribu-
tion of more excited rotational states, such as the peak at
15.84 GHz corresponding to the transition 8¢30 < 9,50, which
appears for the orientation of the MFF x-axis along the LFF
Z-axis. Secondly, the brute force orientation mediated by the
large amplitude of the field, as reported in previous studies.?*?”
Therefore, the driving field cannot be simply described as the
contribution of several frequencies, i.e., as population transfer
mediated by absorption of several photons, due to the high
intensity of the driving field, as we discussed in Section 3.2.

4 Conclusions and outlook

In this work, we have demonstrated the feasibility of fully
controlling the orientation of non-symmetric planar molecules
along several axes, i.e., the principal axes of inertia x and z and
i, by means of quantum optimal control. The driving field is
composed of just a few frequencies corresponding to transi-
tions among several field-free states, and its temporal profile
and strength can be reached experimentally. For a mask func-
tion with FWHM and weak strength, our findings show limited
control due to the small population transfer stimulated by the
interaction with the field. In contrast, the electric field cannot
be described by isolated components for strengths above
1kV ecm ™!, since the number of transitions among the involved
states increases and they overlap due to their spectral width.
This effect is further enhanced for short pulses. This work
shows the efficiency, flexibility and potential of QOC for the
rotational dynamics control of non-symmetric molecules and
provides valuable physical insights into the conditions required
for it. In addition, we have checked that the orientation may be
maximize along any direction in the molecular plane.

Here, we focus on the stereodynamics of the ground state of
CPC, and without loss of generality, the results could be
extended to excited states. To tackle more realistic experimental
conditions, and to face the difficulties of creating samples of
ground-state molecules, we aim to generalize our study to
thermal ensembles by means of the Von Neumann formalism.
In this work, the QOC methodology has been applied to a near
prolate molecule, but the main findings also hold for oblate
molecules or any asymmetric top. Consequently, the frequen-
cies of the driving field will vary according to the field-free
spectrum of the considered molecular system. Furthermore,
the rotational dynamics has been controlled by means of the
orientation of a certain molecular axis, and analogous
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procedure might be followed if such control is exerted in terms
of the alignment.

Hence, this technique provides an alternative strategy to the
mixed-field orientation method, which, in the case of CPC, was
shown to attain full control of only one molecular axis.***
Experimentally, it is still challenging to produce and control
complex electric fields in the order of GHz. However, we have
shown that only a limited number of frequencies are involved
in the case of weak electric fields, simplifying the design and
creation of these control fields, as it is the case of three-wave
mixing experiments.™® Indeed, for driving fields involving less
frequencies, the control process is more robust. In addition, the
optimal orientation is sensitive to the control field parameters,
which might be subject to experimental errors. We have
checked that small perturbations of the control field diminish
this optimal orientation, but are still high, i.e., reaching orien-
tation values above 0.75.

Summing up, we have demonstrated that QOC is a powerful
technique to control the orientation of any planar molecule
without rotational symmetry, with a dipole moment not parallel
to any molecular axis. We expect that our methodology is also
efficient for the general molecular species, and it would be
subject to further investigation. This class of molecules
includes the enantiomers, whose manipulation, control and
selection of chiral molecules"*'”**** could have an enormous
impact, for instance, on the pharmaceutical industry, where the
spatial arrangement of the atoms in one enantiomer may
determine the biological activity of a drug, as the remarkable
case of thalidomide.*® Moreover, creating optimally designed
chiral electric fields could be used to efficiently create oriented
superrotor states."?
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