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Advancements in computational approaches
for rapid metal site discovery in carbon-based
materials for electrocatalysis

Somayeh Faraji, † Zhiyu Wang,† Paola Lopez-Rivera and Mingjie Liu *

Heterogeneous electrocatalysts exhibit immense potential for advancing energy technologies. However,

the constraints associated with noble metals have sparked a surge of interest in the exploration of

single-atom catalysts and metal–carbon hybrids as alternative options. Designing metal sites in carbon-

based materials has demonstrated high activity, selectivity, stability, and cost-effectiveness in various

electrochemical reactions. In spite of these advantages, the intricate nature of the designed structures

and the expansive design space encompassing potential metal site structures pose formidable

challenges in terms of experimental characterization and optimization. To address these challenges,

computational approaches have emerged as powerful tools to accelerate the discovery of new metal

sites in carbon-based materials and understand the structure–catalytic property relationships for electro-

catalysis. In this review paper, we provide an overview of the state-of-the-art computational approaches

from reported modeled structures, theoretical foundations of computational methods in modeling

electrochemical reactions, to the data-driven approaches to accelerate new catalyst design. We

summarize the utilization of structure-binding energy relationships, virtual high-throughput screening

methods, and machine learning techniques to explore a wide range of metal site structures and identify

promising candidates for experimental validation. Furthermore, the review highlights the importance of

considering the solvent effect and the impact of spin/oxidation states on extra electron transfer to

enhance the accuracy of predicting binding energies. Finally, we summarize the current challenges and

offer a brief perspective on future opportunities in the field of computational acceleration for carbon-

based catalyst development.

1 Introduction

Electrochemical reactions are critical for sustainable energy
and environment, as they form the basis of numerous essential
technologies like batteries, fuel cells, and electrocatalysis.1

Heterogeneous electrocatalysts facilitate electrochemical reac-
tions; thus, developing effective heterogeneous electrocatalysts
is crucial for advancing these technologies and promoting
sustainable energy and environmental practices. The bulk
metals exhibit striking electrocatalytic properties for small
molecule activation, for example, Pt for oxygen reduction reac-
tion (ORR) and hydrogen evolution reaction (HER),2,3 Cu for
CO2 RR,4,5 and Ru, Pd, and Ag for NRR.6–9 However, most of
them are either noble metals or exhibit poor stability, selectiv-
ity, and activity. These limitations emphasize the necessity of
developing new electrocatalysts to overcome these challenges.

Carbon materials, such as graphene and carbon nanotubes
(CNT), hold great promise for electrocatalysis due to their high
surface area, excellent electric conductivity, and remarkable
thermal stability. Moreover, carbon is abundant and environ-
mentally friendly, and has a multitude of allotropes that offer a
diverse range of tunable properties through structural varia-
tions. The shortcoming of chemical inertness can be addressed
by introducing defects and dopants which can act as active sites
while the carbon materials behave as the substrate or host
materials. For example, single atom catalysts (SACs) as one of
the emerging heterogeneous catalysts consist of isolated metal
atoms dispersed on a support material (e.g., graphitic carbon,
metals or metal oxides).10 Numerous studies have demon-
strated that carbon-based SACs and other metal–carbon hybrid
structures (metal clusters on graphene or CNTs) are promising
as the next-generation electrocatalysts for various electroche-
mical reactions, for example, water splitting, CO2 RR, ORR, and
NRR, with the potential to replace precious metal catalysts.11–13

Therefore, the development of metal-doped carbon-based elec-
trocatalysts has gained significant attention in recent decades
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as they have the potential to meet the requirements of
high activity, selectivity, stability, sustainability, and cost-
effectiveness in electrocatalysis.14–21

Computational modeling based on density functional theory
(DFT) has become increasingly important in catalyst design as
it can offer insights into reaction mechanisms and reveal the
structure–property relationship. Owing to advancements in
computational power, the virtual screening of hundreds and
even thousands of catalyst structures prior to experimental
synthesis is now feasible. When combined with machine learn-
ing techniques that leverage large datasets, these capabilities
can inform the design of new materials with superior catalytic
performance.22 These approaches have revolutionized scientific
research and have led to numerous breakthroughs in the
development of more efficient catalytic materials.

In this review, our main focus is the application of modeling
and computation to expedite the design of carbon-based mate-
rials with carefully engineered metal sites. We first overview the
well-studied modeled systems and summarize the quantum
simulation-based approaches to understand the properties
related to the electrochemical reactions (Section 2). Although
these approaches can offer detailed insights into the structure–
property relationships, enabling the design of efficient catalytic
sites, the main challenge lies in the extensive design space and
the inherent limitations in accuracy associated with these
methods. To tackle these challenges, data-driven approaches
such as high-throughput screening and machine learning
models are employed. In the next two sections, we review the
utilization of data-driven approaches to accelerate the explora-
tion of the extensive design space (Section 3) and the ongoing
endeavors to improve the accuracy of the computational
models (Section 4). At last, we envision future opportunities
from the computational perspective, poised to expedite the
development of metal sites in carbon-based materials
(Section 5).

2 Modeled structures and
computational approaches
2.1 Overview of well-explored structures

Among carbon–metal materials, the SACs are the most well-
studied systems. Experimentally, most 3d and 4d metal SACs
are successfully synthesized, characterized and applied in
several electrochemical reactions.16–18 A recent experimental
library reported 37 SACs embedded in N-doped carbon, char-
acterized by their oxidation state, coordination number, bond
length, and coordination element.23 Computationally, DFT
simulations extensively investigated the single metal atom
coordinated with four nitrogen atoms (M–N4) in the graphene
system for CO2RR,24–28 ORR,29–31 water splitting,14,15 and nitro-
gen reduction reactions,32–34 as the local structure is analogous
to the metal-porphyrin cofactor in enzymes.35

In addition to M–N4, the general M–Nx moieties in the
graphene lattice have also been explored. The number of
coordinated nitrogen atoms varying from 1 to 6 can be modeled

using graphene edges36,37 or defective graphene.38–42 Besides
graphene as the substrate to host the M–N site, other graphitic
carbon structures are also considered, such as CNTs,43–46

fullerenes,47–49 graphyne50,51 and graphdiyne.52–54 The unique
properties (e.g., local curvature, sp/sp2 hybridized porous struc-
ture) provided by those allotropes can contribute to the
enhancement of the catalytic reactivities. As N plays a crucial
role in promoting the activity of the metal site, the CxNy systems
with more N doped carbon systems are also examined (e.g.,
C9N4,55–57 C2N,58–61 CN,62–64 C3N4

65–68). Through careful exam-
ination of both computational simulations and experimental
characterizations, it has been determined that the M–N4 active
site may not be the most desirable option. For example, Ni
coordinated with one or two N would show better reactivity
compared with Ni–N4 for CO2RR;69–72 and Co–N5 exhibits better
selectivity and stability compared to other Co–N sites.73 In
addition, based on DFT calculations, Ni–N3 has been reported
as a more favorable site for *COOH (carboxyl) formation
compared to NiN4 and is active for CO2RR.74 Iqbal et al.
provided a detailed review on recent advances in the design
and synthesis of noble metal (Ru and Au) and non-noble metal
(Mn, Fe, Co, Ni, Cu, and Mo) SACs doped with various non-
metals (B, N, P, and S) for NRR.75

Investigations have also been conducted on alternative coordi-
nated atoms, apart from nitrogen. The most common alternatives
are oxygen,76 sulfur,77–80 boron,81 and phosphorus82,83 with con-
clusions that some of the dopants coordinated with metal can
show better catalytic activity than nitrogen76,79,83 but the stability
may decrease.77 Dual metals84 and metal trimers85 are also
investigated on graphene and graphdiyne. However, the metal
clusters beyond that are barely explored due to the ambiguous
metal cluster structures. Experimentally, the dual metal catalysts
have been synthesized with Cu2, CuNi,86 FeNi,87–89 and FeCo90

and the improved performance for CO2RR and ORR is explained
by synergistic electronic modulation effects.89–91

2.2 Computational approaches

Computational approaches based on DFT simulations provide
an atomistic understanding of catalytic reactivity and stability.
In the next two subsections, we will provide a brief overview of
the approaches and their application in understanding these
properties.

2.2.1 DFT-based electrochemical modeling. In electroche-
mical reactions, a series of intermediate steps occur, and each
step involves the transfer of electrons and protons. In hetero-
geneous catalysts, the electrochemical process happens at the
electrode/electrolyte interface, where the electrode/electrolyte
serves as the conductor for electron/proton respectively. Under
equilibrium, an electrochemical system is a grand canonical
ensemble as it can exchange electrons with the electrode, while
the standard DFT is performed in the canonical ensemble
where the charge of the system is fixed. Hence, it is challenging
to accurately describe the practical reactivity dependence on
the electrode potential with DFT. Here, we focus on reviewing
two most commonly used computational methods for model-
ing electrochemical reactions: the computational hydrogen
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electrode (CHE)92–94 and the grand canonical version of DFT
(GCDFT).95,96

The CHE approach, pioneered by Norskov et al., is a well-
established and widely utilized method for incorporating
insights from ab initio calculations into electrochemistry
modeling.94 The core principle of this approach involves defin-
ing a reaction pathway and considering that, at each step, the
proton–electron pair was transferred together with the
chemical potential as half of the gaseous hydrogen at a
potential of 0 V. Then the Gibbs free energy for each step along
the pathway at zero potential and zero pH is defined as DG = DE
+ DZPE � TDS, where DE and DZPE are the reaction and zero-
point energy difference of each step, respectively, and DS is the
change in entropy. All of the values can be obtained from DFT

calculations. DZPE is defined as
1

2

P
i

hni, where ni are vibra-

tional frequencies and i goes over all vibrational modes, which
can be calculated via DFT with the harmonic oscillator approxi-
mation. DS could be taken either from standard tables97 or by
calculating translational (Strans), rotational (Srot), and vibra-
tional (Svib) entropies as described in ref. 22. To include the
influence of the electrode potential U in an electrochemical
step, the CHE method sets the total energy of the electrons in
the electrode to �qU, where q is the charge of the electron.
Therefore, the free energy of each step is

DGðUÞ ¼
DGðreduction step; 0 VÞ þ nqU;

DGðoxidation step; 0 VÞ � nqU;

�
(1)

where n is the number of transferred electrons. In addition,
the chemical potential of H+ and e� is referenced to that
of the H2 molecule using the standard hydrogen electrode
1

2
H2 $ Hþ þ e�

� �
. Finally, at a pH different from 0, the free

energy of H+ ions can be corrected by the concentration depen-
dence of the entropy as DG(pH) = �kT ln[H+].94 The CHE model
therefore can be used to plot the free energy diagram, which
provides an atomistic picture of the reaction computationally. The
free energy diagram can be analyzed to determine the onset
potential that can be compared with experimental values directly.

The CHE method could be considered as a post-processing
scheme and constant charge approach in which the U-
dependency of DG(U) comes only from nqU, assuming the
reaction energy of each step is independent of the electrode
potential. This simplification makes CHE a valuable tool for a
quick assessment of the general thermodynamic trends but
would fail to accurately describe the potential dependence in a
reaction. Over the past few years, efforts have been made to
connect the constant charge scheme to the constant electrode
potential scheme by varying the electron in the system,98 or the
size of the supercell99 so that the constant electrode potential
can be extrapolated. Among those efforts, the GCDFT provides
a direct simulation scheme to keep the electrode potential
constant in the system by controlling the work function. This
approach calculates the grand free energy (O = A � mN, where A
is Helmholtz free energy and N is the number of atoms with

chemical potential m) by solving the Kohn–Sham equations
while the number of electrons at the electrode varies to keep
a constant Fermi level that corresponds to the applied
potential. The details of the algorithm can be found in ref. 96.

Both methods have been applied to study the metal–carbon
systems for electrocatalysis. The CHE method with the advan-
tage of computational efficiency has been extensively applied in
a wide range of metal–carbon systems for electrocatalysis to
quickly screen new catalysts with the sacrificed accuracy
requirement. The GCDFT method (or other constant potential
approaches) which provides a more accurate description of the
electrochemical process has been used specifically in certain
systems to fully understand the reaction mechanisms with the
potential dependence. However, due to the computational cost
of GCDFT, it is challenging to apply it in high-throughput
screening of catalyst design. On the one hand, when comparing
the results from both models, some trends are consistent. For
example, in Fe–, Co–, and Ni–N4 in graphene, the Ni–N4 site is
the most effective site for CO production, while the Fe–N4 site
can stabilize CO adsorption, which can potentially further
reduce CO to other products such as CH3OH and CH4.27,100

On the other hand, the electrode potential-dependent pro-
cesses, such as CO2 adsorption and the transition states, are
critical in revealing the reaction mechanism. This indicates
that the rate-determining step and catalytic selectivity predicted
by GCDFT and CHE may be different101,102 (see Fig. 1 as an
example). In this case, the GCDFT is expected to provide more
accurate descriptions due to the nonlinear effects of the applied
potential on molecular adsorption and transition states.27,72,102

In particular, in metal–carbon systems, the localized orbital
would be dramatically influenced by the electrode potential due
to the low density of states in 2D materials.101 Therefore, the
orbital-based design principle needs to be examined carefully
by taking the electrode potential into account.

2.2.2 Stability assessment. Besides catalytic reactivity,
structural stability is another crucial property. In SACs, the
metal atom forms strong covalent bonds with the surrounding
atoms, known as the covalent metal–support interaction
(CMSI),103 which plays a vital role in stabilizing the metal site
within the carbon lattice. However, studies have also shown
that certain metals, such as Fe104 and Cu,105–107 undergo
aggregation in graphene. This mobility and structural transfor-
mations make the initially designed structure or active site
unstable, consequently affecting the catalytic activity under
experimental conditions. Therefore, it is imperative to meticu-
lously evaluate the stability of the catalyst, especially under
operando conditions, in order to facilitate a rational computa-
tional design and acquire a comprehensive understanding of
the durability of these materials. Computationally, there are
several common approaches to evaluate the stability, which can
be categorized as thermal stability, thermodynamic stability,
and electrochemical stability. Thermal stability is commonly
examined using molecular dynamics (MD) simulations, which
allow for the analysis of the structural changes at varying
temperatures.62,85,108,109 While the assessment of thermal sta-
bility is relatively straightforward, we will now provide more
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details regarding thermodynamic stability and electrochemical
stability.

Thermodynamic stability. To quantify the thermodynamic
stability, the binding energy (Eb), formation energy (Ef), and
diffusion barriers are usually calculated as criteria. The first
criterion, Eb, is defined as

Eb = EM@sub � (Esub + EM), (2)

where EM@sub and Esub are the total energies of the substrate
with and without the metal atom, and EM is the energy of the
isolated metal atom. According to this definition, a negative Eb

indicates that the structure is thermodynamically favorable (the
more negative the Eb, the more stable the structure).

The second criterion, Ef, employs a different reference
energy of atoms to estimate the thermodynamics stability of
the structure. For example, in the case of one metal anchored in
the divacancy of N-doped graphene, the metal atom is coordi-
nated with four atoms (i.e., M@NxC4�x), where the metal atom
is bonded with x nitrogen atoms (x r 4) and 4 � x carbon
atoms. The value of Ef can be calculated using the following
equation:

Ef = EM@NxC4�x
+ (x + 2)EC � (Epsub + xEN + EM0). (3)

Here, EM@NxC4�x
and Epsub are the total energies of the system

and the pristine substrate, and EC, EN, and EM0 are the energies
of one carbon atom, one nitrogen atom, and one metal atom.
The energy of atoms can be obtained from the most stable
phase of each atom (e.g., EC as the carbon atom in graphene, EN

as the nitrogen atom in N2, and EM0 as the metal atom in the
bulk phase). The formation energy, depending on the reference

states of the atoms, represents the energy required to form the
designed structures from the stable phases of those atoms.

It is also important to consider the stability of the metal
atoms against aggregation. This could be examined by compar-
ing the Eb of the metal in the carbon substrate and the metal
bulk cohesive energy (Ecoh) which is defined as Ecoh = EM0 � EM.
Therefore, satisfying both conditions of Eb o 0 and Eb 4 Ecoh

indicates the metal atom’s propensity to aggregate. The mobi-
lity of the metal atoms in the carbon substrate has been
employed as a means to assess their stability from a kinetic
perspective. The diffusion barrier of the metal atom migrating
in the substrate can be obtained by searching the transition
states in the migration path. The lower the diffusion barrier,
the easier the metal can migrate, potentially leading to favor-
able aggregation.

The mentioned criteria were employed in various studies.
Some studies have only considered Ef for the stability.55,110

Others have employed a combination of those criteria.34,85,108

For example, the stability of Fe–N–C and Mn–N–C can be
assessed based on Ef, Eb, diffusion barriers, and Ecoh.38,111

Electrochemical stability. The limitations of thermal and
thermodynamic stability lies in their failure to consider the
impact of electrode potential, pH, or electrolyte in actual
catalytic reactions. In contrast, the evaluation of electrochemi-
cal stability specifically takes these factors into account. In the
following, we will briefly discuss some attempts to address the
electrochemical stability.

One way to evaluate the electrochemical stability is to
consider whether the embedded metal atom will dissolve in

Fig. 1 The free energy diagrams associated with the OER on four different systems: (a) CoN4@graphene, (b) Co@graphene, (c) NiN4@graphene, and (d)
Ni@graphene. FPM is GCDFT and CNM is CHE. Reprinted with permission from ref. 101. Copyright 2020 Elsevier.
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solution. This can be examined by the dissolution potential
Udiss (relative to the SHE),112 which is calculated as

Udiss = U0
diss(metal,bulk) � (Ef/nq). (4)

Here U0
diss(metal,bulk) is the standard dissolution potential (pH

= 0) of the bulk metal, experimentally determined for pure
metals in an aqueous solution; n is the number of electrons
transferred during dissolution, which depends on the specific
chemical reaction that takes place; and q is the electron charge.
According to this definition, a more positive Udiss relative to the
equilibrium potential indicates that the metal atom binds the
substrate strongly, and the dissolution of metal atoms can be
avoided under electrochemical conditions. The approach was
initially proposed for surface alloys and then applied to SACs in
N-doped carbon materials for catalytic reactions such as HER
and OER,113 CO2RR114 and ORR.110,115

Another way to examine the electrochemical stability under
operando conditions is through the Pourbaix diagram. The
Pourbaix diagram depicts the thermodynamics stability regions
of different chemical species in an aqueous solution as a
function of electrode potential and pH.116 Examples of con-
structing Pourbaix plots for SACs can be found in the
literature.117–120 For example, Holby et al.120 proposed an
approach based on DFT-calculated properties to explore the
electrochemical stability of Fe–N4 in bilayer graphene. The
presented methodology can take reaction environment vari-
ables into account, such as pH, electrode potential, and reac-
tion intermediates. Experimental observations regarding
relative stability in acid vs alkaline environments, dissolution
of Fe at low potential, and the possible role of O2 can be well
interpreted within the presented framework. There are also
some other proposed approaches to incorporate environmental
conditions to make results comparable with experiments. For
example, experimentally reported reversible transformation
between Cu single atoms and clusters under the realistic
reaction conditionss105,107 can be explained by the constant
potential hybrid-solvation dynamic model.121

The computational frameworks offer a unique approach to
comprehending the structure–property relationship at an ato-
mistic scale. By combining DFT-based simulations with funda-
mental physical principles, these frameworks can provide
valuable design principles to guide experimental synthesis.
The current focus in designing metal sites with carbon materi-
als primarily revolves around manipulating the coordination
environment surrounding single or dual metal sites within
graphitic carbon structures. Through a combination of experi-
mental synthesis and characterization, the incorporation of
metal atoms into carbon-based materials exhibits tremendous
potential for electrocatalysis. Given the diverse methods avail-
able to engineer the molecular interactions between metals and
carbon during materials design, as well as the intricacies of
electrochemical processes, the development of data-driven and
accuracy-driven models has emerged as a solution to address
challenges and expedite catalyst design. In the subsequent
sections, we will delve into the exploration of these two aspects

separately, specifically in relation to the design of atomic metal
sites in carbon-based materials.

We aim to provide an overview of recent successful applica-
tions of data-driven models in the field of designing metal
atomic sites in carbon catalysts, encompassing high through-
put screening, machine learning, and identification of key
descriptors. In order to enhance the accuracy of computational
modeling, we also review approaches for incorporating solva-
tion effects, as well as electron and proton transfer mechan-
isms, spin states, and oxidation states into the models.

3 Structure–binding energy
relationship

Catalysts are composed of various elements and combinations,
which result in a high-dimensional composition space to be
explored for specific catalytic reactions. In addition, catalytic
reactions often involve multiple intermediates and reaction
pathways which make the mechanism complex. Besides,
catalyst properties depend on different factors such as surface
morphology and electronic properties. Therefore, performing
ab initio calculations for all possibilities becomes very challen-
ging because of the high computational cost. The data-driven
approaches to address these challenges will be discussed in this
section.

3.1 Linear scaling relationship and BEP relationship

The scaling relationship is a fundamental principle in catalyst
design. It simplifies complex catalytic reactions which involve
multiple reaction steps by finding relationships between those
steps. There are two well-accepted scaling relationships for
catalyst design: the linear scaling relationship and the Bell–
Evans–Polanyi (BEP) relationship. The linear scaling relation-
ship refers to the relationship between the adsorption energies
of intermediates that bind to the catalyst surface through the
same atom. For example, in CO2 RR, the possible intermediates
are *COOH, *CO, *CHO, *COH, *CH2O, *OH, and *OCH (*
denotes the adsorption site). DFT studies revealed a linear
relationship between Eads[CH2O], Eads[CHO], and Eads[COOH]
against Eads[CO] on transition-metal surfaces.122 Based on the
scaling relationship, the complete free energy profile can be
depicted by considering the adsorption energy of one (or a few)
intermediate(s) on the same adsorption site. From these
adsorption energies, the activity and selectivity can be
inferred.123–125 The linear scaling relationship can be explained
through the bond order conservation theory.126–128

The BEP relationship establishes a connection between the
activation energy (energy of the transition state) and reaction
enthalpy (the enthalpy change in an elementary reaction). It
states that these two quantities are proportional to each other.
This idea was first demonstrated by Evans and Polanyi in 1937,
who showed that an increase of reaction enthalpy causes a
decrease in activation energy in classic molecular reactions.131

After that, Michaelides et al. found that the linear relationship
between activation energy change and enthalpy change was
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also established well for heterogeneous catalysts for the ele-
mentary reaction.132 Since surface redox reactions usually
involve multiple steps, Cheng and Hu conducted a study
demonstrating that multistep surface redox reactions can be
effectively simplified as one-step adsorption or desorption
processes.133 As a result, the adsorption energy of the reaction
species can be considered as the descriptor for catalyst
screening. Based on these scaling relationships, the reacti-
vity of catalysts (e.g., the exchange current density, or over-
potential) shows a volcano relationship with the energetic
descriptor.134,135

Both scaling relationships have been examined in carbon-
based SACs for various reactions. For example, in SACs on N-
doped graphene and C2N, the scaling relationship was estab-
lished between the intermediates of ORR where DEads between
*OH and *O exhibited a slope close to 2, and *OH and *OOH
showed slopes close to 1.60,136–138 For CO2 RR, a linear relation-
ship with a slope close to 1 was observed between the adsorp-
tion energy of *CO and *COOH or *CHO on a single metal site
with C-, N-, or B-doped graphene and C2N (Fig. 2(a)).59,83,129 For
NRR, a scaling relationship was established between the
adsorption energy of N2H* and NH2 with a slope close to
0.8139–141 on metal (M) in single porphyrin sites and N-doped
graphene (M = Cr, Mn, Fe, Co). The BEP relationship was also
examined for SACs in carbon-based materials. For example, to
examine the activation energy for the transition state in ORR
reaction, Wang et al. investigated the BEP relationship on
zigzag, armchair, and basal plane of graphene and graphene
oxide. A clear linear relationship was observed between the
energy of the transition state and the chemisorption energy of
the O atom with different functional groups.142 Similar results
were also observed in carbon-based SAC systems. Choi et al.
studied 13 transition metals coordinated with N and C in
graphene (denoted as M@NxCy) for C–H bond activation. The

linear relationship between the activation energy and H*
adsorption energy was fitted as Ea = 0.79E(H*) + 2.07 for all
metal and coordination environments (Fig. 2(b)).130

With the scaling relationships demonstrated for metal–
carbon materials, the parameters that tune the adsorption
energies of the key species can be used to screen new catalysts
or catalytic sites that provide the best reactivity. However, it
should be noted that the scaling relationships only apply to
adsorbates that are adsorbed on the same site through the
same type of atom that forms the chemical bonds with the site.
Therefore, the application of linear relationships for catalyst
design should be complemented by a thorough identification
of active sites.143 Compared to transition metal catalysts, the
active sites in metal–carbon materials exhibit greater diversity.
The scaling relationship, as a consequence, can be modified if
different adsorption sites are introduced.91,144,145 For example,
both metal and non-metal as adsorption sites were observed in
M@N4C4 moieties (M = Fe, Co, Ni) for ORR. *O and *OH were
found to preferentially adsorb on the carbon site, while *OOH
favored the metal site, circumventing the scaling relationship
between their adsorption energies.14 Similar strategies have
also been used for NRR and CO2 RR on the C3N monolayer
and PC6.139,144,146

3.2 High-throughput screening of metal-centered active sites
with binding energies

One of the applications of the scaling relationships is virtual
high-throughput screening (VHTS). The VHTS can rapidly
screen and evaluate a large number of materials and active
sites, and thus the process of catalyst discovery and optimiza-
tion can be accelerated. In metal–carbon materials, both metal
and carbon substrates can be tuned through various strategies.
For instance, optimizing the activity can be achieved by using

Fig. 2 (a) Scaling relationship between the adsorption energy of *CO and *COOH. Reprinted with permission from ref. 129. Copyright 2021 Royal
Society of Chemistry. (b) The scaled relationship between the activation energy and adsorption energy of H atom (BEP relationship) was examined on
single-atom catalysts. Reprinted with permission from ref. 130. Copyright 2021 Royal Society of Chemistry.
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different metals,100,136 different host materials,147 and different
coordination environments.55,56,65,66,68

Such flexibility in metal–carbon electrocatalysts was probed
by Guo et al. They screened a total of 210 carbon-based SACs for
ORR110 by exploring 30 different transition metals in combi-
nation with various coordination and substrate materials,
including defective graphene, N-doped graphene, and phthalo-
cyanine (Pc). Among them, 31 SACs have the potential to break
the scaling relationship, and high activity and selectivity can be
achieved towards hydroperoxide by screening the adsorption
energy of O* (Fig. 3(a) and (b)). In their study, 7 SACs showed
higher activity and selectivity than the benchmark PtHg4 in
acidic media. Zn@Pc–N4 was recognized as the best catalyst
with a small overpotential of 0.15 V, which was supported by
experiments.148 In NRR, multi-step screening strategies have
been used to search for the optimized catalysts.139,149,150 Ling
et al. screened 540 SACs in nitrogen-doped graphene by varying
metal coordinated atoms and single metal species. They found
that W1C3 site exhibited the most outstanding performance
with an extremely low onset potential of 0.25 V.150 In contrast,
fewer VHTS have been applied for CO2RR.100,144 Guo et al.
explored 72 candidates of 12 metals with 6 different coordina-
tion environments. By screening the DEads of *CO, *COOH and
competing adsorption of *H, they found that Fe–N4, Ni–N4, Cu–
N4, Pd–N4, and Pd–N4 are the most selective sites for CO2RR
against HER.

In addition to the energetic screening for the adsorbents,
stability has also been considered in the screening
process.68,100,110 In a previous example,110 before screening
the adsorption energy of O*, the structures were first screened
regarding the thermodynamic and electrochemical stability.
The criterion for stability was Udiss 4 0 and DEf o 0 as we
explained in Section 2.2.2. Based on the examination of stabi-
lity, the substrates such as BN, Pc–N4, and Py–N4 are found to
be good supports to host metal atoms. In terms of metal
species, transition metals from group 8–12 are more likely to
be stabilized under reaction conditions. In total, 146 SACs out
of 210 were screened out (Fig. 3c), and Zn@Pc–N4 is verified as
the best candidate for both stability and high activity for 2-
electron ORR. As a support, these active moieties also have
been synthesized successfully including Ni–N4–C, Fe–N4–C, and
Co–N4–C.14

VHTS is a powerful tool that greatly reduces the effort
required for conducting experiments. This approach enables
the exploration of various tuning parameters simultaneously.
However, performing a large number of DFT calculations is still
computationally expensive. Machine learning-assisted high-
throughput screening can be further leveraged to accelerate
the VHTS.

3.3 Machine learning for adsorption energies

As discussed, the energetic descriptor such as DEads can be
used as the property in VHST to screen new catalysts; however,
calculating the energetic property from DFT to explore the vast
design space is time-consuming. A surrogate model based on
machine learning methods provides a faster way to predict

DEads.
151 The properties that machine learning model get

trained to predict adsorption energy are known as features.

Fig. 3 (a) Schematic illustration of screened metal atoms with their most
stable bulk structure and all considered substrates. (b) The O* adsorption
energy screening of metal from group 3–15 on Pc–N4 configuration.
Squares, circles, and triangles represent Al, 3d transition metal, 4d transi-
tion metal, and 5d transition metal, respectively. (c) The stability screen for
metal on Pc–N4 configuration. Reprinted with permission from ref. 110.
Copyright 2019 American Society of Chemistry.
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By selecting key features, machine learning models can not
only predict accurate DEads but also provide insights into the
underlying mechanisms and design principles. In SACs, several
machine learning models have been explored, including deep
neural network (DNN),152 random forest regression (RFR),60,153

support vector machine (SVM),154 gradient boosted regression
(GBR)68,155,156 and sure-independence screening and sparsify-
ing operator (SISSO).157,158 The training data for these models
range from ten to thousands. For example, Kaspe et al. com-
bined DFT simulations and machine learning models to predict
the DEads of *OH in carbon-based materials for ORR.154 They
explored 2500 sites in 0D (graphene flakes), 1D (graphene
nanoribbons), and 2D (graphene) doped with S, P, SO2 and
PO2, and applied six machine learning models with 13 electro-
nic and structural features. The SVM achieved the best perfor-
mance in testing, with an R2 coefficient of determination of
0.87, followed by multiple linear regressor (R2 = 0.84), K-nearest
neighbor (KNN) (R2 = 0.84), RFR (R2 = 0.83), Extreme Gradient
Boosting Regressor (R2 = 0.79), and Decision Tree Regressor
(R2 = 0.78). Fischer et al. studied 1700 transition metals doped
in defective N-doped graphene by varying the metal species, the
number of dopants, and the number of vacancies for the
adsorption energies of O and H adsorbate species. The best
performance was given by the RFR model with MAE = 0.31 eV
for testing in predicting the DEads of *O compared to SVM with
MAE = 0.32 eV. Umer et al. screened 364 SACs by anchoring 3d–
5d single metal atoms on various substrates. A combined DFT-
machine learning framework found that mono- or dual-type

non-metal (B, N, and P) doping in g-C3N4, two-dimensional p-
conjugated polymer, graphene and hexagonal boron nitride can
substantially improve HER activity and stability. For predicting
the adsorption energy for H*, Light Gradient Boosting Machine
(LGBM), Histogram-based Gradient Boosting Regressor
(HGBR), Extremely Randomized Trees (ERT), Gradient Boosting
(GB), Bagging, XGBoost regressor (XGBR), RFR and AdaBoost
regressor (ABR) are used. The top three performances are given
by LGBR with RMSE = 0.20 eV, HGBR with RMSE = 0.24 eV and
ERT with RMSE = 0.26 eV (Fig. 4(a)).

Besides predicting DEads, machine learning models have
also been used to reveal the structure–property–performance
relationship where there are multiple properties that could
influence the catalytic performance. For instance, Zhu
et al.155 employed DFT and machine learning to study ORR
on dual-metal site catalysts (DMSCs) in the carbon substrate
and provide a comprehensive depiction of the relationship
between intrinsic properties of these catalysts and their cataly-
tic activity. They found that electron affinity, van der Waals
radius, and electronegativity of two metal sites are important
properties related to the adsorption energy of OH*. In another
example, Deng et al. employed a DFT-machine learning study to
understand the origin of the activity of bi-atom catalysts on N-
doped graphene for ORR. They considered 20 electronic and
geometric features in an RFR model, and the ranking of feature
importance directly translated from the weight of each feature.
Two dominant features, M–M (distance of two metals) and M–N
(average distance between the metal and coordinated N atoms),

Fig. 4 (a) Machine learning model performance for predicting the adsorption energy of H* on 2D carbon materials. (b) Schematic illustration of the bi-
metal site on graphene. (c) Mean impact value (MIV) employed for considering feature importance. Reprinted with permission from ref. 159. Copyright
2022 Royal Society of Chemistry.
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are identified. This indicates the ineligible role of local geometry
in the ORR activity.153 Zafari et al. performed high-throughput
screening among B-doped graphene SACs by using machine
learning methods for NRR. They employed principal component
analysis (PCA) to reduce the number of features before determin-
ing the feature importance by the weight of the mean decrease in
accuracy (MDA) obtained from a DNN. The results of the MDA
analysis showed that the three most important features in deter-
mining the DEads of intermediates were metal coordination
number, atomic radius of the metal, and fraction of boron among
coordination atoms. It suggested that both geometric and electro-
nic features show a significant impact on DEads.

152

To summarize, the machine learning models have been
employed to predict DEads to screen and discover promising
catalysts, and the key properties can be identified to unravel the
structure–performance relationship. Such data-driven strate-
gies can screen out optimal catalysts that satisfy certain criteria
at a large scale, greatly promoting the rational design of
catalysts.

3.4 Identified descriptors

The selected features, which impact DEads, serve not only to
comprehend the catalysts but also to predict their catalytic
performance. These selected features, also known as descrip-
tors, play a crucial role in this regard. Significant research
efforts have been dedicated to identifying descriptors that
exhibit a correlation with catalytic performance. In the follow-
ing, we summarize the proposed descriptors for carbon-based
electrocatalysts.

3.4.1 Physical-based descriptors. Some of the proposed
descriptors are based on a combination of fundamental physi-
cal principles and chemical intuitions. Sabatier’s principle, for
instance, provides valuable guidance by stating that the bind-
ing energy of reaction intermediates on a catalyst’s surface
must be neither too strong nor too weak for optimal activity.
However, calculating all molecular binding energies from
ab initio can be expensive. To overcome this problem, descrip-
tors are often considered. One of these descriptors is the
Newns–Anderson model,160 which establishes a connection
between the binding energy on transition metal surfaces and
the energy of the electronic d-band states relative to the Fermi
level. This model offers a physics-based electronic structure
characteristic that correlates with the binding energy, known as
the d-band model, providing a useful tool to understand
catalytic activity. An overview of the d-band model and beyond
it for the rational design of electrocatalysts can be found in ref.
161. Following chemical intuition, it has been found that the
binding energies of single O and C atoms are proportional to
the binding energies of molecular species that coordinate with
O or C atoms on the catalyst surface. This finding offers simple
scaling relationships162 that can be utilized to estimate binding
energies. In addition to these simple descriptors, more
advanced descriptors have been proposed that push the bound-
aries of catalyst characterization and design. For example,
based on the relationship between the charge transfer of the
transition metal and the adsorption energy of OH (DEads[OH*]),

Niu et al.163 explored transition metals in g-C3N4. Based on their
studies, they established a new descriptor f for predicting ORR
activities as the multiplication of the number of electrons in the d
orbital (yd) and the electronegativity of the transition metal (ETM) as
f = yd� ETM. By plotting DEads[OH*] vs. f, a strong correlation with
R2 = 0.90 was shown which indicates that the adsorption strength of
OH and other intermediates can be evaluated through this descrip-
tor due to the scaling relationship. To predict DEads of small
molecules on different substrates, Gao et al.164 introduced a descrip-
tor that is based on the electronic properties as Eads = k(Sv

2/wb) + b,
where Sv is the number of valence electrons in both d and s orbitals,
w is the electronegativity of the transition metal and b is an index
determined by the role of d- and s-orbitals in valence descriptions
and electronegativity. In addition to electronic properties, it has been
shown that geometric properties, such as bond length, bond angle,
and coordination number, could be used as descriptors for DEads.
For example, to predict the DEads of *OH and *OOH for ORR activity
on N- and B-doped carbon nanotubes, the pyramidalization angle
(yp) has been used as a geometric descriptor.165

3.4.2 Fitting-based descriptors. Moving beyond physical-
based descriptors, another approach to obtaining descriptors
involves fitting-based methods. In this approach, the descriptor
toward target property is fitted by a set of intrinsic properties.
For instance, Xu et al.166 proposed a universal descriptor, f,
based on the intrinsic properties of the active center to predict
the ORR/OER/HER activity through DEads in N-doped defective

graphene-based SACs. The descriptor is formulated as f ¼ yd �

EM þ a� ðnN � EN þ nC � ECÞ
EO=H

which combines the valence

electrons in the occupied d orbital of the metal atom (yd) with
the electronegativities of the metal (EM), nitrogen (EN), carbon
(EC), oxygen (EO), and hydrogen (EH) atoms, as well as the
number of nearest-neighbor nitrogen (nN) and carbon (nC)
atoms. The proposed descriptor could successfully predict the
activity order of previously reported experimental SACs on
graphene, and it can be used to search for the optimal active
centers for different reactions (guiding the synthesis of SACs
that outperform precious-metal-based catalysts). It was also
found that the descriptor f shows a linear relationship when
plotted against the DG of OH* and H* and fitted through linear
regression: DG[OH*] = 0.11f � 2.48, DG[H*] = �0.77f + 1.27
when f o 27 or DG[H*] = 0.04f � 1.43 when f 4 27. As
another example, Wang et al.114 demonstrated that descriptors
combining electronic and geometric properties can effectively
screen electrocatalysts for CO2 RR. The proposed descriptor

takes the form f ¼
VM XM

QN
L¼1

1

d
XL

� �� �1=ðNþ1Þ

XC=O

, which incorpo-

rates the number of d electrons of a metal atom (VM), the
electronegativity of the metal atom (XM), its nearest atom (XL),
adsorbate C (XC) or O (XO) atom connected to the metal atom,
and the bond length between the metal atom and its nearest
neighbor atom (d). This descriptor accurately describes the
DEads[*CHO] for CO2 RR on M–N4–C SACs, as determined in
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a previous study. Additionally, a linear relationship was suc-
cessfully established between DEads[*CHO] and f with R2 =
0.70. Zhang167 studied bimetallic 2D MOFs for CO2 RR and
proposed the descriptor f = (4 �VM1

� (EM1
+ EN/O)/EN/O + VM2

�
(EM2

+ EN/O)/EN/O) � LM1–N/O, where E, V, and L represent
electronegativity, the number of valence electrons, and bond
length, respectively. By using this descriptor, they proposed
CoPc–Zn–O and CoPc–Co–O as favorable catalysts.

3.4.3 ML-based descriptors. Advancements in machine
learning have enabled the development of descriptors that
go beyond relying only on physical intuition. Instead, these
descriptors are generated through data-driven approaches by
applying machine learning algorithms. These data-driven
descriptors offer more straightforward alternatives as they
do not require a deep understanding of the underlying
physical/chemical processes. They automatically learn rela-
tionships from data to make predictions or classifications.
Also, machine learning-based descriptors can incorporate all
possible features in feature space, enabling direct descriptor
construction from important features identified by the
trained model. For example, Fung et al.157 applied SISSO
for 10 input features and a highly accurate expression for
adsorption free energy DG[H*] was formulated as DG[H*] =
�1.032 � (ed/q) + 13.424 � (1/rcov) + 1.726 � (ed � EN) �
0.045 � docc

2 � 9.241, where EN is electronegativity, ed is the
d-states center, rcov is the covalent radius, q is the Bader
charge and docc is d electron occupancy. This linear regres-
sion model gives a training RMSE of 0.306 eV and a test error
of 0.366 eV on N-doped graphene SACs. Similarly, Zhu
et al.155 utilized a gradient-boosting regression model to
build a descriptor for ORR on a dual-metal site catalyst.
According to their machine learning models, they proposed
the free energy of OH adsorption can be predicted

by DG½OH�� ¼ 0:69þ 0:00029
ffiffiffiffiffiffiffiffiffi
EA1

p
þ 0:15EA1 � 0:067

ffiffiffiffiffiffiffiffiffi
EA2

p
þ0:0076EA2 � 0:012ðR1 þ R2Þ � 1:19jP1 � P2j2, where EA is

the electron affinity of metal 1 (EA1) and metal 2 (EA2); (R1+
R2) is the summation of vDW radius of two metal centers; and
(P1 � P2) is the difference of Pauling electronegativity of two
metal atoms. They also show that as more features are
included in the descriptor expression, the RMSE can be
improved from 0.395 to 0.283 for DG[*OH] prediction. We
summarized the descriptors for carbon-based catalysts under
these three catagories in Table 1.

Based on the reported descriptors, electronegativity and the
number of d electrons are recognized as the top important
electronic features while bond length between metal and
nearest neighbor atoms is reported as the most important
geometric feature. So, the mentioned approaches provide con-
sistent results. However, it is important to remember that each
approach has its own strengths and weaknesses. For instance,
identifying a physics-based descriptor can be challenging for
systems that are not well-understood and there is no prior
knowledge of the underlying physical principles. On the other
hand, machine learning-based descriptors are limited by the
quality and quantity of the training data, as well as the difficulty
to interpret the underlying physical relationships and mechan-
isms. It is worth noting that the approaches can complement
each other, leading to more accurate and reliable predictions in
the physical chemistry field as well as improving interpretabil-
ity. On the other hand, there are some disadvantages to
combining the approaches, such as creating more complex
models that are harder to understand and interpret.

4 Catalytic activity beyond binding
energy

Electrocatalytic processes occur in aqueous solutions; hence,
there are more complex interactions and other physical para-
meters involved in the actual reaction that have not been fully
considered. Besides, in metal–carbon systems, the spin and

Table 1 A summary of reported descriptors (f) for carbon-based catalysts for various reactions to predict adsorption (free) energies and catalytic
activity. CNT stands for carbon nanotube

Category f Property System Reaction Ref.

Physical-based d-Band center DEads p d-band 160
yd � ETM DEads[OH*] g-C3N4 ORR 163
k(Sv

2/wb) + b DEads Various substrates CO2 RR, NRR,
ORR

164

yp DEads[OH*],
DEads[OOH*]

N-Doped CNT,
B-doped CNT

ORR 165

Fitting-based
yd �

EM þ a� ðnN � EN þ nC � ECÞ
EO=H

Activity, DG[OH*],
DG[H*]

N-Doped gra-
phene SACs

ORR, OER,
HER

166

VM XM

QN
L¼1

1

d
XL

� �� �1=ðNþ1Þ

XC=O

DEads[*CHO] M–N4–C CO2RR 114

(4 �VM1
� (EM1

+ EN/O)/EN/O + VM2
� (EM2

+ EN/O)/EN/O) �LM1�N/O Catalytic activity Bimetallic 2D
MOFs

CO2RR 167

Machine learning-
based

�1.032 � (ed/q) + 13.424 � (1/rcov) + 1.726 � (ed � EN) � 0.045 �
docc

2 � 9.241
DG[H*] N-Doped gra-

phene SACs
HER 157

0:69þ 0:00029
ffiffiffiffiffiffiffiffiffi
EA1

p
þ 0:15EA1 � 0:067

ffiffiffiffiffiffiffiffiffi
EA2

p
þ 0:0076EA2

� 0:012 R1 þ R2ð Þ � 1:19jP1 � P2j2

DG[OH*] Dual-metal
catalysts

ORR 155
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oxidation states are usually neglected. This section highlights
the importance of accounting for both the solvent effect, which
governs the interaction between the electrolyte and the electro-
catalyst surface, and the spin state-induced extra electron
transfer to improve the accuracy of binding energy predictions.

4.1 Solvation effects

There is direct interaction of solvent molecules with substrates,
catalysts, products, intermediates, and transition states.
These interactions can profoundly influence electrocatalysis;
the solvent not only influences the solubility and transport of
reactant molecules,168 but also interacts with intermediates
and catalytic sites;169,170 thus the reaction mechanisms
can differ from the gas phase simulations and include the
solvent effects, which further influences the reaction rate and
selectivity.171–173 For example, the adsorption energy of a flat
molecule on a clean Pt surface in the gas phase vs. solvent is
different,169 and different solvent coverage can alter the
kinetics.174 Those observations are also proved to be true in
SACs. Wang et al. experimentally studied the solvent effect on
N-doped graphene cobalt single-atom by altering the water/
ethanol ratio.175 After adding 30% water to the ethanol solvent,
the activity increased from 43.2 to 76.8 h�1, and the aniline
selectivity increased from 62.8 to 99.1% for efficient hydroge-
nation of nitroarenes. Through further DFT study, the introdu-
cing of water weakened the binding between nitrobenzene and
Co–N4 which benefits the desorption of aniline from the sur-
face. Cao et al. studied Mn–N4/C SAC by using ab initio MD
simulation and DFT calculations to investigate the influence of
the solvation effect on the mechanisms of ORR by using explicit
water molecules.176 Fig. 5 illustrates the surface models in the
gas phase and liquid phase used in this study, as well as the
free-energy pathways. They found that the solvent environment
promotes the charge transfer from the substrate to O2, which
leads to a dissociative pathway to rupture the O–O bond before
protonation. In addition, water molecules could also increase
the reactivity of the protonation step for *O and *OH by

elongating the Mn–O bond through a hydrogen bond.177 As
the last example,178 Dub and Gordon considered metal–ligand
bifunctional catalysts. They showed that when eight explicit
water molecules are further added to the simulation, the first
step (hydride transfer) proceeds similarly, but the relative
activation barrier lowers by B5 kcal mol�1. They also found
that in the second step of the reaction (proton transfer), the
source of the proton is not C–H functionality, but the solvent.
Their conclusions show that the inclusion of solvent effects
changes both the reaction mechanism and the actual role of the
ligand. Thus, to give an accurate reaction mechanisms, the
roles of the solvent molecules must be considered in computa-
tional modeling.

Recent articles give an overview of various theoretical
approaches that have been proposed to tackle solvation
effects.179–181 These approaches include the solvation effects
within implicit (or continuum), hybrid implicit/explicit (cluster/
continuum) or explicit approaches. In the following, we briefly
introduce these three main ways to include the solvent effects
in quantum mechanical calculations.

Nowadays, most of the DFT in catalysis consider the solvent
by continuum models. This methodology has proven to be highly
successful in treating the solvent effects. The simplest approxi-
mation of the solvent effect is the implicit solvent models. In
implicit solvent models, also known as the continuum models,
the solvent is treated as a homogeneous medium, described by
the dielectric constant e. In this way, the ‘‘ad hoc’’ solvation
correction is directly added to the Gibbs free energy of adsorption
calculated in vacuum.94,182 The solvation-free energy can be
calculated using various continuum solvation models, such
as the polarizable continuum models (PCM)183,184 and the
conductor-like screening models (COSMO).185,186 These methods
are computationally efficient as they avoid sampling over solvent
degree of freedom. However, it does not provide an accurate
model when solvent molecules directly participate in the reaction.
More examples of the success and limitations of continuum
solvent models can be found in ref. 187.

Fig. 5 The surface models of MnN4–graphene in the (a) gas-phase (GP) and (b) liquid-phase (LP) model. The Mn, C, N, O, and H atoms are represented
in purple, gray, blue, red, and white, respectively. Predicted free-energy pathways for ORR under different electrode potentials at pH = 0. (c) U = 0 V.
(d) U = 1.23 V for both GP and LP models, U = 0.35 V for the GP model, and U = 0.56 V for the LP model. Reprinted with permission from ref. 176.
Copyright 2020 American Chemical Society.
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The interaction between the electrolyte and the charged
surface of the electrode can also be included in the implicit
solvation model, for example, based on either the Poisson–
Boltzmann (PB) electrostatic or generalized Born (GB)
model.188–191 PB models take into account the solvent and
solute charges, as well as the dielectric properties of the solvent
and solute. They use the PB equation to calculate the electro-
static potential, which is then used to estimate the solvation
free energy. GB models, on the other hand, approximate the
model solvent as a continuous structureless medium with a
uniform and certain dielectric constant to reduce the total
degree of freedom of a system but ignore the potential electro-
static interaction with intermediates.188–191 They use the Born
equation to calculate the solvation free energy which is based
on the surface area and volume of the solute, as well as the
difference in dielectric constants between the solute and sol-
vent. Both PB and GB models are based on simplifying assump-
tions and approximations, which can limit their accuracy; e.g.,
it is highly possible to underestimate the water–adsorbate
interaction. Besides, in large-scale simulations, the solution
of the complex mathematical equations is computationally
expensive. These methods are computationally efficient as they
avoid sampling over the solvent molecules. However, since the
solvent effect is averaged, it limits the model’s accuracy if the
solvent molecules play a direct role in the reaction. The limita-
tion can be overcome by including a selected number of explicit
solvent molecules in the atomistic calculations which is the
basis of the cluster-continuum approach.192 The theoretical
framework used for treating the explicit solvent molecules is
the same as the rest of the catalytic system, i.e. the explicit
solvent molecules are included in quantum mechanics simula-
tions together with the catalysts. The implicit continuum
solvation is then incorporated to account for long-range elec-
trostatic effects. This combination results in hybrid implicit–
explicit solvation schemes which have been discussed in detail
by Pliego et al.193 Although it is a cost-effective approach, it is
difficult to define the number and the location of the explicit
solvent molecules.

A realistic description of the solvent in which catalytic
reactions occur is the full inclusion of explicit solvent mole-
cules in the model as individual particles. Then, the computa-
tional models can simulate the dynamics of the system which
could be done for instance by ab initio MD simulations and
kinetic Monte Carlo simulations, which have been developed,
improved, and employed by many groups.194–197 During the
simulation, each of the individual particle interacts with the
solute molecule through intermolecular forces such as van der
Waals and electrostatic interactions. Thus, the calculations are
computationally expensive. So far, the widely accepted way to
study the solvent effect on interactive interfaces is employing ab
initio MD simulation to treat solvent molecules explicitly while
maintaining the accuracy of interatomic force.198 This method
allows for thermodynamic and dynamic equilibrium under
certain temperatures, with empirically applied force fields.
Quantum mechanics/molecular mechanics (QM/MM) has also
been proved to be an accurate and affordable strategy for

studying electrocatalytic reactions.199 The impact of the solvent
effect on the energy profile can be clearly computed. However,
most studies on electrolytes and catalyst surfaces have focused
on metal and metal oxide surfaces, and the exploration of SACs
still has not been fully understood.

4.2 Spin and charge transfer effects

In electrocatalysis, besides solvent effects, another critical issue
that is often neglected in metal–carbon systems is the oxidation
and spin states of the active site, which is usually the metal. In
the following three paragraphs, we briefly summarize some
literature searches that consider only oxidation states, spin
states, and both.

Some studies focus solely on the role of oxidation states. For
instance, experimental and theoretical investigations on Fe–N–
C SACs for CO2 RR reveal that Fe active sites maintaining +3
oxidation state during electrocatalysis exhibit superior activity
for CO2-to-CO conversion.200,201 Operando X-ray absorption
spectroscopy by Gu et al.201 revealed that the active sites on
Fe–N–C are Fe3+ ions, coordinated to pyrrolic nitrogen atoms of
the N-doped carbon support, that maintains their +3 oxidation
state during electrocatalysis, probably through electronic cou-
pling to the conductive carbon support. Electrochemical data in
this study suggest that the Fe3+ sites derive their superior
activity from faster CO2 adsorption and weaker CO absorption
than that of conventional Fe2+ sites.

Detailed analysis of FeN4 and FeN5 in Fe–N–C reveals that
the Bader charge of Fe in the FeN5 system (+1.19 e) is higher
than that of Fe in FeN4 (+0.98 e), resulting in improving CO2 RR
on FeN5 systems.200 A recent study considered the dynamics of
the oxidation state of the Fe SAC in Nafion coated functiona-
lized multi-wall carbon nanotubes (Fe-n-f-CNTs). According to
this experimental-theory study, the dynamics of the oxidation
state may occur by structural deformation of the Fe–(O)3

configuration, which modifies the coordination configuration
due to the absorption of hydrogen and CO intermediates on
probable active sites of Fe-n-f-CNTs.202 This study also shows
that, according to the Bader charge analysis obtained from DFT
calculations for different configurations of Fe in the Fe SACs in
Fe-n-f-CNTs, the Bader charge state of the Fe atom is consistent
with experimental results.

Some studies consider only the role of different spin states
and demonstrate how these states alter the reaction pathway of
catalytic reactions.104,203–206 For example, spectroscopic studies
of Fe–N–C systems consider two distinct moieties, namely high-
spin FeN4C12 and low/intermediate-spin FeN4C10.104 The
results show that both sites initially contribute to the ORR
activity but only the low/intermediate-spin moiety substantially
contributes after 50 hours of operation. This experimental
evidence motivated the examination of oxidation and spin
states in computational catalysis. For example, DFT studies
on the (salen)Mn(III)-catalyzed epoxidation reaction mechanism
reveal that competing channels have different spin states.203

DFT results on M–N4–C (M = Mn, Fe, and Co) systems for ORR
show that Mn–N4 and Fe–N4 centers in graphene exhibit the
lowest O2 dissociation energies across three spin channels,
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while for Co–N4 they find two spin channels require the same
dissociation energy.204 Additionally, a study on Fe–N–C systems
for ORR indicates that the change of electronic spin moments
of Fe and O2 due to molecular-catalyst adsorption scales with
the amount of electron transfer from Fe to O2, as shown in
Fig. 6, promoting the catalytic activity of C2N–Fe for driving
ORR.206 Based on the relationship between catalytic activity and
spin moment variation, they suggested that the electronic spin
moment could be a promising catalytic descriptor for Fe SACs.

Some studies consider the effect of both oxidation and spin
states in the catalysts.207,208 For example, an experimental study
on Fe–N–C for selective oxidation of C–H bonds provides
evidence that among different FeNx (x = 4–6), the medium-
spin Fe(III)N5 affords the highest turnover frequency (6455 h�1),
and is at least 1 order of magnitude more active than the high-
spin and low-spin Fe(III)N6 structures and 3 times more active
than the Fe(II)N4 structure, although its relative concentration
in the catalysts is much lower than that of the Fe(III)N6

structures.205 Yang et al.207 investigated dual-metal atomically
dispersed Fe, Mn/N–C catalysts and found that the O2

reduction preferentially takes place on Fe(III) in the FeN4/C
system with the intermediate spin state which possesses one eg

electron (t2g4eg1) readily penetrating the antibonding p-orbital
of oxygen. Both magnetic measurements and the theoretical
calculation reveal that the adjacent atomically dispersed Mn–N
moieties can effectively activate the FeIII sites by both spin-
state transition and electronic modulation, rendering the excel-
lent ORR performances of Fe,Mn/N–C in both alkaline and
acidic media. Gong et al.208 developed a facile strategy to
manipulate the cobalt spin state over COF-367-Co by changing
the oxidation state of Co, resulting in the regulation of the
photocatalytic performance for CO2RR and enhanced selectivity
to HCOOH. According to their DFT calculations and experi-
mental results, Co(II) and Co(III) are embedded in COF-367 with

s ¼ 1

2
and 0 spin ground states, respectively.

In electrocatalysis, the transfer of electrons and protons
between the electrode, catalyst, and reactants is important.
Proton transfer is often coupled with electron transfer in a
process known as proton-coupled electron transfer (PCET),
which can modulate the pathway that the reactants follow.
Therefore, this coupled motion of electrons and protons plays a
critical role in a wide range of electrochemical processes such
as CO2RR, ORR, and N2RR in carbon and carbon–metal
systems.134,209–214 Fig. 7 provides a representative example
demonstrating how electron transfer (ET), proton transfer
(PT) and PCET affect the reaction mechanism during the
four-electron ORR on nitridated carbon (NC) catalysts. Gener-
ally, PCET describes the mechanism of electron and proton
transfer from atom to atom, which is also important for catalyst
design. As described in Section 2.2, CHE predicts the thermo-
dynamics properties of electrochemical reactions. Thus, PCET
reactions can be evaluated using CHE which uses gas phase H2

formed from H+ and e� as a reference reaction. This intrinsi-
cally connects the PCET step to the standard hydrogen elec-
trode (SHE) scale. To understand PCET at interfaces, where
there are spatially inhomogeneous internal electric fields and
electrostatic potentials within the active site, we need modeling
strategies to explore PCET thermodynamics and further
develop molecular active sites. Recent works have attempted
to provide atomic-scale insight into interfacial PCET reactions,
which are key steps in catalyst design. For instance, Hammes-
Schiffer et al.215 provide a first-principles modeling strategy
based on DFT calculations. They illustrated that investigating
the interfacial PCET at graphite-conjugated catalysts (GCC)
bearing organic acid moieties explains the absence of a cyclic
voltammetry peak. This combined theoretical-experimental
study not only demonstrates the critical role of continuous
conjugation and strong electronic coupling between the GCC
acid sites and the graphite in enabling PCET at acid cites, but
also emphasizes the importance of understanding the connec-
tion between the atomic structure of the surfaces and the

Fig. 6 The potential energy profiles for the O2 dissociation pathway calculated for two systems: (a) C2N–Fe(II) with spin states S = 2, 1, and 0, and (b)
C2N–Fe(III) with spin states S = 5/2, 3/2, and 1/2. The relative energies represented in the profiles correspond to Gibbs free energies, with the energies of
the spin ground states set as a reference point at 0 eV. Reprinted with permission from ref. 206. Copyright 2021 American Chemical Society.
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interfacial electrostatic potentials and fields that govern PCET
thermochemistry. Furthermore, the study of these GCC cata-
lysts in the presence of defects, such as heteroatom dopants in
the graphitic surface, reveals that the lowest unoccupied elec-
tronic states can serve as a descriptor for changes in PCET
thermodynamics.216 Such studies highlight the need to con-
sider PCET mechanisms in the computational screening
of SACs.

The above-mentioned case studies provide evidence that
oxidation states, spin states, and interfacial PCET are critical
issues that cannot be ignored in catalyst design. However,
providing computationally accurate results for such properties
is challenging. For instance, it has been shown that the choice
of DFT exchange–correlation functional can highly affect the
binding energy of CO on TM atoms embedded on nitrogen-
doped graphene.217 Similarly, the absolute value of the spin
magnetic moment of Fe, the spin magnetic moment of *O2

(M*O2), and the d-band center gap of spin states can also be
affected.218 For the (salen)Mn(III)-catalyzed epoxidation reac-
tion mechanism, Abachkin et al. clearly showed how the choice
of DFT functional and model can dramatically change the
results.203 Hence, these challenges can generally be addressed
for specific systems with careful treatment of each effect.
Nevertheless, the solution is still computationally expensive
and not feasible for widely applying in large structural space
search.

5 Perspectives and future
opportunities

In Section 2.1, we have summarized the computational work on
single atom and multiple metal sites in carbon-based materials,
covering the exploration of coordination configurations, carbon

substrate structures, alternative dopants, and their influences
on catalytic activity and stability. However, to find an optimal
M–Xx (X = N, P, S, B, etc.) moiety that possesses high activity,
selectivity and stability remains demanding and not straight-
forward, particularly in the exploration of moieties in different
graphitic carbon structures to host M–X sites. Additionally, the
curvature of the carbon substrates can also affect the properties
of the electrocatalysts. Unfortunately, most modeled structures
are primarily based on flat graphene substrates, with only a few
studies demonstrating the importance of the curvature effects.
For example, fullerenes which exhibit reactivity changes due to
their curvatures219 are rarely explored. In contrast, studies on
N-doped fullerenes indicate the potential of such structures as
cathode catalysts for hydrogen fuel cells,220 CO oxidation,221,222

and ORR.223 In light of the challenges encountered in the
exploration of optimal configurations for metal embedded in
carbon-based catalysts, there are compelling opportunities to
advance the field through the development of innovative com-
putational tools and collaborative initiatives. One such oppor-
tunity lies in the creation of automated virtual high-throughput
screening workflows that would be capable of swiftly exploring
the huge design space. The workflows that can automatically
generate diverse structures, efficiently perform DFT simula-
tions, and subsequently conduct data-driven assessments
would revolutionize the search for stable moieties that exhibit
enhanced catalytic stability and selectivity.

Furthermore, accurately describing the reactivity through
DFT simulations presents another significant challenge. A
benchmark from the comparison with experimental data to
assess the accuracy of different computational models is
needed. Also, modeling the catalysts under operando condi-
tions by considering the solvent effects, electrode potential, and
structural evolution during reactions increases both the com-
plexity of the model and the computational costs dramatically.
As a consequence, attaining high accuracy in virtual high-
throughput screening continues to be a persistent challenge.
One potential solution is to train an accurate machine learning
model to replace the computationally expensive DFT simula-
tions. The machine learning models are expected to be trained
based on the database that would be obtained from simula-
tions with high accuracy. The establishment of such database
plays a pivotal role in accelerating the research in the field. The
database could serve as a repository with valuable information
on structural, electronic and catalytic properties regarding the
metal embedded in carbon-based materials.

Overall, computational approaches such as DFT simulations
and data-driven models have been extensively leveraged in
discovering sustainable, cost-effective, and highly reactive elec-
trocatalysts derived from metal–carbon materials. However,
there is still a need for efficient and predictive machine
learning models. Training those models requires automated
virtual high-throughput screening tools as well as accessible
databases, which serve as crucial components in advancing
the field. In conclusion, the continued advancement and
integration of computational techniques, coupled with experi-
mental efforts, hold tremendous promise for accelerating the

Fig. 7 Representative possible elementary steps during four-electron
ORR (O2 + 4H+ + 4e� - 2H2O) on carbon-based electrocatalysts. Black
and blue balls represent carbon and nitrogen atoms, respectively. Rep-
rinted with permission from ref. 210. Copyright 2018 American Chemical
Society.
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development and optimization of metal sites in carbon-based
materials for electrocatalysis, propelling us closer to realizing
efficient and scalable energy technologies.
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