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Assessing reservoir performance for geologic
carbon sequestration in offshore saline reservoirs†

Lars Koehn, *a Brian W. Romans a and Ryan M. Pollyea ab

Carbon capture and storage (CCS) is a technological strategy to reduce CO2 emissions from

hydrocarbon-based energy production and non-energy industrial emitters, like fertilizer and cement

production. To expand the geographic opportunities for CCS, offshore geologic settings are increasingly

considered for saline CO2 storage, particularly where legacy oil and gas infrastructure may be

repurposed for CO2 transport and injection. In this context, the Gulf of Mexico (GoM), United States

(U.S.), may offer tremendous opportunity for CCS because the surrounding states are among the largest

CO2 producers in the U.S. and there has been extensive oil and gas development over the last half

century. Nevertheless, there remains significant uncertainty in how GoM reservoir/seal systems will

respond to industrial-scale CO2 injections, particularly in the context of meso-scale (1–10s of meters)

permeability variations that are difficult to identify prior to injection. Such permeability variations can

have significant impacts on CO2 migration and fluid pressure propagation, both of which govern the

overall effectiveness of the CCS project. This research uses ensemble simulation methods to quantify

the influence of spatially variable and a priori unknown permeability fields on CO2 plume development

and fluid pressure propagation when CO2 is injected at 1 MMt per year for ten years. Results show a

number of characteristic patterns that reveal the substantial influence of both near- and far-field perme-

ability on reservoir performance. By focusing on basin characteristics that are common among offshore

basins worldwide, results from this study suggest that offshore CCS may be a feasible carbon manage-

ment strategy in regions where offshore basins are proximal to industrial CO2 sources.

Introduction

Carbon capture and storage (CCS) is the process of capturing
point- or nonpoint-source CO2 and injecting it into deep
geologic reservoirs to prevent the CO2 from entering the atmo-
sphere. Potential reservoirs include porous and permeable
sedimentary rocks and fractured mafic rocks.1,2 Like hydrocar-
bon resources, a potential CO2 reservoir must have sufficient
porosity and permeability to store large amounts of CO2, as well
as a trap and seal system that prevents the buoyant CO2 from
leaking to the surface.3 Additionally, reservoirs should have
pressure–temperature conditions above the critical point for
CO2, 31.0 1C and 7.3 MPa, allowing CO2 to be transported and
injected at high density.3 During geologic storage, the CO2 is
initially contained by the structural and/or stratigraphic traps
in the geologic system and over longer time scales (100s to

1000s of years) a portion of the CO2 will dissolve into the pore
fluid and form carbonate minerals. Widespread adoption of
CCS technology in heavy-emitting industries has been proposed
to be an important component of decarbonization strategies
worldwide.4

In the United States (U.S.), the Gulf of Mexico (GoM) is one
of the most promising locations for offshore carbon sequestra-
tion as it holds a large potential storage volume and is located
near carbon emission sources, as well as existing energy infra-
structure. The Gulf of Mexico is a large sedimentary basin with
a long history of oil and gas production in the U.S.5 Many of the
same conditions that make the area suitable for hydrocarbon
extraction also make the area suitable for CO2 storage, including
several porous sedimentary units that are overlain by extensive
low permeability shale formations that may be considered seal-
ing units. Estimates for storage potential in U.S. Gulf of Mexico
Federal waters range from 490 to 6454 billion metric tonnes of
CO2.6 The low-end estimate is enough storage to potentially hold
100 years of annual CO2 emissions from the entire United
States.7 In addition to the large storage volume, there are
numerous large-scale CO2 producers near the Gulf of Mexico,
which could facilitate the creation of commercial CCS projects.
Moreover, Texas, Louisiana, and Florida rank first, second, and
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third, respectively, in CO2 emissions by state and the proximity
of numerous large CO2 emitters to the GoM would reduce
the cost of transport of CO2 for storage projects, potentially
increasing the economic viability of an offshore CO2 storage
hub.7 This source-sink compatibility is enhanced because
numerous energy companies already operate in the region.
These operators have extensive subsurface knowledge of the
region and operate platforms and wells that could potentially
be repurposed for CO2 injection, further reducing the cost of
implementation. Conversely, existing wells could also act as
conduits for CO2 leakage, thus increasing the importance of
risk assessment strategies that include data-rich modeling
and simulation analyses.8 Source-sink CCS compatibility tools,
such as SimCCS, have been developed to assist commercial
operators in identifying potential locations for CCS projects
and infrastructure.9 Past studies of the GoM have rated the
region as highly favourable for CCS in terms of source-sink
compatibility.10 Overall, the significant advantages of the Gulf
of Mexico for CO2 storage make the region a likely location for
future carbon storage projects in the United States.

Among the principal challenges for any CCS feasibility
assessment is to model reservoir performance on the basis of
incomplete knowledge, particularly in the context of reservoir
hydraulic properties. This challenge arises because CCS reser-
voirs occur at depths exceeding 800 m, where high pressure and
temperature allow for CO2 to be injected in a supercritical state.
In this context, reservoir permeability is perhaps the most
difficult property to constrain because it is scale dependent,11

it can vary by several orders of magnitude within a given
formation,12 and plays a fundamental role in both CO2 plume
development and injection pressure propagation.13,14 At field
scales, in situ reservoir permeability measurements can be
taken at well sites; however, these measurements do not
account for far-field permeability changes away from the well.
Nevertheless, spatially variable and a priori unknown perme-
ability fields have impacted past CCS projects, including Sleip-
ner and In Salah. At Sleipner, Statoil (now Equinor) began
storing CO2 separated from produced natural gas in the North
Sea beginning in 1996.15,16 The project injected CO2 into a
sandstone reservoir, the Utsira Sand, which is overlain by
several hundred meters of shale caprock. The storage project
was successful but seismic reflection surveys conducted after
injection revealed several thin shale baffles within the sand
reservoir. These baffles were too thin to be resolved in the
seismic reflection data prior to injection and were not incorpo-
rated into any pre-injection planning or modeling.16 While
these baffles actually improved the efficacy of the project, as
they impeded flow away from the well making it easier to
monitor the CO2 plume, they illustrate how small-scale hetero-
geneous features can have significant impacts on CCS projects.
In contrast, the effects of heterogeneous permeability fields at
In Salah resulted in a less successful outcome. At In Salah, BP
developed an onshore CCS project in central Algeria. While this
project did successfully store 3.4 Mt CO2, injection was halted
prematurely due to geophysical risks.17 Specifically, reservoir
fluid pressures rose faster than was predicted by pre-injection

modeling. This pressure front either triggered an existing
fracture network or hydraulically fractured the reservoir rock
causing the operators to end the project.17 In this case, an a
priori unknown and heterogenous permeability field led to
higher than expected pressures forcing the cancellation of the
project to avoid potential leakage. These examples illustrate the
outsized role that permeability play in the success or failure of
commercial scale CCS projects; at Sleipner unidentified
features assisted storage efforts, while at In Salah unidentified
features led to prematurely ending the project. Both examples
demonstrate the importance of reservoir characterization for
CO2 storage.

Past stochastic modelling studies have also demonstrated
the impact that heterogeneities in reservoir properties may
have on CO2 storage projects. Deng et al. (2012) and Dai et al.
(2014) performed stochastic simulations with variable perme-
abilities and porosities for the Rock Springs Uplift, Wyoming
and Kevin Dome, Montana sites respectively. These studies
demonstrated that permeability and porosity magnitude and
distribution exert significant control over CO2 injectivity area of
review, CO2 plume geometry, leakage risk, and reservoir pres-
sure buildup.18,19 Dai et al. (2018) performed a regional-scale
CO2 storage assessment of the GoM using stochastic simula-
tions with variable permeability, porosity, and reservoir
thickness.20 This study found that heterogenous sediments
may deter CO2 migration, reduce leakage risk, and potentially
increase the total storage capacity of the Gulf of Mexico
region.20 Finally, Pollyea and Fairley (2012), Pollyea et al.
(2014) and Jayne et al. (2019b) studied the effects of spatially
variable permeability on CO2 storage in fractured basalt
reservoirs.14,21,22 These works developed ensemble simulations
using highly correlated permeability fields built from observed
fracture patterns at their respective study sites and found that
variance in CO2 saturation in a CO2 storage reservoir is greatest
in two concentric rings, one near the injection well and one at
the edge of the simulated CO2 plume.14,21,22 Offshore commer-
cial CO2 storage projects such as Sleipner in the North Sea and
Snøhvit in the Barents Sea demonstrate the feasibility of CO2

storage in offshore saline reservoirs.15,16,23 Previous simulation
studies of offshore systems, including assessments of the
GoM,10,20,24 as well as other offshore basins25–27 have further
supported the feasibility of CCS in offshore saline environ-
ments. This study will build from these past works by studying
how spatially variable permeability affects CO2 storage in an
offshore GoM sandstone system when the permeability distri-
bution is spatially uncorrelated (random) and a priori unknown
but constrained by field data from analogous GoM sandstone
formations.

This study aims to quantify the effects that spatially variable
reservoir features have on CCS reservoir performance by simu-
lating CO2 injection into a heterogenous, offshore reservoir.
This study is based on the Gulf of Mexico because it is widely
recognized as a promising location for offshore CO2 storage;
however, this study focuses on structural and stratigraphic
features that are common among offshore basins worldwide.
Structural, lithologic, and geologic features are simulated on
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the basis of variable petrophysical properties, e.g., permeability,
porosity, etc. Unidentified reservoir features are simulated by
generating fifty equally probable and spatially random perme-
ability fields that are constrained on a field-scale permeability
distribution from well tests originating in Miocene sandstone
formations in the central Gulf of Mexico. Reservoir perfor-
mance is then evaluated by combining Monte Carlo simulation
with ensemble analysis (e-type) methods. Results illustrate the
effects of spatially variable and a priori unknown permeability
distributions within the CCS reservoir, while identifying several
characteristic reservoir performance features that may occur
when CO2 is injected into any porous geologic media. Specifi-
cally, this study adds further evidence that in CO2 storage
reservoirs with spatially random permeability fields, the devel-
opment of a relative permeability feedback plays a fundamental
role in CO2 migration and that temperature monitoring is a
robust and cost-effective strategy for predicting CO2 break-
through. Furthermore, this study shows that the pattern of
concentric rings of high variance in CO2 saturation previously
identified in studies of highly correlated permeability fields in
fractured basalts is also present in stochastic simulations with
uncorrelated permeability fields in saline reservoirs.

Methods
Model construction

The geologic model for this study is based on the Main Pass
and Breton Sound leasing blocks of U.S. federal waters in the
Gulf of Mexico (Fig. 1). This site was selected because it reflects
geological features that are characteristic of the continental
shelf segment of the central Gulf of Mexico and shallow off-
shore basins worldwide, e.g., salt structures, faults, and alter-
nating sandstone-shale facies, as well as publicly available
geophysical data to constrain reservoir and seal geometry.
The study area is also located near large CO2 producers in the
Louisiana Chemical Corridor and has been developed for oil
and gas extraction.28 As a result, there is substantial oil and gas
infrastructure that could potentially be repurposed for CO2

transportation and injection. Additionally, a 3D seismic

reflection survey was commissioned by the U.S. government to
determine the value of the offshore leases and this survey is
publicly available through the United States Geological Survey and
The National Archive of Marine Seismic Surveys.29 We mention
here that our study is not meant to generate a detailed strati-
graphic and structural interpretation of this specific study site.
Instead, we are using the first-order geologic features identified
from the seismic-reflection survey, including interbedded Mio-
cene layers and normal faults, as well as ensemble simulations
with stochastic permeability distributions to construct a model
that is broadly representative of shallow offshore basin environ-
ments, particularly the Gulf of Mexico continental shelf.

The B850 km2 3D seismic-reflection survey includes 844
east-west and 1985 north-south lines with a maximum depth of
8 seconds two-way-travel-time (s TWT). Initial analysis of the 3D
seismic-reflection survey found the study area to be generally
representative of the central Gulf of Mexico continental shelf,
e.g., bedding attitude characterized by undulating structure-
contour relief associated with salt diapirism, and normal faults.
An interval of high-amplitude continuous reflectors was identi-
fied within the seismic survey between 1.2 and 2.5 TWT s
depth, where temperature and pressure conditions are likely
suitable for carbon storage. High-amplitude reflectors are the
result of a strong contrast in the impedance properties (density
and velocity) of the rock, indicating a contact between units of
differing physical properties, such as the contact between a
sandstone and a shale. Additionally, using an average seismic
velocity of 1700 m s�1 (5577 ft per s), this interval is at an
approximate depth of 1020–2125 m below the mudline, which
is a sufficient depth to store CO2 in a supercritical state. The
lithologic variability of this interval was characterized using
spontaneous potential and gamma ray well logs from legacy oil
and gas wells (Fig. S1–S5, ESI†). Within this interval of interest,
six seismic horizons, delineating a B130 m-thick interbedded
sandstone-shale package, were mapped continuously across the
study area. These horizons form the basis for the sediment
layers within the geologic model (Fig. 2). The 3D seismic survey
also revealed the presence of 12 normal faults, which have been
included into the geologic model (e.g., see Fig. 1 and 2).

Fig. 1 Location of selected study site in the Gulf of Mexico (A). The red boundary in Panel A indicates the border between Louisiana state waters, shown
in light blue, and U.S. federal waters, shown in dark blue. Panel B shows the extent of the 3D seismic survey with the seismic lines and well logs that were
used to interpret the site’s geology and build our model. The red line indicates the location of the seismic line in Fig. 2 within the study site. Interpretations
of the well logs shown in Panel B are included in the ESI† (Fig. S1–S5).
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Well data from the Bureau of Ocean Energy Management
(BOEM) Gulf of Mexico Sands Atlas indicates that the depth
interval described above is within the Upper Miocene.30 Hentz
and Zeng (2003) studied the sequence stratigraphy of the Gulf of
Mexico continental shelf at a site to the west that is in a generally
similar position as our study area with respect to the modern
shoreline and, thus, is a reasonable depositional analog. They
characterized these sediments as interbedded packages of sand-
stone and shale.31 Therefore, the mapped horizons were inter-
preted to represent the contacts between interbedded layers of
sandstone-dominated and shale-dominated units, which form
the basis for a reservoir (sandstone-dominated) and seal (shale-
dominated) system in the context of geologic CO2 storage.

The mapped horizons and faults are used to construct a
discretized geologic model in the reservoir simulator,
PetraSim.32 The simulation grid has an approximate area of
856 101 km2 and a maximum depth of 2125 m below mudline.
The mapped horizons define interbedded layers of a sandstone-
shale package that includes three shale and two sand layers.
The model also includes a coarsely discretized overburden layer
that exists from the top of the upper shale layer to the mudline.
This overburden layer is included in the model domain to allow
for thermal and hydraulic communication between the target
reservoir and hydrostatic upper boundary condition, thus miti-
gating the potential for non-physical feedbacks propagating
from the upper boundary condition.

The model domain is discretized into approximately 960 000
grid cells using Voronoi tessellation in the horizontal plane and
regular discretization in the vertical direction (Fig. 3). The
injection site is located in the approximate center of the
domain, with a completion interval of 1870–1902 m depth
below the mudline. Additionally, grid cells are refined to an
area of 1.5 m2 adjacent to the injection site. This refinement
allows for greater resolution and accuracy of thermophysical
behavior in early simulation time. Grid cell area increases away

Fig. 2 An example crossline from the selected 3D seismic survey. The
depth interval of interest is shown in Panel A. Panel B contains mapped
horizons within that interval in blue and mapped faults are shown in black.
The spatial coordinates of these mapped features were exported from the
seismic software and used to define geologic features in our model. Refer
to Fig. 1 for the location of this seismic line.

Fig. 3 Geologic model utilized for this study. Panel A displays the full
geologic model with overburden layers to maintain hydraulic commu-
nication with the upper boundary (Note 20� vertical exaggeration). The
reservoir-seal system is highlighted in (B) with reservoir rock (sandstone-
dominated) in green and seal rock (shale-dominated) in blue. The top
of the target reservoir is shown in (C) to illustrate the grid refinement
near the injection well and the fault system that is discretized into the
model domain.
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from the injection site to a max grid cell area of 100 000 m2 at
50 m from the injection site. The resulting geologic model
comprises a coarse representation of alternating layers of
sandstone- and shale-dominated units that reflect the presence
of first-order, map-scale geologic structures, such as faults
and folds.

The objective of this study is to assess reservoir performance
during CO2 injection in the central Gulf of Mexico when the
spatial distribution of permeability is a priori unknown within
the target reservoir. To meet this objective, a distribution of
permeability from Miocene sandstone is compiled using field-
scale permeability data from the BOEM Gulf of Mexico Sands
Atlas (Fig. 4A).30 This dataset shows that Miocene sandstone
within the Gulf of Mexico (n = 690) is characterized by a mean
permeability of 2.51 � 10�13 m2 and standard deviation of
7.65 � 10�13 m2. The general characteristics of the seismic-
reflection data (aided by our horizon mapping) indicates that
the interval of interest is not characterized by systematic lateral
sedimentary facies changes or significant channelization
(Fig. 2), which allows us to assume that any spatial correlation
within the permeability structure occurs at length scales smal-
ler than the grid cell dimensions. On this basis, fifty (50)
individual model domains were generated by assigning the
permeability of each reservoir grid cell (Fig. 3B) as a random
draw from the BOEM distribution. The vertical permeability of
each cell is reduced by one order of magnitude to account for
thinly bedded shales that are common in this setting and may
impede vertical flow. The fifty unique model domains are
identical in all aspects, except for the spatial permeability
distribution in the CO2 storage reservoir. Fig. 4B–D illustrates
the permeability distributions for three of the fifty reservoir
models and Fig. 5 illustrates a plan-view slice of the perme-
ability structure at 1880 m depth for each permeability dis-
tribution shown in Fig. 4B–D.

The remaining petrophysical rock properties are assigned
based on literature values for analogous lithologies (Table 1).
Shale permeability and porosity are assigned based on values
from Lu et al. (2017) and sandstone porosity is assigned using
the average of Miocene reservoir porosities from the BOEM
Atlas.30,33 As the overburden layer includes undifferentiated
sandstone and shale, it is assigned anisotropic permeability
using data from both lithologies. Specifically, overburden lateral
permeability is set equal to the average permeability of Miocene
sands from the BOEM Atlas as lateral flow would be dominated
by sandstone lithologies. We observe strong evidence for thin
interbedded shales in the target reservoir interval in the geophy-
sical data for our study site and we expect these interbedded
shales to act as baffles impeding vertical flow. In the absence of
anisotropic permeability measurements, we used 1 order of
magnitude reduction in vertical permeability to account for this
flow impediment. Fault permeability reflects the observed phe-
nomenon that faults act as cross-strike barriers to flow due to the
presence of low permeability fault gouge.34 Petrophysical proper-
ties for the different lithologies are summarized in Table 1.

Van Genuchten relative permeability and capillary pressure
models are used to account for the multi-phase effects of free

Fig. 4 Comparison of permeability distribution from the Miocene sand
reservoirs (Panel A) with examples of three synthetic permeability distribu-
tions from the simulation ensemble (Panels B–D). Note that 50 synthetic
permeability distributions were generated for this study and the perme-
ability distribution of Miocene sand reservoirs is from the BOEM Atlas.
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phase CO2 and brine occupying the same pore space.35 These
formulations provide a family of characteristic functions in
which relative permeability and capillary pressure vary as a
function of wetting-phase saturation. These functions are fit to

laboratory measurements of sediment parameters like end-
point saturation values. In the absence of multi-phase rock
property data for Gulf of Mexico Miocene sediments, this study
uses standard relative permeability and capillary pressure
curves for sandstone.36 Past studies have shown that relative
permeability and capillary pressure exert significant influences
over CO2 flow behavior.13,37–39 Relative permeability and capil-
lary pressure measurements are available for several other
geologic units;38,40 however these experiments were all per-
formed on the core-scale. There remains significant uncertainty
in how permeability and capillary pressure properties vary on
the reservoir-scale. Further work is needed to understand how
relative permeability and capillary pressure properties may vary
across 100s of km3 of reservoir volume. In this study we use
generic constitutive relations for relative permeability and
capillary pressure but note that there are uncertainties in
whether these functions apply on the reservoir-scale and
whether they remain constant across the reservoir.

Prior to each simulation, initial pressure and temperature
conditions are specified to be reflective of the Gulf of Mexico.
The standard pressure gradient for the region is assigned as
1.05 � 10�2 MPa m�1 (0.47 psi per ft),41 while the corres-
ponding thermal gradient of 0.02 1C m�1 is applied on the basis
of mean recorded temperature gradients from the BOEM
Atlas.30 Constant pressure and temperature boundaries are
imposed across the top and lateral extent of the model domain
to maintain (i) constant fluid pressure at the mudline and (ii)
the far-field pressure and temperature gradients. The basal
boundary is adiabatic to fluid pressure and a heat flux of
50 mW m�2 is applied to account for the influx of geothermal
heat.42 An initial brine concentration of 35 000 ppm is assumed
throughout the study area.

Injection scenario

This study considers a scenario in which supercritical CO2 is
injected at 1 MMT per year for 10 years within a single injection
well that is open between 1870 and 1902 m depth. This
injection interval is entirely within the uppermost sandstone
unit in the model domain (Fig. 3). The injection scenario is
repeated for each of the fifty permeability realizations to
produce an ensemble of fifty unique simulation results. Each
ensemble member (simulation) comprises a permeability dis-
tribution with identical mean and standard deviation of perme-
ability values within the target CO2 storage reservoir (Fig. 4);
however, the spatial configuration of this permeability distri-
bution is unique (Fig. 5). As a consequence, the resulting CO2

injection simulations reflect equally probable outcomes when

Fig. 5 Permeability contours of three model realizations. Each image is a
cross-section of the model at 1880 m depth showing the spatially variable
permeability within the sandstone reservoirs. Each permeability structure is
assigned randomly with no spatial correlation.

Table 1 Petrophysical properties used in the model domain

Lithology kxy (m2) kz (m2) Porosity r (kg m�3) k (W m�1
1C) c (J kg�1

1C)

Sandstone- dominated Variable 0.1 � kxy 0.31 2350 2.37 710
Shale- dominated 2.0 � 10�18 2.0 � 10�18 0.20 2450 1.50 770
Overburden 2.5 � 10�13 2.0 � 10�18 0.22 2400 2.37 710
Fault 1.0 � 10�18 1.0 � 10�18 0.20 2450 1.50 770

kxy = horizontal permeability; kz = vertical permeability; porosity is unitless; r = density; k = thermal conductivity; c = specific heat.
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overall spatial permeability distribution is well-constrained, but
spatially uncertain. Each CO2 injection simulation is computed
with the TOUGH3 numerical simulation code compiled with
the equation-of-state module ECO2N v2.0 for nonisothermal
mixtures of water, CO2 and NaCl.36,43 The TOUGH3/ECO2N
simulator solves the mass and energy conservation equations
by means of integral finite volume discretization in space and
first-order finite difference in time. Phase partitioning between
water, CO2, and NaCl is based on local thermodynamic
equilibrium.43,44 In the context of CO2 trapping mechanisms,
the modeling framework implemented for this study assesses
geologic CO2 storage in the context of (i) structural/stratigraphic
trapping, whereby buoyant, supercritical CO2 becomes physi-
cally trapped from above by a sealing unit that prevents vertical
flow through a combination of low permeability and high
capillary entry pressure, e.g., shale or anhydrite; (ii) solubility
trapping, whereby a fraction of the injected CO2 dissolves into
the aqueous phase, thus preventing the CO2 from escaping the
disposal reservoir; and (iii) capillary (or residual gas) trapping,
which is a pore-scale process that occurs during imbibition as
capillary forces decrease upward mobility of small, discon-
nected CO2 bubbles. The authors note that this study does
not consider CO2 mineral trapping, which, in sandstone, is
likely to occur over timescales exceeding 103–104 years because
the dissolution rate of quartz is known to be substantial
limitation to this CO2 trapping process.

To assess CO2 trapping characteristics and reservoir perfor-
mance in the context of spatial permeability uncertainty, the
complete simulation ensemble (N = 50) is analyzed on the basis
of ensemble-type (e-type) methods, which compute a mean and
variance within each grid cell for each dependent variable
across all simulations.45 The advantage of this e-type approach
over deterministic simulation methods is that uncertainty
estimates are generated for all simulation output in each grid
cell. For example, the ensemble mean CO2 saturation for each
grid cell is accompanied by a corresponding variance, so that
spatial uncertainty can be used to understand how permeability
variations affect the processes governing CO2, pressure, and
temperature variations. A schematic illustration of ensemble
simulation with e-type analysis is shown in Fig. 6. Given the
computational demands for simulating nonisothermal, multi-
phase CO2-brine flow (8 to 12 hours per simulation on 256
processors), this study implements N = 50 simulations to strike
a balance between robustness for e-type calculations and
computational efficiency. We note that fifty realizations have
been used in past CCS related ensemble studies.46,47

Results and discussion
CO2 flow uncertainty

Results from the ensemble mean (N = 50) of CO2 saturation
show that the overall plume geometry follows an expected
pattern that resembles an inverted cone around the injection
well. This result is expected because it is well established that
CO2 migration is governed by buoyancy-driven flow in the far-

field due to the density difference between lower density
supercritical-phase CO2 and higher density formation brine
(Fig. 7, left column).39 As a result, CO2 tends to rise within
the injection reservoir and then spread laterally against the
bottom of the overlying caprock. We note that that the average
CO2 plume is slightly elongated in the northwest direction
because the geologic units in the model are dipping slightly
in south-southeast direction and because pressure buildup
against bounding faults to the north and south may be driving
increased lateral flow. The nature of this pressure buildup is
further discussed in the section, Pressure build-up along faults.

Interestingly, results for ensemble standard deviation (N =
50) of CO2 saturation indicate that there are two regions in
which spatial permeability uncertainty is superimposed on to
CO2 flow paths; one region is in close proximity to the injection
well, while the other region occurs in the far field at the leading
edge of the CO2 plume (Fig. 7, right column). Specifically, the
standard deviation of CO2 saturation near the injection well
exhibits �0.18 m3 m�3 CO2 saturation. This ring of high
uncertainty is created by differences in near-field permeability
adjacent to the injection well (Fig. 8), which cause a reinforcing
feedback cycle between CO2 saturation and relative
permeability.21 This reinforcing feedback develops because
CO2 initially flows laterally away from injection well in the
direction of highest permeability. As CO2 enters the high
permeability region, the CO2 saturation increases, thus increas-
ing the non-wetting phase relative permeability, which is CO2 in
this case. This increase in non-wetting phase relative perme-
ability further increases CO2 mobility, thus permitting addi-
tional CO2 to enter. This self-reinforcing relative permeability
feedback drives CO2 flow and accumulation along preferential
flow paths away from the injection well.

The relative permeability reinforcing feedback process is
illustrated in Fig. 8, which displays how flow paths from an
injection site are impacted by near-field permeability. In
Fig. 8B–D, the grid cells with the highest bulk permeability
receive the largest CO2 flow rate within the first hour of
injection; however, these early-time flow rates are highly vari-
able. When this initial flow rate variability stabilizes, a

Fig. 6 Schematic illustration of ensemble simulation analysis.
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consistent pattern emerges in which CO2 flow rates continue
increasing for high permeability grid cells, e.g., see red and
orange curves in Fig. 8B. This phenomenon is not observed for
the lower permeability grid cells, in which CO2 flow rates either
stabilizes or declines.

The near-field relative permeability feedback mechanism
described above has been reported in past studies of ensemble
CO2 storage simulations including, Ennis-King et al. (2011),48

Pollyea and Fairley (2012),21 Deng et al. (2012),18 and Jayne et al.
(2019b).14 These past ensemble studies all used spatially corre-
lated permeability fields. As a result, it was unclear if the relative
permeability feedback is governed by strongly correlated perme-
ability fields or near-field heterogeneity. Because the present study
implements spatially uncorrelated permeability fields, these
results demonstrate that this relative permeability feedback
mechanism is likely to occur in any heterogeneous permeability
distribution, regardless of whether or not the heterogeneity is
spatially correlated or spatially random.

In addition to the zone of elevated uncertainty near the
injection well, CO2 saturation is characterized by an additional

ring of high standard deviation, �0.10 m3 m�3 at the edge of
the CO2 plume. This ring of uncertainty indicates that there are
differences in the final shape and lateral extent of the CO2

plume across the fifty realizations. Since each model in the
ensemble comprises identical CO2 injection volume and initial
PT conditions, this uncertainty is driven by differences in far-
field reservoir permeability. Specifically, this result demon-
strates that spatially uncorrelated permeability fields result in
uniformly concentric uncertainty patterns in the far field. This
is in strong contrast to situations when permeability exhibits
long-range (km-scale) spatial correlation. In this latter case,
mean CO2 plume geometry and the corresponding standard
deviation generally trend in the direction of maximum spatial
correlation, e.g., Jayne et al. (2019b).14 In the context of
monitoring, measuring, and verification (MMV), this implies
that a priori knowledge of permeability correlation structure
may be a leveraged to optimize MMV design plans when
permeability fields are spatially correlated and this correlation
structure is known. In contrast, results from the present study
suggest that a priori reservoir performance insights cannot be

Fig. 7 Ensemble simulation results (N = 50) for CO2 saturation at (A) 1880 m depth, (B) 1890 m depth, and (C) 1900 m depth after 10 years of CO2 injection.
Mean CO2 saturation is shown on the left column with the corresponding standard deviation on the right. Note that the size of the CO2 plume increases at
shallower depths because CO2 is buoyant (less dense) in brine and moves to the top of the reservoir until reaching the low permeability cap rock.
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inferred when the reservoir is characterized by spatially
uncorrelated (randomly distributed) permeability fields. Never-
theless, the concentric patterns for both ensemble mean CO2

saturation and the corresponding ensemble standard deviation
suggest that the overall footprint of a CO2 plume may be pre-
dictable even when far-field permeability is poorly constrained.

This may have important implications for area of review criterion
in the planning and permitting stages of an offshore CCS project.

Finally, we acknowledge that integral finite difference
method and grid discretization used in these simulations
introduces some inherent error related to numerical dispersion
of mass in the model. As this simulation method calculates the
mass and properties for each grid cell at the center of the cell,
mass that should exist near the boundary of the cell is ‘‘shifted’’
to the center of the cell introducing a spatial error based on the
grid spacing. In these models, the average grid spacing of the
largest cells is approximately 300 m; therefore, the maximum
dispersion is about 150 m. This introduces some error in the
simulated distribution of CO2 and the CO2 plume size; how-
ever, we note that our simulated CO2 plume diameter is within
the expected range for an injection of this volume. The mean
radius of the CO2 plume in our Monte Carlo simulations is
1.05 km, which appears feasible based on results from the
Sleipner storage project. For example, 4D seismic monitoring
from Sleipner in 2006, ten years after injection began and at an
injection volume of about 10 million metric tonnes, shows a
CO2 plume with a radius of about 1 km.49 Therefore, while
some numerical dispersion error exists in our simulation, our
results appear feasible based on observations from Sleipner.

Temperature as an indicator for CO2 flow

The mean and standard deviation of model temperatures were
also examined after 10 years of constant rate CO2 injection
(Fig. 9). These results show a persistent decrease in tempera-
ture near the well, which is driven by Joule-Thompson cooling
from CO2 expansion (Fig. 9A–C). In addition, there is a warming
front that extends several km beyond the CO2 plume. These
results are consistent with the Jayne et al. (2019a), which
showed that the thermal regime surrounding CO2 injection in
a homogeneous, isotropic reservoir is characterized by (i) Joule–
Thomson cooling in the dry-out zone (near the injection well),
where CO2 is expanding, and (ii) a broad heat front beyond the
dry-out zone, where CO2 dissolution in water and to a lesser
extent, Joule–Thomson heating of H2O, are the dominant
thermal processes.50 The ensemble results for this study show
that the mean temperature drop is B0.8 1C in the dry-out zone
and the mean temperature increase reaches B1.2 1C (Fig. 9, left
column). Interestingly, the standard deviation of temperature
(Fig. 9, right column) indicates that temperature variability is
greatest where there is a change in the dominant thermal
process. In this context, both the cooling and warming fronts
are primarily governed by the mass of CO2 expanding and
dissolving, respectively, within the storage formation. To the
first order, the CO2 mass available for these thermal processes
is a function of (i) porosity, which provides physical space for
CO2 and water, and (ii) permeability, which controls the rate at
which CO2 can displace water in the available pore space. For
this study, porosity is held constant for each simulation in the
ensemble, so the CO2 mass within the pore space is controlled
largely by permeability. In addition to permeability and poros-
ity, the thermal signature associated with CO2 migration in the
storage reservoir is governed by the Joule–Thomson coefficient,

Fig. 8 Simulation results of CO2 flow rate from one injection cell into
adjacent grid cells for ensemble simulations 19, 36, and 50 in early time.
Panel A illustrates the spatial configuration of grid cells adjacent to the
injection cell. Color codes are repeated in cells B–D, which illustrate the
CO2 flow rate (kg m�2 s�1). Note that high permeability grid cells receive
higher CO2 flow rates.
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heat of dissolution, and CO2 solubility, which are all affected to
some extent by fluid pressure variability. In a heterogeneous
permeability field, lower permeability zones lead to higher fluid
pressure as CO2 displaces water in the pore space.

To understand how heterogeneous permeability fields affect
fluid pressure and temperature variability within the dry-out
zone, Han et al. (2010) show that the Joule–Thomson coeffi-
cient for CO2 at 50 1C varies from B3 1C MPa�1 at 10 MPa to
B0.1 1C MPa�1 at 40 MPa.51 After 10 years of injection,
pressure and temperature conditions within the storage reser-
voir range from 20 to 21 MPa and 56 to 58 1C, which corre-
sponds with a Joule–Thomson coefficient for CO2 of B0.5 1C
MPa�1.51 This Joule–Thomson coefficient for CO2 explains how
permeability-controlled pressure variability leads to a standard
deviation �0.25 1C at the leading edge of the dry-out zone,
where low permeability zones cause fluid pressure to increase,
while higher permeability zones maintain lower fluid pres-
sures. Because the Joule–Thomson coefficient for CO2 increases

with decreasing fluid pressure, results from this study can be
generalized to suggest that variability in the cooling front
within heterogeneous reservoirs will be greater at shallow
depths, where the absolute pressures are lower.

The warming front illustrated in Fig. 9 is primarily governed
by the heat of dissolution, which occurs because CO2 dissolu-
tion in water is an exothermic reaction. As a result, the mass of
CO2 dissolving in water plays a fundamental role in the energy
released to drive this warming front. To understand how
permeability-controlled fluid pressure variability affects this
warming front, this study considers two mechanisms, (i) CO2

solubility in water and (ii) enthalpy released during dissolution.
Duan et al. (2006) show that the solubility of CO2 in water
ranges from 1.11 to 1.12 mol kgH2O

�1 at pressure (20–21 MPa)
and temperature (56–58 1C) conditions within the modeled
reservoir.52 This suggests that CO2 solubility is relatively con-
sistent under the fluid pressure variability imposed by the
heterogeneous permeability field. In terms of energy release,

Fig. 9 Ensemble simulation results (N = 50) of temperature changes (DT 1C) within the injection reservoir after 10 years of CO2 injection at (A) 1800 m
depth, (B) 1890 m depth, and (C) 1900 m depth. The black contour indicates the furthest extent of the free-phase CO2 plume, defined as the mean 1%
CO2 saturation contour (Fig. 7). Mean DT is shown on the left column with the corresponding standard deviation on the right. Note that the max
temperature drop (�DT) is�0.8 1C near the injection well (left column, blue shading) and temperature increase (+DT) is +1.2 1C (left column, red shading).
Also note that the lateral extent of the temperature change in the reservoir is greater than the lateral extent of the CO2 plume (black contour).
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Koschel et al., (2006) shows that the energy released during CO2

dissolution in water is B15 kJ mol�1 at the temperature
conditions tested here, but this decreases to B8 kJ mol�1 at
100 1C.53 Because the energy release from dissolution decreases
with increasing temperature and CO2 solubility decreases with
increasing pressure and temperature, it is likely that the
thermal effects discussed here are more pronounced at shallow
depths, where CO2 sequestration will be more economically
feasible.

Furthermore, the Joule–Thomson heating of water also
contributes to the warming front described above. At model
reservoir conditions (20–21 MPa and 56–58 1C) the Joule–
Thomson Coefficient of H2O is B�0.207 1C MPa�1.54,55 Since
the Joule–Thomson coefficient of H2O is negative, H2O expan-
sion results in a temperature increase; the opposite effect of
CO2 expansion. Based on the simulated change in reservoir
pressure, B1.0–1.2 MPa pressure increase as discussed further
in the following section, the Joule–Thomson heating of water
contributes approximately 0.2 1C of warming to the system.
Therefore, the dissolution of CO2 in water is the dominant
heating process in the warming front, but the Joule–Thomson
heating of H2O makes a significant contribution to the warm-
ing of the system.

The thermal processes discussed above occur in a transient
pressure field that drives both CO2 and brine laterally away
from the injection well. As pore fluid temperature increases in
the far-field, the increasing pressure head drives the warm front
ahead of the advancing CO2 plume. Results from this study
show that the warming front appears to precede the CO2 plume
in the reservoir. Comparing Fig. 7–9 shows that the average
lateral extent of the warm front is greater than the extent of the
CO2 plume. The black contour in Fig. 9 indicates the furthest
extent of the CO2 plume from Fig. 7. To test if the warming
front is a reliable precursor to the arrival of free phase CO2

within a spatially uncorrelated permeability field, we examined
the time series of average temperature and CO2 concentration
at four points around the ensemble mean CO2 plume (Fig. 10).
For this analysis, the mean time lag (%tl) is defined as the
difference between the time required for a temperature
increase of 0.1 1C and CO2 saturation increase of 0.01 (1%).
Put differently, %tl is the time difference between a change in
formation temperature and arrival of the CO2 plume. Fig. 9B–E
shows that %tl ranges from 161 days at 543 m distance from the
injector to 676 days at 871 m distance. However, the robustness
of these results appears to be dependent on distance from the
injector. Specifically, for monitoring locations located 543 m
and 643 m from the injection well, the corresponding %tl values
are 161 days and 248 days, respectively, but these results fall
within the 1s error bars (Fig. 10C and D). In contrast, monitoring
locations located 706 m and 871 m have %tl values of 301 days and
676 days, respectively, and these results occur well beyond the
corresponding 1s error (Fig. 10B and E). This analysis indicates
that formation temperature is likely to be a leading indicator of
CO2 breakthrough; however, this result appears to be more
reliable at larger radial distances from the injection well. This
result is consistent with Jayne et al. (2019a,b), which showed that

Fig. 10 Time series of mean temperature (red curves) and mean CO2

saturation (blue curves) at four monitoring locations that are located within
the CO2 storage reservoir at 1880 m depth. Monitoring locations are
shown in Panel A with respect to the mean CO2 plume (blue shading)
after 10 years of injection. Time series in Panels B–E correspond with
locations shown in Panel A. Gray shading denotes average time lag (%tl)
between arrival of thermal front (defined as 0.1 1C temperature increase)
and arrival of the CO2 plume (defined as a 0.01 increase in CO2 saturation).
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temperature predicts CO2 breakthrough in a models comprising
a single heterogeneous permeability field.14,50 In the present
case, our results show that this thermal breakthrough signature
is robust when considered in the context of a large (N = 50)
simulation ensemble with spatially random permeability distri-
butions. Considering Jayne et al. (2019a,b) in the combination
with the robustness of the ensemble results presented here
offers compelling evidence that temperature may be a cost
effective strategy for predicting CO2 breakthrough in heteroge-
neous geologic formations.14,50

Pressure build-up along faults

Changes in fluid pressure (DPf) were also examined in the model
results (Fig. 11). For the study area evaluated here, the east-
northeast trending low-permeability faults compartmentalize
the advancing pressure transients to the north and south, while
long range pressure transients advance to the east and west
(Fig. 11A). Injection-induced fluid pressure change is of particu-
lar concern for geologic CO2 sequestration because (i) induced
pressure transients are known to cause earthquakes at large
radial distances from oilfield wastewater injection wells,56–58 and
(ii) CO2 injections are likely to occur within geologic formations
that have similar pressure and temperature regimes as oilfield
wastewater disposal reservoirs.

For the model scenario developed here, ensemble simula-
tion results show mean DPf of B1 and 1.2 MPa (�0.004–
0.02 MPa) reach the faults to the north and south of the
injection site after 10 years of injection, respectively (Fig. 11).
In natural settings, static stress changes as low as 10 kPa have
been implicated in remote earthquake triggering;59 whereas
Keranen et al. (2014) suggests that DPf B 70 kPa may have
triggered the Jones earthquake swarm that occurred in central
Oklahoma from 2009 to 2012.60 When compared with these
previous studies, the DPf on the northern and southern faults is
quite large, i.e., 1.2 and 1 MPa, respectively. This occurs
because the low permeability fault cores trap pore pressure,
thus immobilizing the DPf transients. As these pore pressure
transients stop advancing, DPf increases on the fault as addi-
tional injection pressure accumulates through the well-known
hydrogeologic principle of superposition.61

In this study, each fault system is B5 km from the injection
site; however, injection-induced pressure transients have been
shown to migrate over length scales of 10+ km.56,62 This
relatively short length scale between the CO2 injector and the
fault systems exacerbates DPf accumulation because the fault
systems halt pressure diffusion into the far field. This implies
that characterizing the geometric configuration far-field
(5+ km) fault systems is likely to be an important criterion for
CO2 injections in offshore geologic environments, particularly
because the fluid pressure front migrates over much longer
length scales than the CO2 plume.

In addition to potential for induced seismicity, the simu-
lated DPf of 1–1.2 MPa is large enough to potentially trigger
additional geomechanical effects in the fault systems, such as
fault dilation, shear offset, and aseismic stress transfer.63

Although substantially more research is needed in this area, the
continental shelf segment of the central Gulf of Mexico is char-
acterized by persistent normal faults so these geomechanical
processes could potentially result in pathways for CO2 to escape
the reservoir preventing successful long-term storage.31,64 One
potential method for reducing risks associated with pressure driven
induced seismicity or geomechanical effects is brine production.
Past studies have shown that several different brine extraction
strategies, including pre-injection brine production,65,66 brine pro-
duction near high-impact zones,67 and various production well
placements and production rates may benefit CCS projects by
reducing DPf and increasing storage volume for CO2.68

Finally, the maximum fracture pressure of the reservoir is
generally considered the upper bound limiting CO2 injection
rate. Exceeding this pressure results in hydraulically fracturing
the rock, which could create flow pathways out of the target
reservoir and potentially lead to loss of CO2 containment.
Legacy well data, including drilling mud weights and past
fracture pressure gradient estimates indicates that the max-
imum fracture pressure in the target reservoir is between
approximately 25.2 and 34.5 MPa (3653–4997 psi). We note
that there is a high degree of uncertainty in these estimates and
that the maximum fracture pressure may vary laterally within
the target unit especially as fault compartmentalization may
affect the in situ pressure and stress state of the reservoir.

Fig. 11 Ensemble simulation results (N = 50) of pore pressure change (DPf) within injection reservoir at 1590 m depth after 10 years of CO2 injection.
Panel A presents mean DPf with the corresponding standard deviation of DPf shown in panel B. The CO2 injection site is marked with an� and the farthest
extent of the CO2 plume is shown in white. Faults traces are shown as purple lines and modeled as low permeability barriers to fluid flow.
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However, based on our current model parameters an injection
rate of 1 MMT CO2 per year is unlikely to exceed the maximum
fracture pressure. Our simulations produced a maximum DPf of
1.2 MPa with a maximum total pressure of about 21.1 MPa,
which is 4.0–13.3 MPa below the maximum fracture pressure.
While hydraulically fracturing the reservoir appears unlikely
under current model and injection parameters, exceeding the
maximum fracture pressure may be a risk in CCS projects with
higher target injection rates.

Geographic opportunities for offshore CO2 storage

Results from this study suggest that the Gulf of Mexico may
offer favorable performance characteristics for CO2 storage.
Specifically, we show that permeability uncertainty is an impor-
tant parameter for offshore CCS projects as permeability dis-
tribution strongly influences CO2 saturation in the far-field;
however, the overall footprint of an offshore CO2 plume
(defined as CO2 saturation Z0.01) is generally predictable to
B3s confidence (Fig. 7). Because the Gulf of Mexico shares
many characteristics with offshore sedimentary basins world-
wide, these results further imply that offshore CCS may be
viable when proximal to major CO2 sources. In this context,
Fig. 12 illustrates a global map of offshore sedimentary basins
in comparison with major CO2 emissions sources. From this

comparison, we rated several basins as highly favorable for CCS
development (Fig. 12, blue shading) because (i) hydrocarbon
exploration in these basins indicates the presence of both
reservoir and cap rock and (ii) they are located near major CO2

emission sources. Specifically, the Gulf of Mexico, North Sea,
Persian Gulf, East China Sea, and Southeast Asia are all in close
proximity to numerous large-scale CO2 sources. As a result, these
locations could benefit from a CO2 storage ‘‘hub’’ concept in
which CO2 emissions from multiple producers are combined
and transported to a single large-scale storage reservoir. Other
offshore basins, e.g., in Southeast Brazil, Western Australia, and
the Atlantic coast of Africa (Niger and Congo systems), are not
currently proximal to major CO2 emissions, but have significant
storage potential, as well as hydrocarbon producing fields that
could benefit from CCS. Our analysis of potentially favorable
offshore basins for CO2 storage closely matches past studies of
offshore storage potential for the Gulf of Mexico20,69,70 and the
world.71,72 Since the cost of constructing CO2 transportation
infrastructure is a major impediment to its development, match-
ing CO2 emissions sources to potential reservoirs is critical for
global adoption of carbon sequestration. And while the cost of
developing offshore CCS projects is higher than onshore, these
projects benefit from high storage potential, government entity
landowners, and easier seismic exploration.

Fig. 12 World map illustrating the proximity of major CO2 emissions to potential offshore saline storage sites. CO2 emissions data is from the emissions
database for global atmospheric research (EDGAR) 2021 dataset.73 Global offshore sedimentary basins are shown in purple.71 Offshore sedimentary
basins that we consider especially favorable for CCS through a combination of exploration, mature oil and gas development, and proximity to CO2

emission sources are shown in blue.
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Conclusions

This study implements ensemble simulation methods to eval-
uate the impact of spatially variable permeability on reservoir
performance for CO2 storage in an offshore geologic setting. We
conducted an ensemble simulation with fifty model realizations
with highly heterogenous permeability structures. These meth-
ods are readily transferrable to CO2 reservoir assessment in
offshore basins worldwide, and results from this modelling
study offer generalized insights into reservoir performance char-
acteristics when permeability is poorly constrained. For this
model and simulation scenario, we find:

1. Two zones where permeability distribution imposes sub-
stantial control over CO2 flow paths. In the region nearest the
injection site, a relative permeability feedback emerges in
which CO2 initially flows towards the regions of highest bulk
permeability. This causes CO2 saturation to rise, thus increas-
ing non-wetting phase permeability and allowing more CO2 to
enter the region. As this phenomenon is observed both in our
uncorrelated permeability models and past research with cor-
related models, this process appears to be independent of
permeability correlation. In the far-field, results from this study
suggest that mean (N = 50) flow paths generally converge on a
concentric pattern around the injection well; however, the
lateral extent of any individual CO2 plume will be highly
dependent on far-field permeability. These results demonstrate
the importance of predicting and characterizing both near-field
and far-field permeability in a CO2 storage reservoir when
planning CO2 storage and monitoring projects.

2. Temperature change is a potential early indicator for CO2

flow. A warming front from CO2 dissolution in water arrives
hundreds of days prior to free phase CO2 arrival. Therefore,
temperature monitoring above sealing layers may be an effec-
tive method for monitoring CO2 containment; however, we find
that this result is more robust at longer radial distance from the
injection well, which means longer time intervals are needed to
identify a robust thermal signal.

3. In a fault-bounded system, 1 MMT per year CO2 injection for
10 years may drive sufficient fluid pressure to induce seismicity on
optimally oriented, critically stressed faults. This suggests non-
negligible risk of fault reactivation and potential breaching of
sealing layers in storage systems containing faults; however,
substantially more research is needed to understand the implica-
tions of pressure-induced geomechanics at reservoir scales.

To close, we note that the path to decarbonization is a
monumental global challenge that requires rapid deployment
of all commercially viable low carbon energy technologies. In
this context, we hope that this study spurs additional interest
and investment in offshore CCS technology because the geology
appears favorable for CO2 storage and there are a number of
offshore basins in close proximity to major CO2 sources.
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