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In recent years, nanoparticles have gained significant attention as additives in thermal energy storage

materials for concentrated solar power plants. Depletion of fossil fuels and environmental concerns have

prompted a shift towards clean renewable energy sources, like solar energy that is available in

abundance. To harvest solar energy using thermal energy storage (TES) materials and enhancing such a

materials thermal conductivity using nanoparticle additives, has emerged as a key research area. Hence,

this review provides a comprehensive consideration of the thermal conductivity of solar salts with

different nanoparticle additives; and the measurement techniques and various models that are used

to study them experimentally and theoretically. Furthermore, the various factors that can influence

the thermal conductivity are also analyzed and some issues – like high concentrations leading to high

viscosity and agglomeration of nanoparticles in TES materials – are discussed. The different results show

that thermal conductivity exhibits a linear relationship with the concentration of nanoparticles in TES

materials at a certain level.
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1 Introduction

Recently the human population growth rate has been very
high, with the global population reaching 7.9 billion in 2020,1

resulting in increased demand for basic necessities such as
food, water and transportation. Transportation is necessary
for many daily requirements and pleasures. However, the
vehicles we rely on are predominantly oil-based engines,
which contribute to significant pollution, global warming,
and various health hazards. The excessive usage of fossil
fuels has depleted non-renewable resources to a critically
low level, and their replenishment takes millions of years;
the escalating consumption of fossil fuel globally is illustrated
in Fig. 1.

A growing population means more vehicles causing higher
fossil fuel emissions that result in numerous deaths worldwide.
One potential solution to mitigate these issues is to reduce the
use of oil based engines and transit towards electric vehicles
(EVs). EVs are designed to minimize the use of fossil fuels and
becoming a hot topic of research due to its pollution-free
nature, low maintenance requirements and numerous other
advantages. However, it should be noted that powering EVs
with fossil fuels still contributes to pollution:3

� 65% emission of carbon dioxide (CO2), one of the main
greenhouse gases.
� 16% emission of methane that causes cardiovascular,

respiratory problems, memory loss, depression.
� 2% emission of F-gases (fluorinated gases), the most

powerful greenhouse gases.
� 6% emission of nitrogen oxides (NOx), which results the

production of ozone and smog when react with sunlight.
� Particulate matter is the major cause of lung cancer and

acute respiratory distress.

As mentioned, our increasing population and their demands
have led to a continuous rise in energy consumption from 1980
to 2013, increasing from 7300 TW h to 22 100 TW h, and the
trend has continued.4 According to a report by the International
Energy Agency,5 energy consumption almost doubled between
2010 and 2018. Various industries are actively working towards
increasing the production of electric vehicles in the market,
recognizing its potential as the next generation of vehicles.
In 2017, there was a significant increase in EV sales, reaching
nearly 200 000 units, which is impressive compared to tradi-
tional oil-based engine sales.

Efforts are being made worldwide to ban the sale of gasoline-
powered cars, mainly due to environmental concerns and the
declining availability of fossil fuels. Many countries, including
India, are planning to completely phase out gas and diesel
vehicles in the coming decade but its success will depend on
the affordability of electric vehicles. The complex components
involved in their production and the range of electric vehicles
on a single charge can make them expensive, making it diffi-
cult for all to afford,6 however, as production increases and

Fig. 1 (a) Global consumption rate of fossil fuel has increased and
(b) fossil fuel levels are degrading day by day and are currently low (energy
consumption in Terawatt-hours on the y-axis).2 Adapted from Open
Access data under the Creative Commons BY license. Copyright 2022
Global Change Data Lab.

Sukesh Aghara

Prof. Sukesh Aghara is a direc-
tor of the Nuclear Engineering
Program at the University of
Massachusetts Lowell. He is the
director of Integrated Nuclear
Security and Safeguards Labora-
tory and a Nuclear Security Fellow
with the Center for Terrorism and
Security Studies. He co-directs the
Intercontinental Nuclear Institute
and is a NASA Administrator’s
Fellow at the NASA Langley
Research Laboratory. He uses
experimental and computational

tools to understand the mechanisms of radiation interactions with
matter. He contributes to workforce development and capacity
building efforts for the IAEA. He chairs the University Radiation
Safety Committee and sits on the Executive Board of the American
Nuclear Society NE section, previously serving as the chair (2018–
2019).

Navdeep Goyal

Prof. Navdeep Goyal is a leading
professor at the Department of
Physics, Panjab University, India,
with 35+ years of experience. He
did his postdoc at TIFR, Mumbai
(1992–93). His main area of work
is in experimental solid-state
physics, especially the dielec-
tric properties of chalcogenide
glasses, device application of
high critical temperature super-
conductors, magnetic properties
of layered superconductors and
power electronics. He has

published more than 150 international publications and has a H-
index of 21.

Review Energy Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

4 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

/1
9/

20
26

 1
:4

4:
52

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ya00274h


© 2023 The Author(s). Published by the Royal Society of Chemistry Energy Adv., 2023, 2, 1309–1325 |  1311

competition grows, there is the possibility of cost reduction in
the future.

Currently, available electric vehicles in the market are
still charged using electricity produced from non-renewable
sources, contributing to pollution. Fig. 2 displays global elec-
tricity generation from 2015 to 2022 using different sources
such as coal, natural gas, nuclear energy, and more.7 Although
the usage of non-renewable energy sources has declined in
recent years, but are still in use.

With fossil fuel availability diminishing, electric vehicles
powered by renewable energy sources like solar energy can be consi-
dered as an alternative to conventional gasoline engine vehicles.
Solar energy is the most abundant renewable energy source globally,
and harnessing it effectively can significantly reduce greenhouse gas
emissions and reduce dependence on fossil fuels.

1.1 Solar energy

Relying solely on fossil fuels, will not meet our needs, switching
towards renewable energy sources can address the electricity
shortage problem, with a clean, pollution-free and abundant
source. Among the various renewable energy sources, ‘‘solar
energy’’ stands out the most readily available source that can
be harnessed to generate electricity for multiple purposes,
including charging stations for electric vehicles (EVs).

The solar energy spectrum8 encompasses the entire range of
electromagnetic radiation, including infrared, visible, and ultra-
violet light, as shown in Fig. 3. While it resembles a blackbody
spectrum, it can be specifically divided into five regions:
� Ultraviolet C (UVC): ranging from 100 to 280 nm, this high-

frequency radiation is mostly absorbed by the Earth’s atmo-
sphere, resulting in a minimal percentage of UV rays reaching
the surface.
� Ultraviolet B (UVB): ranging from 280 to 315 nm, most of

this radiation is also absorbed by the Earth’s atmosphere.
� Ultraviolet A (UVA): ranging from 315 to 400 nm, this

region of the spectrum reaches the Earth’s surface in signifi-
cant amounts.

� Visible (VIS): ranging from 380 to 700 nm, all parts of the
visible spectrum are received by the Earth.
� Infrared (IR): ranging from 700 nm to 1 000 000 nm

(1 mm), this infrared region is divided into three parts:
(a) Infrared-A: ranging from 700 nm to 1400 nm
(b) Infrared-B: ranging from 1400 nm to 3000 nm
(c) Infrared-C: ranging from 3000 nm to 1 mm
Solar energy can be converted into electrical energy through

two main processes: photovoltaic cells and concentrated power
plants. Solar panels primarily convert visible light and a portion
of infrared light into electricity, while the remaining energy
from the spectrum goes to waste. When comparing various
factors such as efficiency, electrical output, capacity utilization
factor, net present value (NPV), net capital cost (NCC), levelized
cost of energy (LCOE), and payback period for a plant with a
capacity of 100 MW, concentrated solar power (CSP) systems
exhibit higher efficiency compared to photovoltaic (PV) systems.
In terms of electrical energy generation, CSP in its best case
scenario outperforms PV as CSP can generate up to 33% more
electricity than the best-case scenario of PV.9

1.2 Concentrated solar power plant

CSP plants operate on the basis of the thermal energy storage
(TES) principle, which involves conversion of high-temperature
thermal energy into power generation which provides a
solution to the mismatch timing of solar energy availability
and electricity demand.10 Solar energy has the potential to
generate a significant amount of electricity if harnessed
effectively. Two main methods exist for harnessing solar
energy: active solar energy, which involves devices that convert
solar energy into other usable forms; and passive solar energy,
which focuses on the design, placement, and optimization of
materials to maximize the utilization of sunlight, such as in
greenhouse structures.11

The first CSP plant was established in Italy by Sant’llario in
1968,12 since then, there have been continuous advancements

Fig. 2 Global electricity generation from different energy sources, includ-
ing renewable energy sources, from 2015 to 2022.7 Adapted from Open
Access data under the Creative Commons BY license. Copyright 2021
International Energy Agency. Fig. 3 Solar radiation spectrum, similar to blackbody spectrum illustrating

the span of electromagnetic radiation.
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taking place in the field. However, CSP technology is not yet
widely used due to its relatively low development compared to
other renewable energy technologies. Nevertheless, significant
efforts are being made to reduce the dependency on fossil fuels,
and many countries, such as Spain and the US, are striving to
unlock the full potential of CSP, as illustrated in Fig. 4.13 The
global installed capacity of concentrated solar power plants
from 2012 to 2019 and the capacity of CSP installations across
different countries, highlighting the competition and growth of
large-scale commercial CSP projects.14,15

In India, during the first phase of the Jawaharlal Nehru
National Solar Mission (JNNSM) from 2010 to 2013, CSP
projects with a planned capacity of 470 MW were initiated.16

However, by 2018, only 228.5 MW had been achieved, but
efforts are underway in India to generate clean energy and
make the country self-reliant in this regard, by setting up a
target to achieve 10 000 MW of CSP capacity in the coming
years.17

1.3 Components of CSP

Considering the value of CSP, many countries are now investing
in this technology for electricity generation regardless of the
challenges related to reproducibility, sustainability, and effi-
ciency. CSP is a form of passive solar energy that relies
on storing thermal energy using heat-storing materials that
should possess specific characteristics, such as high thermal
conductivity, low density, large heat capacity, a wide range of
working temperatures, stability under radiation, and cost-
effectiveness.18 Designing an efficient CSP system remains a
significant challenge, as it requires considerations of factors
such as the levelized cost of electricity (LCOE),19 sustainability,
durability, and cost-effectiveness.

A CSP system comprises various components, including
a solar energy receiver, solar energy storage, a heat exchanger,

a turbine, charging stations, and more,20,21 as shown in Fig. 5.
Currently, operational CSP plants are expensive and suffer from
lower efficiency but could be improved by optimizing various
parameters and components within the system.

First step for efficiency enhancement is the collection of
solar energy with technologies like troughs, linear Fresnel
mirrors, or concentrators, as the development level of these
technologies directly impacts the system’s efficiency.22 Another
crucial aspect is the TES material, which allows for the storage
of thermal energy and its utilization during periods when the
sun is not available, such as rainy days, cloudy days, or at night.

1.4 Thermal energy storage (TES)

TES plays a crucial role in storing solar thermal energy for later
use, and different materials can be used, including synthetic
oil, molten salt, nanofluids, saturated steam, and ethylene
glycol.23,24 Some of these materials are used at an industrial
level, while others are still in the research phase.

For TES in a CSP, it is essential to use materials that can
withstand high temperatures and effectively function within a
wide temperature range. Molten salts are phase changing
materials at specific temperature, with characteristics such as
a low boiling point, a suitable working temperature difference,
thermal stability, high thermal conductivity, and low density.25

The low boiling point of molten salts ensures their changing
state which can transfer heat at relatively low temperatures.26

A good temperature difference implies a high heat capacity,
enabling the capture of significant amounts of thermal energy
from the sun. Thermal stability is important to maintain the
efficiency and reproducibility of molten salts, preventing eva-
poration. Therefore, utilizing molten salts in CSP systems can
reduce the LCOE,27–29 examples include liquid nitrate and
carbonate salts, Hitec and Hitec XL doped with different
nanoparticles at varying concentrations. The selection of an
appropriate salt for TES depends on its working temperature,
density (to avoid issues with viscosity), thermal conductivity,
thermal stability, specific heat capacity, etc., and should be
sustainable, reproducible and cost-effective.

1.5 Thermophysical properties – thermal conductivity and its
importance

To consider such solar salts for thermal energy storage, several
thermophysical properties need to be taken into account:

Fig. 4 (a) Globally installed capacity of concentrated solar power plants in
Megawatts, increasing over the years,13 and (b) contribution of different
countries to the overall installation of concentrated solar power plants,
with Spain and America leading the way.13 Adapted from Open Access data
under the Creative Commons BY license. Copyright 2015 International
Energy Agency.

Fig. 5 Basic components of a concentrated solar power plant for the
storage of thermal energy.
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thermal conductivity, specific heat capacity,29 viscosity, stabi-
lity, working temperature and corrosion resistance. Among
these factors, thermal conductivity is of utmost importance in
solar thermal energy storage systems as it is the cause of low
efficiency in current CSP systems, and is caused by different
factors, including density, moisture content, temperature and
fluidity.

The thermal conductivity of solar salts is not particularly
high, but by incorporating nanoparticles into solar salts, their
conductivity can be enhanced, as shown in Fig. 6. When
materials are reduced to the nanoscale, they exhibit fascinating
properties such as photothermal and photoconductive beha-
vior, as well as other attractive characteristics related to light:
electricity, magnetism and catalysis. Nanoparticles of different
metal oxides – such as Al2O3, TiO2, ZnO, CuO, MgO – have been
used to enhance the thermal conductivity of solar salts in
different domains.

Al2O3 nanoparticles, with their spherical morphology and
hexagonal structure, have been added to solar salts, resulting
in an 8.3% increase in thermal conductivity at a temperature
of 400 1C, depending on the shape, size, and concentration of
the nanoparticles.30 TiO2 nanoparticles, which can exist in
different structures (anatase, rutile, and brookite) depending
on temperature, can enhance thermal conductivity by 8.1%
when added to solar salts at particular concentrations.30 The
addition of ZnO nanoparticles to solar salts has not been
extensively studied, but it has been observed that their incor-
poration with water increases thermal conductivity.31 CuO
nanoparticles, with their monoclinic structure,32 exhibits the
excellent heat and electricity conductivity and act as a p-type
semiconductor with a band gap of 1.2 eV.33 When nanoparticles
of CuO are added to the base fluid, thermal conductivity of the
mixture increases by approximately 30% at a volume concen-
tration of 2%.34 Adding MgO nanoparticles to solar salt shows
an enhancement of 62.1% at 5.0% concentration,35 but slightly

increases the density of the nanofluid. Besides metal oxide
nanoparticles, carbon nanotubes (CNTs)36 are gaining more
attention due to their high thermal conductivity between
1100 W m�1 K�1 to 7000 W m�1 K�1.37 Therefore, adding
CNTs to solar salt could improve its thermal conductivity
extensively.38,39

As mentioned earlier, the thermal conductivity of solar salts
is crucial for efficient heat transfer. However, their thermal
conductivity falls between 0–1 W m�1 K�1 in liquid and in the
solid state, which limits their heat transfer efficiency. There-
fore, by incorporating nanoparticles the thermal conductivity of
solar salts can be enhanced, resulting in increased efficiency
and cost reduction.

2 Historical development

The historical understanding of thermal conductivity can be
traced back to the 18th century when scientists began the study
of heat. In 1686, Daniel Fahrenheit invented the mercury
thermometer, which sparked interest in the study of heat.41

Prior to that, Guillaume Amontons proposed a theory about the
flow of heat in the direction of decreasing temperature in a
linear manner, although without any proof or experimental
results. In 1761, Joseph Black introduced the concept of latent
heat (the heat required to change the state of a substance) and
specific heat (the quantity of heat required by a unit mass to
raise its temperature by 1 1C), which laid the foundation for the
concept of heat storage. Antoine Lavoisier and Pierre Simon
Laplace demonstrated constancy of the latent heat of melting
ice through the invention of the calorimeter.42 In 1776, Johann
Heinrich Lambert advanced the study of heat movement by
conducting experiments using a metal rod to study the linear
temperature profile.43 However, the results showed that the
temperature decreases logarithmically along the rod, which
may have been due to the specific shape and material of the
rod not being taken into account.

Benjamin Franklin (1706–1790)44 carried out experiments to
determine the relative heat conducting abilities of different
metals using wax. He coated the metals with wax and uniformly
heated them to observe at what distance the wax would melt for
each case. Further experiments by Igen Housz (1730–1794)45

involved seven different metals of the same length and dia-
meter, leading to the conclusion that different materials have
different tendencies to conduct heat. His experiments also
revealed that thermal conductivity in crystals is direction-
dependent.

Count Rumford studied the relative insulating properties of
various materials such as cotton, silk, wood, fur and down.46

He used a thermometer placed in a glass bulb filled with the
material of interest (e.g., air, water, mercury) and immersed the
apparatus in hot and cold water to establish temperature–time
correlations, which allowed for the measurement of thermal
conductivity.

By the end of the 18th century, a complete explanation of
thermal conductivity had not yet been established. In 1802,

Fig. 6 Elevation in thermal conductivity after addition of nanoparticles to
a molten salt. Adapted from ref. 40, with permission from AIP Publishing,
Copyright 2017.
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Fourier studied heat diffusion and built upon the research of
Jean-Baptiste Biot,47 who had focused on the heat conduction
differential equation. Biot’s work was based on Newton’s law of
cooling, which was derived for the case of radiative heat loss
rather than conductive loss. So the idea of directly continuing
Biot’s work was dropped by Fourier who further formulated
thermal conductivity using a boundary condition at the radia-
tive surface, as given in eqn (1),

hT= �k/dT/dx. (1)

Here, h represents the relative heat transfer coefficient, T denotes

temperature, k represents thermal conductivity, and
dT

dx
repre-

sents the temperature gradient. However, no devices or experi-
ments were available at the time to directly measure heat flow,
Fourier had to devise experiments to calculate thermal conduc-
tivity based on whether temperature is a function of heat or not.
Subsequently, various experiments were conducted to determine
the relative thermal conductivity of different materials and the
absolute thermal conductivity after a specific stage was set by
Fourier.48

3 Thermal conductivity analytics

Thermal conductivity is a material property that determines
how well a material conducts heat, commonly represented by
the symbol ‘k’, but in some books and literature, it is also
denoted by ‘l’ or ‘k’; the inverse of thermal conductivity gives
thermal resistivity. Materials with high thermal conductivity are
often used in heat sinks as they can efficiently absorb and
transfer heat energy to the environment. Many experiments have
been conducted to develop devices that can precisely measure the
thermal conductivity of materials. In 1807 to 1811, Joseph Fourier
designed a device and formulated a mathematical expression
that provides a good estimate of thermal conductivity. Fourier’s
law of thermal conduction (also known as the law of heat
conduction),47 as described by eqn (2), states that the rate of
heat transfer through a material is proportional to the negative
gradient of temperature and the area of heat flow.

q = �k�rT (2)

where rT refers to the temperature gradient, q denotes the
thermal flux or heat flux, and k refers to the thermal conduc-
tivity of the material.

Mathematics:
Consider a material in which the flow rate of heat is

dT

dx
through a cross-sectional area represented by A. Initially, at a
distance x, the temperature is denoted as T, and after some time,
at a distance x + rx and temperature T + rT. Heat flows in the
positive direction, the temperature gradient must be negative, as
heat flows from higher to lower temperatures, as shown in Fig. 7.

Now, the thermal conductivity k can be defined as the ratio
of heat flow rate per unit area to the negative of the temperature
gradient. It can be written as in eqn (3):

dQ/dt = k�A�(dT/dx) (3)

Units:
� Fundamental units of thermal conductivity can be: tem-

perature, length, mass and time.
� It can also be written as power/(length � temperature).
�Watts per meter-Kelvin (W m�1 K�1) is the standard unit of

thermal conductivity.
� These units relate heat conduction rate for a unit thickness

of a material, for each Kelvin of temperature difference.
Discussion so far considers a one-dimensional situation in

an isotropic medium, where all properties are uniform and
independent of direction. In such a scenario, heat flow is
opposite to the temperature gradient. However, in an aniso-
tropic medium, where properties vary with direction, the heat
flow rate and the temperature gradient can differ along differ-
ent axes of the crystal. In that case, the heat flow may not
strictly be antiparallel to the temperature gradient, and thermal
conductivity becomes a tensor quantity.

3.1 Thermal conductivity in different states

Matter is composed of extremely small particles that cannot be
seen with the naked eye, and is classified into four states –
solid, liquid, gas, and plasma – but for the purpose of discus-
sion here only three states (excluding plasma) are considered.
The thermal conductivity of a material49 varies depending on
its state whether it is solid, liquid, or gas state. This variation is
due to the differences in intermolecular spacing: the molecules
in a liquid are further apart from each other than in a solid, and
move in a random manner due to the larger intermolecular
spacings. This random movement hinders the efficient con-
duction of heat, resulting in a decrease in thermal conductivity
in liquids.

Thermal conductivity is directly proportional to the mean
molecular speed and mean free path.50 The mean free path
depends on the diameter of the molecule, where larger mole-
cules have a higher probability of collisions compared to
smaller molecules. Light gases like hydrogen and helium have
high thermal conductivity, whereas denser gases like xenon and
dichlorodifluoromethane have low thermal conductivity due to

Fig. 7 A typical heat flow mechanism inside the conductor.
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hindered molecular movement. Additionally, the thermal con-
ductivity of gases generally increases with temperature.

When comparing liquids to gases, liquids tend to have
better thermal conductivity and with their fluidity properties,
they are suitable to use as heat sinks. Liquids can absorb heat
and effectively transfer it through the heat sink, acting as heat
transfer agents but for non-metallic liquids, the thermal con-
ductivity tends to decrease with increasing temperature. It is
important to note that thermal conductivity cannot be general-
ized for all liquids, as it depends on the specific properties of
each liquid.

3.2 Thermal conductivity of solar salts with nanoparticles

Molten salts undergo a phase change from solid to liquid when
their temperature is increased, making them suitable for use as
thermal energy storage media. However, the thermal conduc-
tivity of molten salt is not sufficiently high, an important
characteristic for an applicable thermal energy storage mate-
rial, addition of selected nanoparticles to molten salt could
resolve this, as illustrated in Fig. 8. Among the molten salts,
solar salt stands out due to its favorable thermophysical proper-
ties, affordability and availability in the market, as seen in
Table 1, having significant potential for incorporation in CSP
systems.51

Extensive research has been conducted to investigate how
the addition of nanoparticles and other parameters can enhance
thermal conductivity. Several models have been proposed to
explain the behavior of nanofluids, which are a weighted average
of nanoparticles and base fluids, and their contribution to
thermal conductivity.54 These models incorporate various fac-
tors such as the diameter of the base fluid, sphericity of
nanoparticles, viscosity, temperature, volume fraction, nano-
layer thickness, and so on. Maxwell was the first to propose a
model predicting the thermal conductivity of nanofluids,55

which considered spherical bodies in low concentrations.
In this context of nanofluids, the thermal conductivity is
typically denoted as k, but for ease of understanding, we will

use K in this discussion. Different suffixes and prefixes are
employed to represent the thermal conductivity of different
fluids.

Knf max ¼ Kf

Knp � 2Kbf � 2f Knp � Kbf

� �
Knp � 2Kbf � 2f Knp � Kbf

� �
 !

(4)

Symbols in the above equation as well as in following ones are:
Kbf is the thermal conductivity of the basefluid, Knp is the
nanoparticle thermal conductivity, f is the concentration of
nanoparticles. Knf is the thermal conductivity of nanofluid and
can be predicted using eqn (4). Maxwell included thermal
conductivity of the basefluid and nanoparticles only. Thermal
conductivity was further studied by Hamilton and Crosser56

who developed another model (eqn (5)), that includes factors
like particle shape and composition as well as the thermal
conductivity of the basefluid and nanoparticle.

Knf H&C ¼ Kbf

Knp � ðn� 1ÞKbf � fðn� 1Þ Kbf � Knp

� �
Knp � ðn� 1ÞKbf � f Knp � Kbf

� �
 !

(5)

where n denotes the shape factor and can be determined from
the sphericity of particles, w, for instance the sphericity is
considered to be 3.0 for a sphere and 0.5 for a cylindrical
shape, related as in eqn (6),

n = 3/w. (6)

The next model was provided by Wasp,57 which includes the
convection heat transfer problems, and eqn (7) can be consi-
dered as a special case of the Hamilton and Crosser model,56 in
which particles are exactly spherical in shape and this model
can act as a good practical approach whenever there is uncer-
tainty about a particles’ shape,

Knf wasp ¼ Kbf
Knp þ 2Kbf � 2fðKbf � KnpÞ
Knp þ 2Kbf þ fðKbf � KnpÞ

� �
(7)

Another model as seen in eqn (8) was given by Xue,54 which
includes factors like composition, shape, logarithmic progres-
sion and again thermal conductivity of the nanoparticle and
basefluid,

Knf Xue ¼ Kbf

ð1� fÞ þ 2f
Knp

Knp � Kbf
ln
Knp þ Kbf

2Kf

ð1� fÞ þ 2f
Kf

Knp � Kbf
ln

Knp þ Kbf

2Kbf

� �
0
BB@

1
CCA (8)

None of these models consider the random movements of
particles in the fluid due to Brownian motion, and are hence
considered to be static models. Dynamic models have also been

Fig. 8 Addition of nanoparticles to molten salt, elevating their thermo-
physical properties for use as thermal energy storage materials.

Table 1 List of molten salts52,53

No. Salt Composition (wt%)
T. C.
(W m�1 K�1)

Cost
(Rupees per kg)

1 Solar salt NaNO3–KNO3 0.52 37.30
2 Hitec NaNO3–KNO3–NaNO2 0.33 70.78
3 Hitec Xl NaNO3–KNO3–Ca(NO3)2 0.52 108.82
4 Therminol

VP-1
Biphenyl–diphenyl
oxide

0.090 301.36
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developed that include the viscosity, temperature, size and
distribution, layer thickness, cluster formation etc., by which
the thermal conductivity of nanofluids is affected. A dynamic
model (eqn (9)) was given by Xuan et al.58 using the Maxwell
model55 as a baseline and adding the other factors also.

Knf Xuan = Knf max + 1/2rnpcnpf(2DB)1/2 (9)

where DB is the Brownian diffusion that includes the tempera-
ture, viscosity of basefluid and of the cluster, that impact the
thermal conductivity and can be calculated as,

DB = kBT/6pmbfrc (10)

where T corresponds to the temperature of fluid, rc represent
the radius of nanoparticle, kB is denoted as the Boltzmann
constant and mbf is the basefluid viscosity.

The Kleinstreuer model59 again uses the Maxwell model55 as
a base model and adds other dynamic factors that affect the
thermal conductivity. These include volume fraction, types of
particle, temperature and also the properties of the basefluid. It
considers function f, that depends on these various factors, as
given in eqn (11),

Knf Klein ¼ Knf max

þ ð5� 104Þ
Kbf

bðfÞrbfcnpbf f ðT ;fÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT

rnpd np

 !vuut (11)

Next model is given by Xie et al.60 that include the volume
fraction, radius of nanoparticles and basefluid, nanolayer
thickness, ratio between nanoparticle and basefluid. Using
eqn (12), thermal conductivity can be measured.

Knf Xie ¼ 1þ 3YfT þ
3Y2fT

2

1�YfT

� �
(12)

where Y depends on volume fraction, radius of nanoparticle,
nanolayer thickness, and fT is the total volume fraction.
Avsec61 presented a model, in which thermal conductivity of
the base fluid and nanoparticle, and liquid layer thickness have
been included, ignoring the particle size and the interface
between the particles. Another empirical model is given by
Jang and Choi62 eqn (13) including all the factors like the
diameter of molecules of the basefluid, Reynolds number,
Prandtl number, nanoparticle thermal conductivity and it’s
the surface resistance, particle fraction, etc.

Knf Jang&Choi ¼ Kbfð1� jÞ þ 0:01Knanoj

þ 18� 106
dbf

dnp

� �
KbfRed

2Prbfj
(13)

where Knano is the thermal conductivity of nanoparticles
with Kapitza resistance, Red and Pr are the Nusselt number,
dbf and dnp are the characteristic lengths of the basefluid
and nanoparticle, respectively. Another model given by Pak and
Cho63 (eqn (14)) is very compact, taking into consideration
geometry, diameter and also the surface resistance of
nanoparticles,

Knf P&C = 1 + 7.47f. (14)

The next model was given by Timofeeva et al.64 and also
includes agglomeration factors. The thermal conductivity
model predicted is given by eqn (15),

Knf Tim = Kf(1 + 3j). (15)

Yu and Choi’s65 model predicts the thermal conductivity by
modifying the Maxwell equation. This model includes the
nanolayer thickness, original nanoparticle radius and all above
discussed factors. Using eqn (16), thermal conductivity can be
measured,

Knf Y&C ¼ Kbf

Kpe þ 2Kbf þ 2 Kpe � Kbf

� �
ð1þ bÞ3f

Kpe þ 2Kbf � Kpe � Kbf

� �
ð1þ bÞ3f

" #
(16)

where Kpe represents the thermal conductivity of the equivalent
particle, b is the ratio of nanolayer thickness to the radius of the
original particle, f denotes the particle volume concentration.
Another model (eqn (17)) was given by Wang et al.66 and
includes factors of nanolayer thickness, particle size, tempera-
ture, volume fraction and also considers the interaction
between particles,

KnfWang ¼ Kbf 1þ

3fqhpi
p0

1� fqhpi
p0

0
BB@

1
CCA (17)

where f is the graded nanolayer and depends on the original
volume fraction, hpi is the average dipole moment of a sphere,
p0 is the thermal dipole due to temperature distribution among
the spherical particles, q is the dipole factor. Under the
assumption by Chandrasekar et al.67 gave two models M1 and
M2, believing that nanoparticles are uniformly dispersed in
the basefluid, thermal conductivity which can be calculated
using M1 given in eqn (18). The second model predicted, M2,
depends on particle shape, Brownian motion, contribution
layer thickness, etc. and is given by eqn (19), and can be
reduced to the models predicted by Maxwell, Hamilton and
Crosser, Yu and Choi, if sufficient conditions are applied.

Knf Ch;M1 ¼ Kbf
cnp;nf

cp

� �
rnf
r

� �1:33
M

Mnf

� �0:33
" #

(18)

Knf Ch;M2 ¼ Kbf
Knp þ ðn� 1ÞKbf þ ðn� 1Þ Knf � Kbfð Þð1þ bÞ3f

Knp þ ðn� 1ÞKbf � Knp � Kbf

� �
ð1þ bÞ3f

" #

(19)

where cnp,nf denotes specific heat of the nanofluid, cp repre-
sents the specific heat, rnf is the density of the nanofluid, r is
density, M is the molecular weight, Mnf is the molecular weight
of the nanofluid and other symbols have the same meaning as
mentioned above.

Another empirical model68 predicted by Corcione et al.
(eqn (20)) includes factors of dynamic viscosity of the nano-
fluids, volume fraction, temperature but only for the range 294–
324 K, and diameter of nanoparticles in the range 10–150 nm.
This type of specified model is very beneficial from an
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engineering point of view for thermal design tasks:

Knf C ¼ 1þ 4:4Re0:4 Pr 0:66
T

Tfre

� �10
Knp

Kbf

� �0:03

fð Þ0:66 (20)

As discussed, the various models69 developed consider all the
factors that can affect the thermal conductivity of the nano-
particles, basefluid and nanofluid. All the models started with
the basic Maxwell predicted model and were modified depend-
ing on the factors considered.

4 Factors affecting thermal
conductivity

Various factors affect the thermal conductivity of a material,
including its structure, density, phase, composition and tem-
perature, and can be intensive or extensive in nature. The
thermal conductivity also differs between metals and non-
metals due to their distinct characteristics, which are also
influenced by various factors.

4.1 Effect of temperature

The behavior of thermal conductivity with temperature depends
on whether the material is a metal or a non-metal, as each
behaves differently in response to temperature changes.

4.1.1 Metals.
� According to the Wiedemann–Franz law, thermal conduc-

tivity is directly proportional to temperature and electrical
conductivity.
� When the temperature increases, the electrical conduc-

tivity of a pure metal decreases due to electron collisions.
� This implies that the thermal conductivity of a pure metal

varies slightly with increasing temperature and abruptly
decreases when the temperature reaches 0 K.
� Alloys, on the other hand, exhibit less change in electrical

conductivity, resulting in an increase in thermal conductivity
with temperature.70

4.1.2 Non-metals.
� In non-metals, thermal conductivity is mainly attributed to

lattice vibrations that carry energy in the form of phonons due
to scarcity of free electrons.
� As phonons travel and collide with each other they

experience a mean free path that does not significantly change
with temperature. This indicates that the thermal conductivity of
non-metals remains largely unaffected by higher temperatures.
� Below the Debye’s temperature,70 both the thermal con-

ductivity and heat capacity of non-metals decrease.

4.2 Other factors that affect thermal conductivity

Variations in thermal conductivity can be attributed to several
factors, including thermal anisotropy, electrical conductivity,
magnetic fields, and more. The influencing factors of thermal
conductivity in substances are illustrated below.
� Phase change of material: changing the phase of a material

results in abrupt changes in thermal conductivity. For example,
water exhibits this dependency, where the thermal conductivity

of ice71 is 2.18 W m�1 K�1 and changes to 0.56 W m�1 K�1 in
the liquid phase.
� Thermal anisotropy: crystals have different planes, and as

a result, the physical properties of crystals vary across these
planes. It is possible that phonons along a specific plane are
coupled differently to phonons in other planes of the same
crystal. Thus, the thermal conductivity varies due to thermal
anisotropy, which means that the direction of the temperature
gradient may not align with the direction of heat flow.
� Influence of magnetic fields: the Maggi–Righi–Leduc

effect72 describes the change in thermal conductivity of a
conductor when subjected to an applied magnetic field, which
causes formation of an orthogonal temperature gradient, that
can be responsible for alterations in thermal conductivity.
� Isotopic purity of the crystal: while thermal conductivity

is an intensive property, the addition of impurities decreases
its value. For instance, in type IIa diamond, a 98.9% concen-
tration of carbon-12 results in a thermal conductivity of
10 000 W m�1 K�1, whereas a 99.9% enriched diamond exhibits
a thermal conductivity of 41 000 W m�1 K�1.73

4.3 Factors affecting the thermal conductivity of
nanoparticles

It has been established that the thermophysical properties of
bulk matter differ from nanoparticles. Various factors that affect
the thermal conductivity of nanoparticles69 are listed below.
� Numerous experiments have demonstrated how different

nanoparticles of different shapes and size affect the thermal
conductivity. Ambreen and Kim et al.74 showed that reducing
nanoparticle size increases the effective surface area, enhan-
cing Brownian motion and leading to an increase in thermal
conductivity. Subsequently, Xu et al.75 and Anoop et al.76 con-
ducted different experiments and showed that different shapes
of nanoparticles, such as spherical, cylindrical, rod, banana-
shaped, nearly-rectangular, brick, platelet, and blade shapes,
have an impact on thermal conductivity.
� Thermal conductivity also depends on the base fluids and

the concentration of nanoparticles. Increasing the concentration
amplifies the interfacial area between the base fluid and the
nanoparticles, resulting in an increase in thermal conductivity.77

� Thermal conductivity also depends on agglomeration of
NPs, as it provides an extra conduction path to the nanofluids,
but excessive agglomeration can lead to sedimentation, creating
difficulties for fluid to flow.78,79

� Different experiments have been done to confirm if the
thermal conductivity of nanoparticles depends on temperature.
Chon et al.80 and Mintsa et al.81 showed that it is independent
of temperature, but some experiments showed an inverse
relation with temperature, like the experiment carried out by
Duangthongsuk and Wongwises82 for water-based TiO2 nano-
fluids.
� The pH of nanofluids is a crucial factor that directly or

indirectly affects thermal conductivity by influencing the
degree of nanoparticle aggregation, zeta potential, particle size
distribution, rheology, viscosity, and stability, all of which
impact the thermal conductivity of nanofluids.83
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� When a strong magnetic field is applied, small-
dimensional particles form chains that tend to align with the
direction of the magnetic field observed in experiments.84 The
alignment of particles promotes heat transfer capability and
lead to an increment in thermal conductivity.85

� Sonication also plays an important role. Decreasing soni-
cation time reduces the probability of sedimentation and
enhances Brownian motion, ultimately increasing the thermal
conductivity of nanofluids. However, excessive sonication time
can have a reverse effect on thermal conductivity.86,87

5 Experimental techniques

Thermal conductivity is enhanced by the addition of nano-
particles to solar salts, making it an important factor in the
operation of CSP systems. Solar salts typically have low thermal
conductivity, but inclusion of nanoparticles can improve.
Different methods are available for the synthesis and mixing
of nanoparticles with solar salts, as well as various techniques
for measuring the thermal conductivity of nanofluids.

The current methods for measuring thermal conductivity
can be categorized based on their temperature dependence.
Fig. 9 illustrates the various methods used to approximate
thermal conductivity, primarily falling into three types: transi-
ent methods (where temperature changes with time), steady-
state methods (where temperature remains constant and heat
transfer is characterized by a constant, specific heat transfer),
and the thermal comparator method (a relative method that
uses a calibration curve to determine the value of the unknown
parameters).88

5.1 Transient hot wire method

Stalhane and Pyk proposed the transient hot wire method in
1932 as discussed by Horrocks et al.89 which is used to measure
the thermal conductivity of nanomaterials where solar salts are
used as the base fluid and nanomaterials are additives with
temperature-dependent thermal conductivity. This method
involves a thin wire, typically made of platinum or tantalum,
which serves as both a sensor and a heat sink submerged in a
sample cell filled with the test fluid, as shown in Fig. 10.
Applying a specific voltage across the thin wire, heat is

generated and transferred to the surrounding fluid at a rate
dependent on the thermal conductivity of the liquid.

As the heat is transferred, the changes in resistance can be
correlated with the variations in temperature, allowing for the
calculation of thermal conductivity. According to Carslaw and
Jaeger,90 the relationship between change in temperature with
time can be described by eqn (21),

DT ¼ �q
4pKnf

Ei
�r2
4Dt

(21)

where K represents the thermal conductivity, r denotes the
distance at which the temperature is measured, q is the con-
stant heat applied, and Ei is the integral term upon expanding
it, as shown by eqn (22),

�EiðaÞ ¼
ð
1=u expð�uÞdu ¼ �b� ln a� a2=4þ . . . (22)

Higher order terms of a are neglected for long wires as it is very
small. So eqn (21) changes to eqn (23),

DT � �q
4pKnf

�b� ln
r2

4Dt

� �� �
(23)

and thermal conductivity can be calculated using eqn (24)

Knf ¼
q

4p DT2 � DT1ð Þ

� �
ln
t2

t1
(24)

5.2 Thermal constants analyzer

The thermal constants analyzer technique is utilized to deter-
mine the thermal conductivity of nanofluids by employing a
transient plane source based on Fourier’s law of heat conduc-
tion. The setup consists of a thermal constants analyzer, a
vessel, a constant temperature bath, and a thermometer, as
depicted in Fig. 11. The probe is immersed in the vessel
containing the nanofluid, which is then placed in the constant
temperature bath. The thermometer is used to measure the
temperature of the nanofluid.

Fig. 9 The different techniques for measuring the thermal conductivity of
nanofluids.

Fig. 10 Schematic diagram of the transient hot wire method. Adapted
from ref. 69, with permission from MDPI, Copyright 2021; and ref. 91 with
permission from Elsevier, Copyright 2020.
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The probe utilized in this technique should comprise a thin
foil made of an electrical conducting material, which is respon-
sible for generating the heat. By applying Fourier’s law of
thermal conductivity and utilizing the relationship between
resistance and temperature, described by eqn (25),92 the ther-
mal conductivity of the nanofluid can be determined,

DTðtÞ ¼ 1

a
RpðtÞ
R0
� 1

� �
(25)

where DT(t) is the rise in temperature of the probe, Rp(t) is the
resistance function of time, a is the temperature coefficient of
the electric resistance, R0 is the electrical resistance. The
dimensionless time, t, is given by eqn (26), where R is the
thermal diffusivity of the fluid and rp is the radius of the probe,
at t = 0, and t is the real time.

t ¼
ffiffiffiffiffiffi
tR

rp2

s
(26)

If there is no natural convection of the fluid taking place then
thermal conductivity can be calculated using eqn (27),93

DT ¼ W

p1:5rpKnf
DðtÞ (27)

where D(t) is described as a geometric function, and W is the
electric power supplied to the probe.

5.3 3-Omega method

This method was initially developed for measuring the thermal
conductivity of bulk materials and has been subsequently
adapted for nanofluids and thin films.94 It involves the applica-
tion of sinusoidal current with a frequency o across the sample
using a metal wire heater which is similar to the hot wire
method, where the sample element serves as both the heater
and the thermometer. The applied current at frequency o
generates heat at a frequency of 2 � o, and the corresponding
voltage is measured at 3 � o. The thermal conductivity can be
determined using eqn (28),

DTðrÞ ¼ P

lpKnf

1

2
ln
D

r2
þ ln 2� 0:5772� 1

2
ln 2o� ip

4

� �
(28)

where,
P

l
represents the amplitude of the power per unit length

generated at a frequency 2 � o, D is the thermal diffusivity, and
r is the distance. Hence thermal conductivity (Knf) can be
measured using the real or imaginary part of the given equation.
For more detail, one can look into the paper by Cahill et al.95

5.4 Temperature oscillation technique

The temperature oscillation technique is employed initially to
measure the thermal diffusivity, then it is used for the calcula-
tion of thermal conductivity. A nanofluid is used to fill the
cylindrical volume, and temperature oscillations are applied
where amplitude and phase of the temperature oscillations are
determined by selecting reference and end points, as shown in
Fig. 12.96 It has been demonstrated that thermal diffusivity can
be accurately measured using the amplitude attenuation of
thermal oscillations. Therefore, by calculating the density and
specific heat using eqn (29), the thermal conductivity can be
determined using a principle first utilized by Das et al.97 for
nanofluid comprising nanoparticles of Al2O3 and CuO in water,

Cp;n;f ¼
msCp;s þmwCp;w

ms þmw
(29)

The thermal conductivity can be calculated using eqn (30),

Knf = anfrnfCp,nf. (30)

5.5 Laser flash method

The laser flash method was developed to determine the thermal
diffusivity, which is subsequently used to calculate thermal
conductivity. In this method, a short laser pulse is applied to
heat up a specific region of the specimen, either at the lower or
upper part, while the change in temperature is recorded using an
infrared detector.98 The laser pulse is directed towards a disc-
shaped sample containing nanoparticles, as illustrated in Fig. 13.
The thermal diffusivity (a) can be calculated using eqn (31),

a ¼ 0:13879� L2

t0:5
(31)

where L is the thickness of the sample, t0.5 is the time at which
temperature rises to half of its maximum value. Then using

Fig. 11 Schematic diagram of a thermal constants analyzer. Adapted from
ref. 69, with permission from MDPI, Copyright 2021; and ref. 91 with
permission from Elsevier, Copyright 2020.

Fig. 12 Schematic diagram of the temperature oscillation technique.
Adapted from ref. 96, with permission from Elsevier, Copyright 2021.
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eqn (31) thermal conductivity K can be calculated using
eqn (32).

K = a � r � Cp (32)

where r is the density and Cp is the specific heat capacity.

5.6 Steady-state parallel plate method

Different structures can be utilized to estimate the thermal
conductivity of nanofluids based on steady-state heat conduc-
tion, where the temperature difference is constant. Two pre-
ferred structures for heat transfer measurement are the parallel
plate and concentric cylindrical cells, employing the concept of
heat conduction in a single direction and thermal resistance.

In the parallel plate experimental setup, a sample is inserted
between copper plates, and a main heater supplies heat. After a
certain time, a steady temperature is achieved by the upper and
lower copper plates, allowing the calculation of the sample’s
thermal conductivity given a detailed description by Wang
et al.99 The schematic diagram of the technique is shown in

Fig. 14 where another heater had been used to maintain the
inner environment for the prevention from heat loss. This method
was used to calculate the thermal conductivity of alumina and
copper oxide-based nanofluids and the heat conduction in a single
direction can be calculated using eqn (33),

K ¼ qLg

SDT
(33)

where Lg denote the thickness of the glass spacer between the two
copper plates and S is cross-sectional area of the upper copper
plate, q represents the power of the heater and DT is the tempera-
ture difference between the two plates. The thermal conductivity of
the nanofluid can be calculated using eqn (34).

Ke ¼
KS � KgSg

S � Sg
(34)

where Kg, S, and Sg are the thermal conductivity, cross-sectional
area of the upper copper plate, and the total cross-sectional area of
the glass spacers, respectively.

5.7 Cylindrical cell method

The cylindrical cell method uses two concentric cylinders,
similar to the parallel plates in the steady-state parallel method.
A detailed description of this method can be found in the work
by Kurt and Kayfeci,101 and the schematic diagram is shown in
Fig. 15.

In this setup, a sample fluid is inserted inside the coaxial
cylinder, and an electrical heater is positioned inside the
cylinder to heat it up. As the temperature of the inner cylinder
increases, heat flows radially outwards through the sample,
which fills the annular gap between the cylinders. Two cali-
brated thermocouples are used to measure the outer surface
temperature Ti of the glass tube and the inner cylinder tem-
perature T0. The thermal conductivity can then be calculated
using eqn (35),

Knf ¼
ln
r2

r1
2pL

1

DT=Qe � lnðr3=r2Þ=2pLKc

� �
(35)

where Qe is the heat input, and can be calculated from
the current and voltage through the heater, DT denotes the

Fig. 13 Schematic diagram of the laser flash method. Adapted from Open
Access data under the Creative Commons BY license from ref. 69, Copy-
right 2021 MDPI.

Fig. 14 Schematic diagram of the steady-state parallel plate method.
Adapted from ref. 100, with permission from IOP Science, Copyright 2017.

Fig. 15 Cross-section of the cylindrical cell method. Adapted from
ref. 101, with permission from Elsevier, Copyright 2009.
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temperature difference between Ti and T0 in 1C, L is the length
of the cylinders, r1 is the outer glass cell, and r2, r3 are the inner
and outer radius of the inner cylinder, respectively.

5.8 Thermal comparator method

The indirect technique, proposed by Powell et al.,102 is based on
the principle of heat transfer from a hotter material to a colder
one when they are brought into contact over a small area. The
setup for this technique is shown in Fig. 16. The establishment
of thermal equilibrium depends on the thermal conductivity of
both materials involved. In this method, one material with a
known thermal conductivity is chosen, while the other material
has an unknown thermal conductivity where heat transfer
occurs under steady-state conditions. Considering the flow
of heat in semi-infinite bodies with the boundary conditions
0 o z o N and �N o z o 0, having an initial temperature T0

for the material with a known thermal conductivity K1, and an
unknown temperature T1 for the material with thermal con-
ductivity K2. By considering the boundary conditions, the
relationship can be expressed as eqn (36),

T1 ¼ T0 �
2K2T0

PðK1 þ K2Þ

ð
expð�lzÞðsin lr1ÞJ0ðlrÞdl=l (36)

where J0(lr) is the zero order Bessel function. For z = 0, and
r o r1 the equation becomes eqn (37) for the calculation of
thermal conductivity,

T1ð0Þ ¼
T0K1

K1 þ K2
(37)

6 Discussions and experimental results

Various approaches have been employed over the years for
measuring the thermal conductivity of nanofluids, with some
methods considered more sophisticated and widely accepted as
standard. However, all of these methods share a common
challenge: the measurements are highly sensitive to initial
conditions, where minor changes can significantly impact the
results. Measuring the thermal conductivity of nanomaterials is
not an easy task, primarily due to the requirement for sample
stability, which is influenced by factors such as material
composition, temperature, and the concentration of the BF
and NPs. Research has revealed that achieving sample stability
can take up to a month, and ongoing maintenance is necessary
to prevent sedimentation of nanoparticles.104 Among the var-
ious measurement techniques reviewed, the transient hot wire
method (Section 5.1) stands out as the most commonly used
approach which offers good accuracy, requires no calibration,
and is a simple experiment with low cost.105,106 Here, we
provide an overview of experimental results using the laser
flash method.

SEM of CuO in solar salt is shown in Fig. 17. The small and
dark spots are the CuO particles spread in the salt where
agglomeration of CuO particles happens in the order 100–
300 nm, which is the result of natural convection taking place
in the liquid phase of the salt. These particles are distributed
very well in the salt and can be seen by visual inspection.

The thermal conductivity can be calculated using thermal
diffusivity measured using the laser flash method (Section 5.5).
The thermal conductivity results of CuO nanoparticles in solar
salt are shown in Fig. 18, where incremental changes in
thermal conductivity occur after mixing 2% by volume of CuO
in pure NaNO3–KNO3 at different temperatures. Different con-
centrations of CuO nanoparticles enhance the thermal con-
ductivity, although this is not significant at higher
concentration due to the large error measurements.34

Fig. 16 Schematic diagram of the thermal comparator method. Adapted
from ref. 103, with permission from the American Chemical Society,
Copyright 1983.

Fig. 17 SEM of CuO in solar salt. Adapted from ref. 34, with permission
from Elsevier, Copyright 2016.
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The thermal conductivity of Al2O3 and TiO2 nanoparticles
have also been calculated using the laser flash method; result-
ing in an elevation in thermal conductivity of 8.3% and 8.1%,
respectively, when adding different concentrations by mass at
room temperature, which results in an increased heat transfer
rate and lower melting point.30

The SEM image of another metal oxide, MgO, reveals size
variation from 30–60 nm, as illustrated in Fig. 19(a) and again
shows the good dispersion of nanoparticles in the solar salt
(Fig. 19(b) and (c)) where nano-MgO particles are surrounded
by the melted solar salt forming a solid–liquid interface. MgO
in solar salt enhances the thermal conductivity from 5.4% to
62.1% with mass increments of 2.5% to 5.0%, as seen in

Fig. 20(b), the measurements were done using the laser flash
method at 375 1C for different concentrations in pure solar salt.

Fig. 18 Experimental data showing elevation in thermal conductivity
before and after addition of CuO nanoparticles to NaNO3–KNO3. Adapted
from ref. 34, with permission from Elsevier, Copyright 2016.

Fig. 19 SEM of MgO with solar salt: (a) shows MgO nanoparticles, (b) solar
salt, and (c) MgO with solar salt at 5% concentration. Adapted from ref. 35,
with permission from Elsevier, Copyright 2020.

Fig. 20 Experimental data showing the thermal conductivity of NaNO3–
KNO3 (a) improves with the addition of MgO at different mass concentra-
tions (2.5%, 3.5%, 4.5% and 5%) with temperature, and (b) the increasing
thermal conductivity at different concentrations. Adapted from ref. 35,
with permission from Elsevier, Copyright 2020.

Fig. 21 SEM images of pure (A) and CNT-enhanced solar salt, and (B).
Adapted from ref. 39, with permission from the American Chemical
Society, Copyright 2023.
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Besides metal oxides, results using CNTs as an additive in
solar salt have been reported. An SEM image is shown in
Fig. 21, which shows consistent CNT dispersion in NaNO3–
KNO3.39 The authors reported that the solar salt appeared white
at room temperature, and after addition of CNTs it became
darker. Addition of nanocomposite CNTs39 in solar salt pro-
vides good elevation in thermal conductivity, as calculated
using the laser flash method with varying mass percentage
from 0.1% to 1.5% (Fig. 22). Although some calculations using
theoretical models have been done, as discussed, the experi-
mental results are very different due to different BFs, with a
large difference in thermal conductivity results.107 However, it
is clear that the addition of nanoparticles elevates thermal
conductivity and this elevation depends on the quantity of
nanoparticles added.

7 Conclusions and future aspects

An improvement in the thermal conductivity of a solar salt can
be observed after the addition of nanoparticles in small
amounts, like 2% of CuO by volume increases the thermal
conductivity by approximately 30% over the range of tempera-
ture, which is a more significant increase than when adding a
higher concentration. When using Al2O3 and TiO2 nano-
particles, the elevation in thermal conductivity seen is around
8.3% and 8.1%, respectively.30 However as the mass concen-
tration increases, the changes in thermal conductivity are again
not that significance, as also seen in the case of CuO.34 MgO
nanoparticles with solar salts show good elevation even at
higher concentrations of 5.4% to 62.1%, at 375 1C, but elevate
the density of the nanofluid making flow difficult. In the case of
CNTs, enhancement in thermal conductivity is around 27%
which elevates with mass percentage. CNTs are thermally stable
at 600 1C but at higher temperature mass loss rapidly occurs.39

Research into latent heat increments in materials for
thermal heat storage have included various experimental and
theoretical models showing different outcomes and discre-
pancies.30,107,108 Issues like lack of theoretical understanding

and instrumentation errors,91 may be causing the inaccuracy in
nanofluid thermal conductivity measurements. Although study
results are not always consistent, some conclusions can be
drawn, as follows.
� Study of thermal conductivity and the heat transfer cap-

ability of the molten salts shows that it can be increased with
NP additives.
� Better characterization techniques provide insight into NP

additive effects.
� Techniques for the measurement of a nanofluids’ thermo-

physical properties are still under development.
� Theoretical models and experimental results do not

match, which may be due to negligence of various factors.
� Increments in concentration of NPs in the BF leads to

agglomeration, which causes uncertainty in the measurements.
� For long durability usage of nanofluids for TES, stability is

mandatory for better efficiency and repeatability.
We provide insights into thermal conductivity with respect

to theoretical discussion, experimental techniques and mathe-
matics. This will be beneficial in terms of a complete review of
variation with temperature or with concentration at a particular
temperature, providing the complete results on thermal
conductivity enhancement of TES using nanoparticles.
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