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Artificial intelligence-navigated development
of high-performance electrochemical energy
storage systems through feature engineering of
multiple descriptor families of materials

Haruna Adamu,abc Sani Isah Abba,d Paul Betiang Anyin,e Yusuf Sanif and
Mohammad Qamar *a

With the increased and rapid development of artificial intelligence-based algorithms coupled with the

non-stop creation of material databases, artificial intelligence (AI) has played a great role in the

development of high-performance electrochemical energy storage systems (EESSs). The development of

high-performance EESSs requires the alignment of multiple properties or features of active materials of

EESSs, which is currently achieved through experimental trial and error approaches that are tedious and

laborious. In addition, they are considered costly, time-consuming and destructive. Hence, machine

learning (ML), a crucial segment of AI, can readily accelerate the processing of feature- or property–per-

formance characteristics of the existing and emerging chemistries and physics of active materials for the

development of high-performance EESSs. Towards this direction, in this perspective, we present insight

into how feature engineering can handle multiple feature/descriptor families of active materials of EESSs.

1. Introduction

To harvest energy from renewable energy sources effectively
and for widespread electrification, electrochemical energy sto-
rage is necessary to overcome the inherent intermittency nature
of renewable energy generation and mitigate the destabiliza-
tion of the environment by climate change catastrophes
through the reduction of CO2 emissions from fossil fuel
consumption.1 Therefore, renewable energy (such as solar,
wind, geothermal, biomass, and hydro) sources are critical for
creating a clean and sustainable future. However, these renew-
ables are habitually intermittent, unpredictable, and poorly
distributed globally, and therefore when integrated directly in
the energy mix without effective and efficient energy storage
systems, they significantly disrupt the global energy supply
network. Consequently, the development of efficient and

reliable energy storage systems is essential for the effective
utilization of renewable energies. Thus, electrochemical energy
storage systems (EESSs) are an integral part in the development
of sustainable energy technologies.

In efforts to reduce greenhouse gas emission, while simulta-
neously meeting the growing global energy consumption, more
research attention has been given to renewable energy sources
such as solar and wind. However, given that renewable energy
sources are not spontaneous in nature, energy storage plays a
key role in storing available energy resources and is a require-
ment for their future use. Therefore, electrochemical energy
storage systems are the main technologies that can address the
renewable energy demand and the need to eradicate or reduce
CO2 emissions. In this context, electrochemical energy storage
systems include various short- and long-term energy storage
technologies that allow energy to be save in ample quantities
over different periods. Since the discovery of electricity, man
has continuously sought for effective ways to store this type of
energy on demand. Thus, besides energy storage, the large-
scale generation of electrical energy is necessary to meet the
global energy demand in modern societies. However, as tech-
nology advances and the energy demand keeps changing, the
issue of energy storage has continued to evolved, adapt, and
revolutionise. Therefore, researchers have devoted their efforts
to the development of clean and renewable energy storage
systems as alternatives to the consumption of fossil fuels,
which has detrimental effects on society.
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Although a broad array of energy storage technologies is
available including mechanical, electrical, chemical, thermo-
chemical, and electrochemical storage systems, electrochemi-
cal energy storage systems have received the most attention and
been adopted in everyday applications due to their high cou-
lombic efficiencies and environment-friendliness.2,3 In this
case, electrochemical energy storage systems offer a wide range
of technological approaches to manage the energy supply and
their comprehensive classification is shown in Fig. 1. This
figure presents the diversity of electrochemical energy storage
systems based on their basic working principles (mechanism of
action in energy storing ability), technical characteristics, and
distinctive properties or features.

Achieving net zero emissions by 2050 is dependent on the
production of 92% energy from renewable energy sources.4

Thus, to support this energy demand with renewable energy
sources, electrochemical energy storage systems are required.
Also, to adapt to this renewable energy future, electrochemical
energy storage systems can be used to balance the increasing
global peak energy demands and support the variability in
renewable sources. Unfortunately, the current electrochemical
energy storage systems have limitations in meeting the global
demand.4,5 Considering the various requirements of energy
density, power, response time, storage time and types of
applications, it is believed that different electrochemical energy
storage systems have different energy and power performance
characteristics. Therefore, the application restrictions of differ-
ent storage technologies are clearly noticeable. Some systems
are not suitable for power quality-type application, while others
are not suitable for bulk energy long-term storage-type applica-
tions. Accordingly, individual electrochemical energy storage
systems have different levels of maturity, and thus their current

performance characteristics are limited. Consequently, to rea-
lize a high return on this global energy mission, it is important
to produce electrochemical energy storage systems with desir-
able high-performance characteristics. In this case, although
substantial advancements have been realised in energy storage
technology, particularly for large-scale energy storage, the need
for high-performance, efficient energy storage systems is
greater than ever before. Accordingly, electrochemical energy
storage systems are the keys to achieving decarbonisation and
net zero emission targets by 2050.4,6

However, although research and development in electroche-
mical energy storage systems have resulted in some improve-
ments, the development progress is not fast enough to support
and allow greater penetration of renewable energies in the
global energy grid. Therefore, more research needs to be
conducted. Obviously, the application of computational chem-
istry, specifically density functional theory (DFT), compared to
traditional trial and error approaches has made significant
contributions in providing useful information for the research
and development of new materials. These contributions were
made with support of some modern chemical simulation
toolkits and high-throughput screening methods, which truly
speed up the discovery and development of new materials.
However, the large-scale screening of novel materials still
consumes a lot of time together with the high computational
cost of high-precision DFT calculations.7

With the increasing and rapid development of computer
skill as well as data science and engineering, AI, which simu-
lates human intelligence, has opened another window to
modern research, and thus attracted global attention. With
recent advancement, AI has been applied in the fields of image
recognition8 and autonomous driving,9 and thus has great

Fig. 1 General classification of electrochemical energy storage systems. Reproduced with permission from ref. 2. Copyright 2020, MDPI.
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potential to surpass the existing reasoning level of humans in
some fields.10 Accordingly, it can be viewed as disruptive
technology that has potential to radically change the way we
think and do things. In this case, electrochemical energy
research will also follow this trend. Briefly, AI has the potential
to transform the way energy is produced and stored in different
ways. The future of electrochemical energy storage systems will
look very different from that known thus far. Obviously, AI will
play a significant role in influencing that future, given that it
results in a promising performance in the face of unpredictable
settings. Thus, this technology can be employed to improve the
performance in a range of challenging fields including the
energy sector. Hence, given that machine leaning (ML) algo-
rithms can automatically mine implicit relationships that are
hidden behind a large volume of data,11 AI can have vast
applications in the fields of chemistry and materials science,
particularly in the area of electrochemical energy storage sys-
tems. Consequently, with the huge volume of data on the
current performance and lifetime of electrochemical energy
storage systems becoming available owing to the advent of
artificial intelligence (AI), the fast development of AI can open a
new way to address the performance limitations suffered by the
current electrochemical energy storage systems. Although AI-
based approaches have been applied to infer multiple aspects
of electrochemical energy storage systems including the state of
health (HOS) with the aim to estimate the remaining useful life
(RUL) of energy storage systems,12 they have also been
employed in the discovery of energy storage systems.13–16

Techniques such regression and neural networks have been
applied to predict the properties of energy storage materials
such as electric conductivity17–19 and screening conducting
solid-state electrolyte materials for lithium ions14,20,21 electro-
lyte materials that suppress the growth of lithium dendrites.22

However, the major challenge is to distil and obtain useful
information from a large dataset, and therefore it is often
difficult to directly measure and make predictions.23 In addi-
tion, the traditional trial and error methods employed
to optimize the practical properties of materials used in elec-
trochemical energy storage systems are costly and time-
consuming. Therefore, feature engineering can be a key step
in solving this challenge, given that this approach eliminates
irrelevant or redundant features (feature selection) or/and
reduces the number of features (feature extraction), thus
improving the prediction accuracy and reducing the training
time for prediction. This implies that feature engineering is
capable of unravelling the interdependence between features
and parameters in multi-dimensional datasets. Consequently,
this approach can be an excellent tool to compliment or
support traditional research methodologies in predicting beha-
viour and performance patterns. In this direction, large-scale
data on the performance features or characteristics generated
by energy storage systems can support the development of
AI-based approaches, thereby leading to the creation and
development of a new set of high performance electrochemical
energy storage systems. However, attempts to achieve this with
feature engineering techniques have not been reported to date.

In this perspective, we provide insight on how the basic
workflow of feature engineering, which includes data collec-
tion, pre-processing, feature selection and extraction, employ-
ing relevant technical know-how in data science can create
features that enable ML algorithms to predict the best and
high-performance electrochemical energy storage systems. This
implies the revolutionisation and substitution of physical
experiment-based approaches with the data-driven nature of
ML towards decreasing experimental efforts, while improving
the predictive accuracy and minimising waste of efforts and
resources. The goal is to speed up the scientific discovery of
electrochemical features or characteristics economically
through the judicious combination of existing experimental
data and data science. It is believed that the analytics of ML
helps in offering rational responses or guidelines for designing
high-performance electrochemical energy storage systems,
given that its combination with experiments offers complemen-
tary information and facilitates predictability.12,24–27

2. Current challenges and
development of electrochemical
energy storage systems

Electrochemical energy storage systems including batteries,
flow batteries, capacitors/supercapacitors, and fuel cells store
energy in various forms.28 These systems are promising
technologies to address some of the most urgent global chal-
lenges such as development of clean and sustainable energy
and reduction of CO2 emission and other associated air pollu-
tion problems. Electrochemical energy storage systems func-
tion through the interconversion of chemical species and
electric charges. Therefore, their typical functionality para-
meters include energy density, power density, storage capacity,
response time, efficiency, charge–discharge rate, lifetime, heat
sensitivity, environmental and safety considerations and opera-
tional cost,29 which amongst other practical properties strongly
depend on their materials. This implies that these systems are
typically expected to possess multiple functionality parameters.
Now, the challenge is not only to find system(s) with appro-
priate functionality but also ones exhibiting specific require-
ments. Consequently, there is still a lack of electrochemical
energy storage system(s) that exhibit the desired performance
and longevity. For example, the performances of electrochemi-
cal energy storage systems can be compared in the Ragone plot,
as illustrated in Fig. 2. Due to the physical difference in the
energy storage capacity of capacitors compared to batteries and
fuel cells, they feature relatively large power densities but poor
energy densities. Alternatively, batteries and fuel cells have
high energy densities but low power densities as a result of
their sluggish reaction kinetics. Although electrochemical capa-
citors or supercapacitors connect the gap between capacitors
and batteries/fuel cells, the performance of the system is
limited by low energy density. At the present, the storage
capabilities of energy storage systems are inversely equal. where
the strength of one storage technology is the weakness in
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another technology. Accordingly, the future research and devel-
opment of electrochemical energy storage system(s) should
focus on retaining the high energy density of batteries and fuel
cells without compromising the high power density of capaci-
tors, as marked with red arrow (close to the energy density axis)
and dash-lines at the top in Fig. 2, respectively.

The development cycle of any electrochemical energy sto-
rage system depends on its structure–property relationship and
property–performance relationship. Consequently, the current
developments can be grouped into five (5) categories, as fol-
lows: (i) to improve the performance and efficiency, (ii) to
promote the reliability and prolong the durability, (iii) to
ensure usage safety, (iv) to reduce the environmental impact,
and (v) to reduce the cost.30 Achieving these goals is associated
with the identification and selection of features or parameters,
including selection of materials, choice of structural features or
parameters (such as durability, cost, safety and environmental
considerations), performance and efficiency parameters. In
addition, these goals are associated with challenges in the
optimization and development of efficient energy storage sys-
tems, given that the materials used for the design and con-
struction of storage systems possess unique features.
Specifically, the primary goals in the development of electro-
chemical energy storage systems are achieving high energy
storage capacity, high power density, long duration, and
low cost systems. All these are dependent on the in-depth
understanding of the chemistries of the materials, which
requires a decade or much longer for the experiment-to-
commercialisation transition.31,32 Consequently, the develop-
ment of electrochemical energy storage systems has been
historically very long. Traditionally, this development has been
by trial and error, followed by sequential processes of under-
standing the individual and combined electrochemical
responses. Currently, with the high global demands, it is
important to shorten this time-frame by coming up with
feasible solutions to overcome the related challenges.

Given that these challenges are transdisciplinary, the digi-
talisation of research can play a crucial role in the acceleration

of the optimization and discovery of new high-performance
systems. Hence, it is expected that AI-based approaches can
reduce the number of redundant experiments and duration
required, given that they can promote the efficiency of devel-
opment (e.g., materials selection, choice of structural features
or parameters, and extension of lifetime, cost). In addition, now
that the world is entering exciting times in research digitalisa-
tion, particularly based on AI and ML, ideas are becoming
reality. In short, AI is spreading globally, thereby influencing
the development of new and existing technologies. In the area
of energy storage, AI-based approaches are promising in accel-
erating the discovery of new materials and interfaces, as well as
the optimization of their performance.33 Therefore, it has
become necessary to understand this ongoing data-based
science revolution to realize the full potential of feature engi-
neering as a tool to improve the speed and efficiency of
electrochemical science.

3. Survey on the applications of
artificial intelligence in the
performance prediction of
electrochemical energy storage
systems

In the development of electrochemical energy storage systems
(EESSs), from the discovery of new materials to the stages of
testing their performance, each stage takes several months or
even years of evaluation. This has been the limiting factor in the
development of EESSs. The application of AI in the development
of EESSs has greatly alleviated this problem.34 The most common
problems that AI-based approaches are employed to address are
state estimation and prediction, lifetime prediction, analysis and
classification of properties, fault discovery and diagnosis, model-
ling, design, and optimization.35 In this case, choosing appro-
priate AI-based strategies to improve performance is also
significant.

3.1 Application of AI-based approaches of performance
prediction for batteries

Artificial intelligence-based approaches have been applied to
infer multiple aspects of battery development.12 Consequently,
nowadays there is high interest in developing robust and
accurate AI-based models for allowing the prediction of the
performance of EESSs. Currently, the emergence of AI-based
tools has focused on estimating the electrochemical state, the
degree of degradation, and/or the prediction of new materials.
Specifically, the state of charge (SOC), state of health (SOH),
remaining useful life (RUL) and optimization of the operating
conditions of batteries are the common goal.36,37 In fact, both
academia and industry have devoted major efforts to these
areas, particularly for automotive applications.38,39

In contrast, this perspective calls on the development of AI-
based techniques to infer from the available experimental data
in the literature and other means the battery performance

Fig. 2 Illustration of the variation in energy density and power density of
various electrochemical energy storage systems and envisaged future
research direction and development for electrochemical energy storage
systems.
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characteristics within the shortest possible time, instead of the
months or years using the current tedious, laborious, destruc-
tive, and costly methods. This will set the stage to accelerating
structure–property and property–performance categorisation
and prediction for the development of high-performance EESSs
from the existing chemistries. In this respect, well-trained ML
approaches can potentially combine both accuracy and low
computational cost, making them interesting for the accurate
prediction of battery performance.

In the implementation of AI-based approaches to establish
cell performance prediction, an extreme learning machine
(ELM) model was proposed to predict the evolution of battery
temperature, voltage, and power.40 The group was able to
compare the predicted values with experimentally observed
values, and thus proposed replacing the function of activation
with a set of models targeted to further improving long-term
performance prediction. Interestingly, this approach allowed
the enhancement of the ELM model in terms of current at
varying temperatures.

It was also reported that the multidimensional multiphysics
(MDMP) model can simulate and predict cell performance by
inputting battery design parameters under the observed oper-
ating conditions.41 It worth mentioning that the consideration
of the design parameters under realistic operating conditions
made the reported results more reliable. Similarly, MDMP
models were also used to predict the surface temperature
distribution (suggested performance) with response to lithium
concentration in large format prismatic cells.42,43 In the con-
struction of the models, the parameters of the cells used
included cell design (heterogeneity and nonlinearity of the real
cell components and geometry) and the physical properties of
the materials used. Although intensive study of parameter
sensitivity is essential for an in-depth understanding of cell
performance among several important characteristics, the sen-
sitivity parameter analysis of cells mostly relies only on minor
parameter changes and avoiding the entire parameter space.
This is related with the high computational cost of large
numerical quantification of parameter sensitivity prediction.
Therefore, feature engineering can be a solution and useful to
perform wide-ranging parameter sensitivity analysis with rea-
sonable computational cost without compromising the entire
parameter space. Within this context, the available database of
battery design parameters and physical properties of materials
used should be made features or descriptors, which are then be
used to predict performances (predictors). With ML algorithms,
features or descriptors can be identified and categorised,
followed by selection or extraction of the best features or
descriptors that would offer a guide in the design of high-
performance batteries.

In the implementation of AI-based approaches in redox flow
batteries, a computational workflow was proposed, which
coupled a data-driven model with physical parameter model,
providing insights into the relationship between the pore-scale
electrode structure reaction and the device-scale electrochemi-
cal reaction homogeneity inside a redox flow battery,44 as
presented in Fig. 3. This group succeeded in training and

validating a deep neural network (DNN) model with more than
100 pore-scale, consequently establishing a quantitative rela-
tionship between redox flow battery operating conditions (such
as electrolyte inlet velocity, current density, and electrolyte
concentration) and surface reaction at the pore scale. Regret-
tably, although a significant reduction in pump power con-
sumption for targeted surface reaction homogeneity was
recorded, only a slight decline in electric power output for
discharging was also witnessed. This calls for further improve-
ment or development of another approach.

Considering that the performance optimization of redox
flow battery systems is essential for their application and
commercialisation in large-scale energy storage, the develop-
ment of innovative AI-based methodologies to predict perfor-
mances and efficiencies with great accuracy is urgent. The
performance of vanadium redox flow batteries (VFBs) is directly
related to their stack and electrolyte. Thus, RL models were
developed based on a database of over 100 stacks with varying
power outputs to predict the performance of VFBs.45 The
models successfully optimized the VFB materials and structure.
They also predicted future performance development with
emphasis on reducing the electrochemical polarisation and
ohmic polarisation at high current densities, as well as decreas-
ing the concentration polarisation of the FB stacks. In redox
flow batteries (FBs), as the medium where the electrochemical
reaction takes place, the pore structure and surface area of the
electrode affect the performance of FBs. Thus, an ML algorithm
coupled with data generation method was constructed to pre-
dict porous electrodes with large surface area and high hydrau-
lic permeability for FBs.46 In this approach, the stochastic
reconstruction method, morphological algorithm and lattice
Boltzmann method were used to build the dataset, conse-
quently generating 2275 fibrous structures. For the ML algo-
rithms, logistic regression (LR), artificial neural network (ANN),
and random forest (RF) were employed for the construction of
the models and used for surface area and hydraulic perme-
ability prediction of the porous electrodes. In this study, more
than 700 promising porous electrode materials were screened
through the combination of genetic algorithm (GA) and ANN.
Similarly, as an important component of VFBs, the membrane
directly affects their performance of. Recently, LR and ANN
were employed to predict the performance of a polybenzimida-
zole (PBI) porous membrane treated with different solvents, as
illustrated in Fig. 4. For the modelling, 9 different solvent
properties and 5 experimental parameters were used for the
prediction of the most appropriate solvent and alcohols were
found as the most appropriate solvent for regulation of the
membrane porous structure.47

Lithium-ion batteries (LIBs), as well-known energy storage
technology, power a wide range of large-scale applications,
including electric vehicles and grid storage, as well as small-
scale applications including mobile devices such as smart-
phones and laptops. In addition, due to the rising global
demand for clean and renewable energy to eliminate green-
house gases, the LIB markets is expanding continually.48,49

Recently, the LIB technological advancement has greatly
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evolved through artificial intelligence-based approaches by the
creation of new chemistries and architectures that accelerate
the property–performance development from existing LIB che-
mistries to emerging LIBs in cost-effective ways. In this effort,
the performance of the battery is directly influenced by its
microstructural features such as active material particle size,
shape, alignment, and distribution.50,51 Alternatively, these
microstructural features are typically measured as a function

of the reactive area density, which is controlled by the porosity,
or volume fraction left by the solid electrode material phase.
Similarly, the tortuosity of porous electrodes, which is asso-
ciated with electrical conductivity and chemical diffusivity of
LIBs, is another important microstructural feature linked to
battery performance.52–54 However, despite the significance of
the microstructural features and their influence on the perfor-
mance, cost, and deterioration of LIBs, it is still expensive,

Fig. 3 Graphical illustration of DNN model used to predict the relationship between flow battery operating conditions in VFB and surface reaction
homogeneity. Insert is pump power consumption, output energy, and system efficiency for different targeted surface reaction and constant flow rate
(20 mL min�1). Adapted with permission from ref. 44. Copyright 2020, Wiley.
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time-consuming, and difficult to quantitatively estimate the
battery properties. Currently, experimental inferences of
battery microstructural features are made from the reconstruc-
tion of tomographic images.50,52,55–57 However, although
tomography experiments are useful for determining and
identifying microstructural features, processing the electrode
layers, preparing the samples for imaging, and processing the
resulting images require significant economic and computa-
tional resources.56,58–60 AC impedance-based methods, the
polarization-interrupt method, which infers tortuosity from
the effective chemical diffusivity,61 and the blocking electrolyte
method,62 which infers tortuosity from the effective electrical
conductivity, are further experimental methodologies that can
be employed. In these techniques, the investigational electrode
sample has to be processed experimentally, and some of them
require additional data fitting with electrochemical models.63

Overall, it appears impracticable to run existing non-destructive
microstructural quality battery evaluation methods concur-
rently and in real time with the production line.

In contrast, machine learning (ML) approaches have been
used to infer various features of battery technology,64 such as
the state of health (SOH), with the goal of estimating the
remaining usable life (RUL) and improving the operating con-
ditions of the battery.65,66 In recent years, real-time SOH and
RUL monitoring methods based on neural networks have
become increasingly popular.66 Zhang et al.67 employed recur-
rent neural networks with long short-term memory (RNNs) to
learn the long-term dependencies in degradation data and
predicted the RUL. RNN and its variants have typically been
used to predict SOH and RUL, where they were trained using
data from cell voltage, current, and temperature.64–66 In parti-
cular, the state of charge (SOC) of LIBs during voltage discharge
was estimated using deep learning techniques and correlations
established among the voltage, current, temperature, power,
and energy of LIBs during voltage discharge.68–72

Battery material discovery has also made use of ML
techniques.73–76 Regression and neural network methods were
utilized to estimate the electrical conductivity and reaction

rates of materials.77–79 To identify promising lithium ion con-
ducting solid-state electrolyte materials, Sendek et al.74,80 used
a regression model, while Jalem et al.81 used a neural network.
To find electrolyte components that suppress the formation of
lithium dendrites, a trained graph of convolutional neural
network (CNN) has been developed thus far.82 Accordingly,
ML has now received significant attention in accelerating the
property–performance characterization process in the develop-
ment of high-performance EESSs.

Generally, the battery state is estimated using ANN-based
models. To estimate the SOC of Li-ion batteries, the deep
neutral network (DNN) was utilized.83 In this practice, the
voltage, temperature, average current, and average voltage of
the battery at time t were used as the inputs of the DNN and the
output was the SOC value at time t. Additionally, a load-
classifying neural network (NN) model was developed to deter-
mine the SOC.84 Based on this ML procedure, the NN divides
the input vectors (which include the extracted features of
current, voltage, and time) into three categories (charging,
idling, and discharging, as illustrated in Fig. 5), and trains
the three sub-NNs concurrently. Hence, the load-classifying NN
has a more flexible selection of training data, simpler training
process, and lower computing cost. The estimated SOC was the
result of the load-classifying NN (after filtering). The load
profile of the driving cycle of a vehicle was used to train
the model.

In a different approach, based on complex feature datasets
with time-series characteristics, CNN and RNN were employed
to estimate the battery state. To estimate the SOC of Li-ion
batteries, CNN and LSTM networks were combined.85 In the
CNN-LSTM structure, the CNN was employed for pattern recog-
nition and spatial feature distillation, while the LSTM pro-
cessed time-series data by learning the temporal properties of
the battery dynamic evolution. To train the CNN-LSTM system,
a total of 24 815 sets of data points from experiments were
collected. The output is the time-dependent SOC estimation,
and the inputs for each group are the current, voltage,

Fig. 4 Schematic illustration of AI-based approach applied to screen
suitable solvent for the treatment of PBI membrane. Reproduced with
permission from ref. 47. Copyright 2021, The Royal Society of Chemistry.

Fig. 5 Illustration of the assembly of the load-classification of neutral
network with presentation of the input data divided into three subsets
based on the three types of battery behaviour (charging, idling, and
discharging) segregated by three different colours. Reproduced with
permission from ref. 84. Copyright 2016, Elsevier.
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temperature, average current, and voltage. Based on the results,
the trained CNN-LSTM can estimate the SOC with an overall
root-mean-square error (RMSE) and mean absolute error (MAE)
of o2% and 1%, respectively. Therefore, transfer learning and
ensemble learning strategies are receiving increasing attention.
To calculate the capacity of Li-ion batteries, deep convolutional
neural networks with ensemble learning and transfer learning
(DCNN-ETL) were utilized.86 The output was capacity, while the
input data groups were each designed to include 25 segments
and represent current, voltage, and charge capacity. The dataset
of 25 338 sample group divisions was utilized to pre-train the n
DCNN sub-systems, and 525 sample group divisions were used
to re-train the DCNN-ETL system. Although these findings
demonstrated that DCNN-ETL has a lower training efficiency
than other machine learning algorithms, it has a greater
training accuracy than DCNN, DCNN-TL (DCNN with transfer
learning), and DCNN-EL (DCNN with ensemble learning).

To predict the RUL of Li ion batteries for the input dataset
with complex time-series characteristics, both CNN and recur-
rent neural network (RNN) models were reported. For example,
a convolutional neural network with long short-term memory
(CNN-LSTM) hybrid neural network was used.87 Although the
LSTM predicted the unknown sequence of capacity data based
on the features recovered by CNN, the CNN was used to extract
the relevant information. To train the hybrid neural network, a
section of the discharge capacity degradation curve was
employed. The size of the input vector (the segment length of
the capacity-cycle curve chosen for the input) and the suitable
sliding window size were both determined using the false
closest neighbours (FNN) technique. The predicted capacity
cycle curve was the output. In a similar development, to predict
RUL, an LSTM-DNN deep learning model was also used.88 The
deep learning model was trained using the battery capacity
decaying pattern discovered by virtual testing conducted under
various C-rates (based on a standard procedure).89 The current,
voltage, battery working temperature, and battery capacity from
previous results were the input features for the deep learning
model. The capacity at the present time is the production.
Similarly, other research has employed ML algorithms with
LSTM to predict the SOH or RUL of batteries.90–92

In the case of degradation analysis, regression using the
Gaussian process regression is also receiving significant inter-
est. For instance, GPR was used to build a calendar capacity
loss model to examine the Li-ion battery aging characteristics.93

The kernel function in the model is customized. Specifically,
they specified the capacity loss as the output of the GPR model
and the storage period for which the aging was predicted, the
reciprocal temperature corresponding to this storage time, and
the SOC level corresponding to this storage time as the inputs.
According to their findings, the mean-absolute-error of the
model for predicting the capacity loss and capacity is 0.31%
and 0.53%, respectively, when it was trained using data from
just 18 cells that were tested under 6 storage conditions.

The detection and classification of battery cells with abnor-
mal behaviour are another common use of the deep learning
methodology. Using a deep belief network (DBN) model,

storage battery voltage anomalies can be identified.94 The
probability distribution of the input data can be learned by
the model, which can then utilize the estimated probability to
determine the active state of each node. Thus, the model
outperforms the conventional back-propagation neural net-
work in terms of training speed and convergence. After para-
meter extraction, the voltage–time and current–time curves can
be used to train the DBN (with 15 hidden layers).94 The 9
features included in the input were the charge/discharge cur-
rent, time, and temperature, while the output was the voltage.
In addition, several ML algorithms were applied to classify the
unbalance and degradation status of Ni-MH, Na-ion, and Mg-
ion battery cells, including logistic regression,95 kernel neural
network (k-NN), kernel-support vector machine (KSVM with a
Gaussian radial base function kernel),96 Gaussian naive Bayes
(GNB), and NN with only one hidden layer.

Overall, in each of the above-mentioned scenarios, the data
availability and generation are among the major concerns for
ML modelling in LIB technology.

3.2 Application of AI-based approaches of performance
prediction for capacitors/supercapacitors

Recently, double layer capacitors, commonly known as super-
capacitors, have attracted attention from both researchers and
industry due to their massive energy storage potential.97,98

Therefore, they play vital roles in storing energy, particularly
in electric vehicles and other battery-based products. However,
their low energy density has been a limiting factor in their
widespread acceptability and usage. Meanwhile, the research
and development of materials strongly rely on scientific intui-
tion through trial and error experiments, which are generally
time-consuming. Consequently, the development cycle of the
device is quite long. Therefore, at the moment, to quickly
reduce this period, one possible solution is to use AI-based
approaches to boost the development of new materials for high
performance supercapacitors.

Traditionally, in supercapacitors, a high-surface area elec-
trode results in greater capacitance. Therefore, electrodes with
micropores (o2 nm) are preferred. However, it has been proven
that micropores in the electrodes are responsible for a decrease
in power density and capacitance (performance) due to the
sluggish electrochemical kinetics and unsatisfactory volumetric
performance.99–102 Therefore, to accelerate the discovery of
materials and establishment of new understanding of materials
behaviours, AI-based approaches can extract new knowledge or
build predictive models using existing materials database. In
an attempt to reduce the proportion of human influence in
experiments, several ML studies were conducted in predicting
the performance of supercapacitors. For example, an AI-based
approach was employed, which quantitatively correlated the
structural characteristics of electrodes with power densities
for porosity optimization, targeting high-performance superca-
pacitors.103 In this work, the input parameters used were the
surface area of micropores and mesopores and the scan rate,
while the specific capacitance and power density were the
output. Four different ML algorithms, namely, LR, LC, RF,
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and ANN, were used, and among them only ANN was the best
fit in representing the experimental results. Accordingly, the
new insights from this approach can boost and shorten
research time for the synthesis and preparation of materials
and improve the performance of supercapacitors. In a different
effort, the performance capacity of supercapacitors based on
the physical properties of 13 different electrolytes was predicted
by the widely used ANN, SVM, and LR algorithm models.104 The
physical properties used as input for the ML algorithms were
diameter (solvent molecular size), dipole moments, viscosities,
boiling temperature, and dielectric constant of the electrolyte.
The dielectric constant and diameter (solvent molecular size)
were labelled as the properties affecting the capacity.

Besides the above-mentioned efforts, the performance of
CoCeO2/rGO nanocomposite supercapacitors was predicted by
ANN and RF.105 The datasets for ML training were sourced from
experiments. The input parameters were potential, oxidation/
reduction, and doping concentration, while the output was the
current, as illustrated in Fig. 6. It was found that ANN per-
formed the best with better interpretability and higher accuracy
compared to RF. This was determined by the variation of
coefficient of determination (R2) and corresponding root mean
square error (RMSE).

3.3 Application of AI-based approaches of performance
prediction for fuel cells

AI-Based techniques have also been found useful in the predic-
tion of the performance of fuel cells, which are embodied
mostly by the construction of ML models through input and
output variables in specific algorithms. In general, the right
fuel cell evaluation technology and simulation processes are
essentially performance models, which allow the investigation
of operating parameters either on a stand-alone basis or as part
of in situ reaction.106 Therefore, for the prediction of fuel cell
performance, ANN was applied to predict the solid oxide fuel
cell (SOFC).106 With the ANN model, 7 input and 4 output
variables were considered. The scale conjugate algorithm was

employed for data training, while sigmoid transfer function
(hyperbolic tangent) was used on all layers. The trained ANN
model simulated the performance of the fuel cell with great
accuracy, and thus was helpful in the general effort for better
power generation. However, as ANN is structured with multi-
hidden layers, the approach needs to be tested with big data
comprising of complex chemistries and physics.

Generally, for the implementation of performance predic-
tion of proton exchange membrane fuel cells (PEMFCs), their
I–V polarization curves are used as an important metric. They
represent many important properties of PEMFCs such as cell
dimensions, material properties, operating conditions, and
physical/electrochemical characteristics including current den-
sity, and specific power.107–110 In this context, RF and CNN were
employed to design the performance prediction of PEMFC,
which was primarily utilised to reduce unnecessary experi-
ments for the development of fuel cells.111 In this case, RF
was used to select important parameters as the input features,
while CNN was adopted for the performance prediction with
the I–V polarization curve as the output of the model. Due to
the effectiveness of the model, the CNN-based prediction
curves were in good agreement with the real curves. However,
despite the success of this approach, it is important to note that
before the selection of important features, the main influence
features or factors need to be identified and categorised into
descriptor families from physical/structural, electrochemical,
and operating condition parameters. Thus, in an effort to solve
this issue, a new approach that can combine the three descrip-
tor families to produce subsets or different features (feature
engineering) would significantly fast track the process of yield-
ing high-performance cells. In another effort to find the opti-
mum output of solid oxide fuel cells (SOFCs) within a wide
range of parameters, ANN was designed to predict the perfor-
mance of SOFCs using polarisation curves and electrochemical
impedance spectra.112 The results of the ANN models were in
good agreement with the measured data. However, very low
current densities below 20 mA cm�2 were observed. Besides,
this approach needs to move towards more complex operating
parameters with increased number of available datasets. In
short, all the past studies focused on predicting performance
under limited features or parameters, ignoring other important
performance metrics. The studies mostly predicted perfor-
mance with operating conditions and/or some few electroche-
mical features as target metric(s) for evaluation.107–110,113–118

DNN containing convolutional layers was used to predict
the water coverage ratio for PEMFCs as a metric for
performance.119 The prediction results showed that the trained
DNN achieved 94.23% accuracy in the identification of the
water coverage ratio. As important as the feed substrate type,
six different ML algorithms, namely, LRM, RF, STBS, NN, KNN,
and SVM, with radial kernel were used to predict the feed
substrates (including acetate, carbohydrate, and wastewater)
for microbial fuel cells (MFCs) based on genomic data.120 In
this study, only four different input variables were trained, but
considering the discrepancies in microbial resistance to various
types of toxic pollutants, more input parameters or features

Fig. 6 Illustrative setup of the input, hidden, and output layers in ANN
modelling for the prediction of performance behaviour of CoCeO2/rGO
nanocomposite supercapacitors. Reproduced with permission from ref.
105. Copyright 2018, the American Chemical Society.

Energy Advances Perspective

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

3 
A

pr
il 

20
23

. D
ow

nl
oa

de
d 

on
 1

/2
6/

20
26

 1
0:

49
:4

9 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ya00104k


624 |  Energy Adv., 2023, 2, 615–645 © 2023 The Author(s). Published by the Royal Society of Chemistry

need to be considered for much better performance evaluation.
In a similar work, an ANN-based model was applied to predict
the performance of MFCs.121 The input parameters for the
construction of the ANN model were the wastewater character-
istics and the output was the performance parameters. How-
ever, although this approach was successful in predicting the
performance of the bioelectrochemical system of the MFC,
more inclusive data must be considered to improve its relia-
bility and applicability. Particularly, this study was conducted
under a controlled environment, which did not capture the
wide range of parameters and real-time behaviour of the
natural environment.

As part of the metrics for performance evaluation, AI-based
approaches are useful for material selection and property
prediction through the use of existing databases. This is
advantageous in accounting for the unknown chemistries and
physics of materials, and thus can greatly improve the efficiency
of performance prediction. For example, features that are
mostly related to catalytic performance in the order of impor-
tance were highlighted, including the electron affinity, sum of
the van der Waals radius, difference in the Pauling electrone-
gativity, product of ionization energy, and distance between two
metal atoms. The others are the sum of Pauling electronegativ-
ity of two metal atoms, average distance between the first metal
atom (TM1) and the second one (TM2) and the surrounding N
number of atoms.122 However, this has been rarely applied to
the electrode materials and membranes of PEMFCs, and con-
sequently is a future research direction in the development of
high-performance fuel cells, particularly SOFCs and PEMFCs.

4. Materials screening for
electrochemical energy storage
systems and performance prediction

In view of the escalating environmental challenges and reliance
on portable and uninterruptible power sources, sustainable
energy and efficient and affordable energy conversion and
storage technology have become vital segments in energy
technology. Researchers are concentrating on capturing and
turning solar and wind energy into electricity. Therefore, the
demand for green and sustainable energy is significantly influ-
enced by electrochemical energy storage technology.

Redox processes are used in electrochemical energy storage
systems to reversibly transform electrical energy into chemical
energy, which is then stored as chemical potential in the
electrodes. The specific capacity of the electrodes and
the working voltage of the cell, which is the difference in the
potential between the cathode and the anode, together deter-
mine the energy density and power density of an electrochemi-
cal energy storage system. Increasing this particular capacity
has been the subject of numerous studies over the years;
however, there have been difficulties to comprehending and
manipulating the electrochemical potential of the electrode
materials. In electrochemical energy storage systems, energy
density and power density are two parameters that are crucial

for assessing their practical performance, which are frequently
shown in Ragone plots (Fig. 2). Based on this information,
significant studies have been conducted on the synthesis and
characterisation of different nanostructured cathode and
anode materials to achieve large surface areas and short
solid-state transport distances for improving their energy and
power densities, but unfortunately the cathode and anode
materials are still the limiting factors in the storage capacity
performance of EESSs. Consequently, as advanced strategies to
ensure the high performance of EESSs, machine learning (ML)
and artificial intelligence (AI) are conformally being applied as
powerful tools for the selection of materials for design and
performance optimization in energy storage technology devel-
opment. Machine learning, particularly property–performance
informed-deep learning and AI can facilitate the development
of materials selection in enhancing the performance of EESSs,
showing great potential to advance electrochemical energy
storage technology.

Electrodes/electrocatalysts are critical in the function and
proper operation of EESSs because they facilitate the transport
of ions, electrons, and gaseous (or liquid) species. Therefore,
the electrodes must have a large surface area, be porous,
electrically and ionically conductive, and electrochemically
active. However, particularly at low temperatures, it is uncom-
mon for a single material to meet all these requirements. In
addition, the electrodes of EESSs should have high activity
towards the desired reaction as well as compatibility with the
electrolyte on a chemical and thermomechanical level,
chemical stability in reducing (anode) or oxidizing (cathode)
atmospheres, resistance to poisoning by impurities in the
energy storage systems, and structural stability over long per-
iods of operation. Although significant progress has been made
in EESSs, they are still limited by materials, particularly the
selection of materials for their electrolytes and electrodes/
electrocatalysts to ensure high performance. Consequently,
here, we highlight a few recent developments in search and
advancement of materials for the electrodes and electrolytes of
EESSs using ML and AI, which have the potential to consider-
ably simplify the performance optimization.

4.1 Battery materials search and development by artificial
intelligence

A potent approach for developing new battery materials and for
selecting and extracting key structure–property–performance
links is data-driven material discovery. High-performance bat-
teries depend on the design of new electrode and electrolyte
materials. The desirable features of electrode and electrolyte
materials are listed in Fig. 7, together with the other important
properties that should be considered. Conventional trial-and-
error experimental techniques are time-consuming, expensive,
and ineffective and inefficient.123–126 Besides, they also rely on
prevailing experiences, and thus are uncreative. The ML prop-
erty predictions for battery materials are summarized and
compiled in Fig. 8, which provide guidance on how to select
an appropriate model for a particular task.127,128
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In the aspect of electrode materials, voltage, capacity, redox
potentials, volume changes, layer thickness, and crystal struc-
ture information (space group, formation energy, band gap,
number of sites, density, etc.) are a few of the properties that
can be used to predict the performance of electrode materials.
These properties can be used to predict the battery

performance indicators such as energy density, output power,
and lifespan.129–131 However, in evaluating the lifetime and
cycle performance of batteries, it is vital to consider the average
voltage (Vav) and volume change (DV%) of the cathode materi-
als. In a different approach, some structure descriptors were
selected as ML inputs for the prediction of average voltage (Vav)

Fig. 7 (a) Main properties of batteries for performance evaluation and (b) appropriate properties of electrode and electrolyte materials. Reproduced with
permission from ref. 128. Copyright 2021, Wiley-VCH.

Fig. 8 Classification of machine learning used for battery property prediction. Reproduced with permission from ref. 127. Copyright 2020, Elsevier.
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and volume change (DV%) of the cathode materials.132 Based on
the 4860 calculated data taken from the materials project data-
base, a DNN regression model was successfully constructed. The
best-performing ML model generated an MAE of 0.38 V for Vav

and 2.0 V for V% in the Li-only test dataset following ten-fold cross
validation. To test the robustness of this ideal model, the group
transferred it and produced 22 electrodes with the appropriate
energy density and minimal volume change by swapping the
lithium ions for sodium ions. It is important to note that a set
of 306 features was created to specifically represent each reaction,
and the value of each feature was normalized to have a range
between �1 and 1 to enhance the fitness of NN easily.

One of the most important aspects of using ML in materials
science is identifying features that can accurately represent
properties a material. In this context, a machine learning (ML)-
based method was constructed to predict the performance of
electrode materials in terms of voltage outputs.133 The materi-
als project database, which contains DFT-predicted voltages for
metal ion battery materials was used, which contained 3977
data of intercalation-based electrode materials. The working
metal-ions, active metal-ion concentration, lattice type, space
group, and other features derived from elemental properties
made up the features space. Only 80 principle components
were needed in the final model after the 370 redundant features
were reduced by 66% using the principle component analysis
(PCA) approach. In addition, to predict the performance of
electrode materials in terms of the voltage outputs, DNN and
SVM were also used.133

The electrolyte of a battery is an essential component,
where a good electrolyte should conduct ions, while isolating
electrons.134 Even when utilizing computational simulation or
experimental approaches, many property measurements, such as
measuring the ionic conductivities of solid-state electrolytes (SSEs)
and the viscosities and dielectric constants of liquid electrolytes,
are challenging, expensive, and time-consuming.135 Luckily, ML is
a viable alternative strategy because it can quickly and cheaply
screen an enormous amount of materials.

Quick development of SSEs has now become a hot area of
study, given that SSEs have several benefits, including high
energy density, high electrochemical stability, and long-term
performance.136–138 A large-scale computational approach was
proposed to screen more than 12 000 SSE candidates with good
structural and chemical stability, low electrical conductivity,
and low cost.139 The ionic conductivity model was used to apply
the logistic regression approach to the structures of the SSE
candidates, and 21 promising structures were found. By using
ML, the screening process was greatly accelerated.

For the discovery of new materials and the prediction of
their properties, multiphysics computational simulation and
ML have been extensively used. For example, the conductivity of
each composition of LISICON-type materials at 373 K was
predicted using first-principles molecular dynamics (FPMD)
calculation combined with SVR algorithms.140

The properties of a material can be accurately predicted by
using the right descriptors for ML algorithms. Zhao et al.141,142

constructed a hierarchically encoding crystal structure-based

(HECS) descriptor framework with 32 descriptors in five parts
including composition, structure, conduction channels, ion dis-
tribution, and special ions, and by using partial least squares
(PLS) analysis, they were able to accurately predict the activation
energy of cubic-phase Li-argyrodites. It is important to note that
the variable significance in projection (VIP) scores has been used
to show the synergistic effects of the local and global Li+ conduc-
tion environments in response to Li battery performance. In total,
Wang et al.143 retrieved 13 descriptors, including the HOMO,
LUMO, dipole moment, and atomic properties of functional
groups for the properties of small molecules in organic solvents.
To predict the binding energy of the solvent and LiOH molecule,
three algorithms, namely, gradient boosted decision trees (GBDT),
least absolute shrinkage and selection operator (LASSO), and
support vector regression (SVR), that are suitable for short data-
sets were used. The reaction kinetics of Li–O2 for enhanced
battery performance were discovered to be considerably acceler-
ated by phosphate ester solvents.

Due to the amorphous nature of liquid electrolytes, reports
on ML for these materials are scarce. An ML analysis was
performed to predict the coordination energy, Ecoord, of alkali
metal ions with liquid electrolyte solvents. The ion transfer
process significantly depends on interactions between the ions
and electrolyte solvent, and thus Ecoord is a vital indicator of the
ion transfer process at the interface between the electrode and
electrolyte. Multiple linear regression (MLR), exhaustive search
with linear regression (ES-LR), and LASSO were among the ML
models used to predict Ecoord.144 Consequently, thus far, the
association between the characteristics of alkali metal ions and
Ecoord has been established.

Despite all the above-mentioned factors, many sociological,
financial, and technical factors need to be considered when
choosing electrode materials for batteries. These factors include
their natural abundance, lack of competition from other indus-
trial uses, environment-friendliness in processing and usage, use,
and recycling, and low cost. From a technological standpoint,
electrode materials must provide a sizable reversible storage
capacity at the necessary electrochemical potential. For example,
due to their greater specific capacities, lighter elements, which
include the majority in the first four periods of the periodic table,
are preferred as electrode materials. Also, additional electron-
storing sites are made possible by the various valence states of
transition metal oxides, and thus the advantages of these materi-
als as cathode materials are unmatched. Moreover, the type of
bonding between transition metal ions and ligands is determined
by the electronegativity and ionization energies.145 As shown in
Fig. 9, various colors indicate the potential and accessible com-
ponents for usage as electrode materials. It should be mentioned
that other elements, such as Nb146 and Sn,147,148 have been
confirmed to have significant electrochemical performances in
the literature, but are excluded from this chart.

4.2 Supercapacitor materials search and development by
artificial intelligence

Supercapacitors have become more popular as efficient energy
storage devices in recent years. Accordingly, because of their
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superior electrochemical characteristics, carbon-based electro-
des have been extensively explored experimentally and
employed in the production of supercapacitors. To improve
the performance of supercapacitors, research and development
efforts are concentrating on enhancing the specific capacitance
and energy density supplied by carbon electrodes, while main-
taining their high-power density to improve the performance of
supercapacitors. Generally, it is believed that increasing the
number of micropores in the electrodes, which have larger
surface areas than mesopores and macropores, should increase
their capacitance, and consequently, the overall performance
characteristics of supercapacitors. However, the capacitance
and power density are reported to decrease when the micropore
surface area increases in a few experiments.149–152 This neces-
sitates the development of effective approaches that help in
comprehending the relationship between electrode structural
features and supercapacitor performance, in addition to
researching measurement parameters such as the scan rate.
Therefore, recently, a few studies have demonstrated the value
of using machine learning approaches to comprehend the
charge storage characteristics of supercapacitors.153–155 In the
literature, it has been discussed how robust machine learning
(ML) algorithms such as generalized linear regression (GLR),
random forest (RF), support vector machine (SVM), and artifi-
cial neural network (ANN) can be used to investigate the
relationships between the performance of supercapacitors
and their various features. In this context, several studies have
examined the relationship between the structural characteris-
tics of electrodes and the performance metrics for supercapa-
citors using machine learning (ML) approaches. The consensus
is that porous carbon materials (PCMs) with a high specific
surface area (SSA), porosity, conductivity, and thermal
stability are good candidates as supercapacitor materials. The

performance of supercapacitors is affected nonlinearly by their
structural characteristics (SSA, porosity, pore distribution, type
of dopant, concentration, etc.) and operational parameters
(type of electrolyte, concentration of electrolyte, potential win-
dow, etc.).156–159 Recent years have witnessed the use of
machine learning (ML) models to comprehend the relationship
between the structural and operational parameters and the
performance of carbon-based supercapacitors such as activated
carbon (AC), activated carbon derived from biomass (BAC), and
heteroatom-doped carbon materials.

Four regression models, i.e., ANN, RF, SVM, and generalized
linear regression (GLR), were employed for predicting the
required properties of activated carbons (ACs) to achieve the
highest energy and power density.153 The capacitance and
power density were the output parameters, whilst the surface
area of the micro and mesopores and scan rate were employed
as the input parameters for training the models. An improved
connection between the predicted and observed power densi-
ties was provided by the ANN model, which also performed
better at predicting the capacitance of activated carbon. Also,
according to the ANN model, the highest energy density can be
attained for ACs with surface areas of 920 m2 g�1 for micro-
pores and 770 m2 g�1 for mesopores. In a different study, the
influence of electrolyte solvent properties on the EDLC capaci-
tance was investigated.160 The experimental data utilized to
train the ML models included a variety of diameters, viscosities,
dipole moments, dielectric constants, boiling temperatures,
and frequency-dependent capacitance for various solvents.
For the investigation of capacitance, ML models such as SVR,
MLP, M5 model tree (M5P), M5 rule (M5R), and LR were
utilized. Among them, the MLP, M5R, and M5P models out-
performed the SVR and LR. The outcome of the ML model
showed that the solvent type and dielectric constant have a

Fig. 9 Illustration of available elements for the fabrication of new electrode materials. Due to their low capacity, high cost, toxicity, or radioactivity, the
colored quadrates are not included. Nevertheless, some transition metals, such as V and Co, are still being actively researched despite their toxicity.
Besides, this color-coded table may be updated as some materials, including Sn, Nb, Mo, and W, demonstrated acceptable electrochemical
performances in recent reports. Reproduced with permission from ref. 145. Copyright 2013, the American Chemical Society.
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substantial impact on the EDL capacitance, whereas the dipole
moment, viscosity, and boiling temperature showed slight
influence. The relationship between structural features and
capacitance led to the development of a novel method for
predicting the capacitive performance of polypyrrole-
multiwalled carbon nanotube-cellophanes (PCMs).161 For the
purpose of predicting the capacitance of PCMs, 105 sets of
various PCMs with 11 structural features, such as SSA, pore
volume (PV), pore size (PS), mesopore (Vmeso) and micropore
(Vmicro) volume, were acquired. In addition to supervised learn-
ing models such as ANN, SVM, and multiple linear regression
(MLR), three ensemble models were used to predict the capa-
citance, i.e., RF, gradient boosting machines (GBM), and
extreme gradient boosting (XGBoost). With R, RMSE, and
MAE values of 0.892, 25.50, and 19.56, respectively, the out-
come showed that the ensemble XGBoost model exhibited a
better prediction performance of supercapacitors (SCs). Among
the features, the contribution of the structural features of
Smicro/SSA was the most significant, followed by SSA and PS,
to the capacitive performance of PCMs. An ML-based prediction
model for the energy storage capabilities of biomass-derived
activated carbons (BACs) made from mango seed husk was
investigated.162 For the prediction of capacitance, the synthesis
conditions and structural and electrochemical features gath-
ered through experimented measurements were employed. The
model was trained using the input variables of activation
temperature, SSA, ID/IG ratio, PV, average pore diameter, and
current density. The multilayer perceptron (MLP) model out-
performed the other ML models including decision tree (DT),
logistic regression (LR), SVR, and MLP, with just a slight gap
between the predicted and experimental data and values of R2

(0.9868), MSE (4.1651), and MAE (1.5741).
Four machine learning algorithms, ANN, DT, RF, and

XGBoost, were used to predict the electrochemical performance
of biochar materials generated from biomass.163 The biochar
properties (C/O, C/N, atom, and SSA) and activation settings
(activator ratio, activation temperature, and time), as well as the
capacitance test conditions, were among the nine input para-
meters utilized to train the ML models. The strong R2 and low
error of the DT and XGBoost models indicated their good
performance. The activator ratio, activation duration, and
SSA, together with C/N and C/O, are key factors for predicting
biochar capacitance, according to further research into the
significance of the input features using the DT and XGBoost
models.

Chemical doping with heteroatoms such as boron, nitrogen,
sulphur, phosphorus, and other elements was further used to
improve the capacitive performance of carbon-based
materials.164–167 To predict the performance of supercapacitors,
while considering the influence of % doping components
together with other structural and operational characteristics,
efforts have also been directed toward the usage of ML models.
Machine learning models such as ANN, LR, and LASSO were
employed to predict the capacitance of heteroatom-doped
carbon-based materials.155 A data set consisting of 681
carbon-based supercapacitors was used, which was compiled

from more than 300 articles. The ML model was trained using
five input features, i.e., SSA, PS, ID/IG, N-doping level, and
voltage window. With an R2 value of 0.91, it was shown that
the ANN model performed better than the LR and LASSO
models. Su et al.168 used ML algorithms to analyze the influ-
ence of carbon material structural characteristics and heteroa-
tom doping on capacitance performance. For the purpose of
training the ML models, 121 sets of carbon-based supercapaci-
tors with input parameters such as SSA, PV, PS, PW, ID/IG, % N-
doping, and % O-doping were gathered from the literature. The
MLP and RT models outperformed the other four ML models,
i.e., LR, SVR, MLP, and RT, in terms of capacitance prediction,
with the RMSEs of 67.62 and 68.45, respectively. Using ML
models, a group examined how the heteroatom doping arrange-
ment of carbon electrodes affects the capacitance and retention
rate.154 The capacitance and power density of carbon electrodes
in 6 M KOH electrolyte were used to measure the supercapa-
citor performance. The model was trained using eight input
parameters, including the surface area of micro- and meso-
pores on the carbon materials, the chemical makeup of N/O co-
doping, and the scan rates utilized in the cyclic voltammetry
studies. The effects of the surface composition and structural
properties of N/O co-doped carbon electrodes on the perfor-
mance of supercapacitors were revealed using four distinct ML
models, including GLR, SVM, RF, and ANN.

For performance prediction and design optimization of
pseudocapacitive supercapacitors, including oxides and com-
posite materials, ML approaches are also used. For the purpose
of predicting the performance of various pseudocapacitive
supercapacitors, many researchers have investigated ANN
models. For example, the ANN model presented by Farasi and
Gobal169 for predicting the performance of a mixed-type super-
capacitor. The crystal size, surface lattice length, exchange
current density, and cell current were employed as input
parameters for the network, while energy density, utilization,
and power density were all examples of the outputs.

4.3 Fuel cell materials search and development by artificial
intelligence

The chemical and material fields frequently utilize machine
learning to identify novel material properties and develop next-
generation materials for fuel cells.170–172 The conventional
techniques for determining or predicting the properties of a
material are experimental measurement, characterisation, and
theoretical calculation. These techniques are typically costly in
terms of money, time, and computational resources. Further-
more, the complexity of the elements influencing material
properties makes it more challenging to find the best possible
material synthesis using only conventional techniques. Using
current information, machine learning may help with the
material selection and property prediction, which is helpful
for accounting for unknown physics and chemistry and con-
siderably enhancing the efficiency in the development of mate-
rials for fuel cells. Due to the immense potential of machine
learning in chemistry and materials science, specialized tools
and common machine learning frameworks have been
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developed. In addition, several structure and property data-
bases for molecules and solids are widely accessible for model
training (see Table 1).

The primary electrochemical mechanism in energy conver-
sion systems such as fuel cells is the oxygen reduction reaction
(ORR).173,174 The anode hydrogen oxidation reaction (HOR) is

often significantly faster than the cathode ORR, which effec-
tively limits the total performance of fuel cells.175 Hence, to
increase the kinetics to a practically useable level for a fuel cell,
an ORR catalyst is needed. Due to the need for catalyst
optimization in fuel cells, Zhu et al.176 integrated the calcula-
tion of density functional theory (DFT) and machine learning to

Table 1 Accessible ML tools for chemistry, physics, and materials, and structures and properties databases. Adapted from ref. 198 as edited and most
relevant information added

Database name Description URL

Machine learning tools for chemistry and material
Amp Package to facilitate machine learning for atomistic calculations https://bitbucket.org/andrewpeterson/amp
ANI Neural-network potentials for organic molecules with Python

interface
https://github.com/isayev/ASE_ANI

COMBO Python library with emphasis on scalability and efficiency https://github.com/tsudalab/combo
DeepChem Python library for deep learning of chemical systems https://deepchem.io
GAP Gaussian approximation potentials https://libatoms.org/Home/Software
MatMiner Python library for assisting machine learning in materials

science
https://hackingmaterials.github.io/matminer

NOMAD Collection of tools to explore correlations in materials datasets https://analytics-toolkit.nomad-coe.eu
PROPhet Code to integrate machine-learning techniques with quantum-

chemistry approaches
https://github.com/biklooost/PROPhet

TensorMol Neural-network chemistry package https://github.com/jparkhill/TensorMol
Computed structure and property databases
AFLOWLIB Structure and property repository from high-throughput ab initio

calculations of inorganic materials
https://aflowlib.org

Computational Materials repository infrastructure to enable collection, storage,
retrieval and analysis of data from electronic-structure codes

https://cmr.fysik.dtu.dk

GDB Databases of hypothetical small organic molecules https://gdb.unibe.ch/downloads
Materials project Computed properties of known and hypothetical materials car-

ried out using a standard calculation scheme
https://materialsproject.org

The materials project Computed information on known and predicted materials
including inorganic compounds, organic molecules, nanoporous
materials

https://materialsproject.org

NOMAD Input and output files from calculations using a wide variety of
electronic structure codes

https://nomad-repository.eu

Open quantum Computed properties of mostly hypothetical structures carried
out using a standard

https://oqmd.org

Materials database Calculation scheme
NREL materials Computed properties of materials for renewable-energy

applications
https://materials.nrel.gov

Database
TEDesignLab Experimental and computed properties to aid the design of new

thermoelectric materials
https://tedesignlab.org

ZINC Commercially available organic molecules in 2D and 3D formats https://zinc15.docking.org

Experimental structure
and property databases
ChemSpider Royal Society of Chemistry’s structure database, featuring cal-

culated and experimental properties from a range of sources of
chemical information based on chemical structures, including
physical and chemical properties of compounds

https://chemspider.com

Citrination Computed and experimental properties of materials https://citrination.com
Crystallography Open database structures of organic, inorganic, metal–organic

compounds and minerals
https://crystallography.net

CSD Repository for small-molecule organic and metal–organic crystal
structures

https://www.ccdc.cam.ac.uk

ICSD Inorganic crystal structure database https://icsd.fiz-karlsruhe.de
MatNavi Multiple databases targeting properties such as super-

conductivity and thermal conductance
https://mits.nims.go.jp

MatWeb Datasheets for various engineering materials, including ther-
moplastics, semiconductors and fibres

https://matweb.com

NIST Chemistry high-accuracy gas-phase thermochemistry and spec-
troscopic data

https://webbook.nist.gov/chemistry

WebBook
NIST materials Repository to upload materials data associated with specific

publications
https://materialsdata.nist.gov

Data repository
PubChem Biological activities of small molecules https://pubchem.ncbi.nlm.nih.gov
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effectively screen the dual-metal-site catalyst (DMSC) features
that improve ORR activity. Subsequently, they streamlined the
identified features, saved the most relevant features for the
database, and trained the fitting equation between the ORR
activity and catalyst property through combined application
DFT and machine learning.

To predict the fuel cell performance and status, DNN with
convolutional layers was utilized to calculate the water coverage
ratio for a proton-exchange membrane fuel cell (PEMFC).119 The
DNN model was trained using a total of 32 pictures with 176 �
176 � 3 shapes. Particularly, the evolutionary algorithm was used
to optimize the structure of the DNN model, which consisted of
two dense layers and four convolutional hidden layers. The
amount of water in the fuel cell was the DNN output (divided
by six classes). The test results revealed that the trained DNN can
identify the water coverage ratio with an accuracy of 94.23%.

The performance characteristics and internal states of
PEMFCs were modeled using data by machine learning tech-
niques such as artificial neural network (ANN) and support
vector machine regressor (SVR).177 Cell current, temperature,
reactant pressures, and humidity were utilized as the PEMFC
operating conditions, and the anticipated cell voltage,
membrane resistance, and membrane hydration level for var-
ious operating circumstances were used as feature parameters
in the model. In this study, it was further demonstrated that
machine learning techniques incorporating the dropout tech-
nique can provide very accurate predictions with R2

Z 0.99 for
all the predicted variables, indicating the ability to build precise
data-based models using only the data from verified physics-
based models, thus reducing the need for an extensive series of
experiments.

5. Identified gap and envisaged
solution

According to our survey on the applications of artificial intelli-
gence in the performance prediction of electrochemical energy
storage systems, an interesting observation was made that can
be a future research direction in an attempt to achieve high
performance EESSs. At present, AI-based approaches have not
yet reached a mature stage because of lack of test-bed
technique(s) that can allow for exhaustive utilisation of the
available huge databases for the prediction of high-
performance EESSs. Given that the metrics for the performance
evaluation of EESSs involve diverse features or factors, AI-based
technologies can be applied to more rich areas beyond the
current focus. Although the current stage of research covers
several aspects of the development of EESSs, there is still one
area of importance that is not well addressed. This is the
connection between the large datasets that represent metrics
of performance evaluation to the macro-scale performance of
EESSs. This has been challenging with the traditional trial and
error experimental approach, whereas AI-based technology can
be a powerful tool in handling and solving such daunting
challenge. The cathode, anode, and electrolyte are the most

important active materials of EESSs, while the energy density
and power density are the two parameters that are essentially
used to evaluate the performance of EESSs, which are com-
monly presented pictorially in a Ragone plot (Fig. 2a). Thus,
given that the performance of EESSs is dependent on several
features or factors, single-parameter or few-parameter
feature(s) is not sufficient to describe their performance. A
feature is any characteristic that has significant influence on
the performance of an EESS, and thus can be represented as a
descriptor. Therefore, to avoid confusion, multiple descriptor
families need to be created to fully describe the performance of
EESSs for the prediction and development of new and high
performance systems for future needs. In this context, features
or factors with similar characteristics can be grouped into a
descriptor family. For example, given that EESSs with multiple
features are complicated, these features are required to be
made descriptor families, connected with each other and
combined together to develop more robust predictive universal
descriptors that are suitable to accommodate several para-
meters as metrics for the performance evaluation. Hence, it is
expected that AI-aided approaches through the application of
the ML process can quicken the utilisation of multiple descrip-
tor families to expel doubt and ambiguity in the prediction and
development of new and high-performance EESSs.

To shorten the time-frame required for the development of
EESSs, it is necessary to switch from the trial and error
approach of investigating useful materials to a more selective
and/or extractive practice based on data-driven model predic-
tions. Presently, the content performance of EESSs is very
limited, given that there is still lack of material systems that
exhibit the desired performance and longevity. These materials
characteristically perform multiple functions, and thus the
challenge is not only to find materials with appreciable func-
tionalities but the ones exhibiting all the required functions
efficiently. Specifically, EESSs are comprised of multiple mate-
rial phases, particularly the electrode and electrolyte, where
their overall functionalities strongly depend on how they inter-
act with each other. Therefore, given that chemistry-based and
physics-based analyses have become increasingly common to
quantitatively describe the structure–property and property–
performance relationship, ML can be helpful to facilitate the
overall predictability of materials. This will definitely decrease
experimental efforts and cost, as well as expel the rate-limiting
processes of development of high-performance EESSs. The
success of this may lead to a shift in science and engineering;
however, its breakthrough depends on our ability to under-
stand, reason, and formalise the underlying chemical and
physical mechanisms. This is because the predictability of the
material(s) response is essential in the rational design of high-
performance EESSs.156,178–180 Traditionally, the mapping of the
electrochemical performance of EESSs is carried out experi-
mentally, which is often achieved via multiple property combi-
nations of materials, and thus not cost- and time-effective.
However, when datasets are available, mapping can be gener-
ated with data-driven modelling and several properties can be
unveiled.181 Consequently, it avoids all possible multiple
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property combinations of materials, which is prohibitively
expensive and laborious. Therefore, reliable AI-based
approaches that can accurately perceive multi-descriptors or
features environment and quickly make decisions based on the
categorisation of each unit are necessary in the development of
high-performance EESSs.

It is obvious that features or descriptor families are char-
acterized by definite set of parameters, which cannot all be
used to predict all the prerequisite performance features of an
electrochemical system for energy storage. In addition, the
complexity of performance metrics in the EESS space requires
appropriate descriptors for the successful training of ML
models. Therefore, it has become necessary to devise methods
for creating a subset of descriptors from multiple descriptors or
descriptor families (e.g., materials descriptors, electrochemical
descriptors, and operating/environmental conditions descrip-
tors), which will ultimately be more universal, predictable, and
measurable in predicting new and high-performance EESSs.
Universal descriptors can be achieved by integrating the
descriptor families into one comprehensive descriptor that will
accurately predict the finest features as metrics for the perfor-
mance evaluation or create a finite set of descriptors from the
original set of descriptors, as displayed in Fig. 10. It is believed
that not all sets of features are key in determining or predicting
the performance. However, when several descriptor families are
combined, the number of features or descriptors increases, and
likewise the chemical space, and therefore the hypothesised
chemical space must be further reduced by discarding redundant
and irrelevant features through feature selection/extraction.

The selection of the descriptor families is based on the fact
that one core component of EESSs that determines their
electrochemical performance is their active materials.182–184

For materials with a given chemical composition, their physical
and electrochemical characteristics are significantly influenced
by their microstructure, crystal structure, and electronic
structure.185 However, although the electrochemical properties
of electrodes are influenced by their intrinsic crystal and
electronic structure of the selected materials, their microstruc-
tures vary greatly with the methods and conditions of their
synthesis.185 Recently, microspherical MFe2O4 (M = Ni, Co, and
Zn) nanocomposites were prepared via a facile wet-chemical
method.186 According to this study, it was obvious that all the
electrochemical performances of MFe2O4 exhibited a volcano-
shaped relationship with their inversion degree, and thus
suggested that it can be used as an electrochemical descriptor
for high-performance Li ion batteries. Hence, materials and
electrochemical descriptors are justifiably useful in predicting
the performance of EESSs. Alternatively, besides the materials
and electrochemical descriptors, their performance also
depends on and/or limited by the operating or environmental
conditions under which the performance was claimed and
delivered. Accordingly, this should also be considered when
specifying the performance of EESSs to match the other the
materials and electrochemical descriptors. Otherwise, this can
give rise to the problem of underestimation or prediction, given
that materials and electrochemical descriptors alone cannot give

the best indication of the high performance of EESSs without their
corresponding operating or environmental conditions. Recently, for
example, the electrochemical performance of an Ag2O thin film
supercapacitor was improved with an increased capacitance and
reduced resistance with an increase in the operating
temperature.187 Thus, normally, the performance of redox flow
batteries (FBs) varies with the materials and operating
conditions.167 However, it is important to note that the electrolyte
for RBs is composed of active materials, solvent, and supporting
electrolyte (which are generally all materials). Therefore, an AI-
based approach is urgently needed for the robust prediction of the
performances of EESSs by establishing models between materials,
electrochemical and operating/environmental conditions (multiple
descriptor families) and performance. This is important given that
the identification of descriptors related to the performance of
EESSs and their use in ML have the potential to significantly
accelerate the discovery of EESSs with desired high performances.

As depicted in Fig. 10, it is envisaged that multi-descriptor
feature engineering utilizes the revolutionary algorithm-based
feature selection/extraction method, which is based on an
artificial intelligence unified framework. The selection will be
made from the number of descriptor families using feature
selection/extraction algorithm(s). This is to form a subset or a
new set of descriptors much less than the whole share of the
combined parameters of the multiple or number of descriptor
families. This process will be terminated by cross result valida-
tion for the creation of universal descriptors for accurate
prediction of performance of EESSs. The datasets of all the
multiple descriptor families can be sourced from both histor-
ical and online databases.

6. Feature engineering

Feature engineering is a pre-processing phase of ML, which
mines features or descriptors from raw datasets. It employs
relevant knowledge in data science and engineering for the
creation of features or descriptors with which ML algorithms
can achieve the best predictive models. In essence, after the
construction of original datasets, feature engineering is an
important step for the application of ML algorithms. Thus, it
helps to represent underlying problem in predictive models in a
better way, thereby improving the accuracy of the models for
unobserved data. In short, feature engineering method chooses
or selects the most practical and useful predictor variables for a
proposed model, while the predictive model mainly contains
predictor variables and an outcome variable. Operationally,
feature engineering involves basically three processes, namely,
feature creation, transformation, selection or extraction, as
demonstrated in Fig. 11.

After the features or descriptors are created (which requires the
intervention of electrochemical energy storage experts, particu-
larly chemists, physicists, and materials scientists and engineers),
the descriptors are transformed into computer-recognised math-
ematical representations. This is followed by feature selection or
extraction depending on the purpose of action.
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6.1 Feature selection

Finding the best features from datasets is the process of feature
selection.188 The most important and difficult part of machine
learning is feature selection, which deals with inappropriate,
pointless, or unnecessary features.188,189 The method of feature

selection (variable reduction) enhances the prediction perfor-

mance, lowers the processing demands, and lessens the impact

of the cause of dimensionality.190 Finding a selection of vari-
ables from the input that may accurately define the data input,

while minimizing the influence of noisy or unneeded variables

Fig. 10 Envisaged AI-based approach to predict new and high-performance EESSs based on multi-descriptor feature engineering.
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and still providing robust predicted results is the goal of the
feature selection technique.190,191 These variables are as fol-
lows: (1) irrelevant and noisy, (2) weakly relevant and non-
redundant, (3) redundant and weakly relevant.190 A feature is
irrelevant or unimportant if it is not necessary for accurate
prediction. Models, search strategies, feature performance cri-
teria, and feature evaluations are a few examples of the typical
ways in the feature selection process that fall under the purview
of the wrapper and filter methods support the integrity of the
process. This procedure includes a sequence of selection events
in the chain of activities in the feature selection, including
biological issues, microarray analysis (to choose the best gene
from a group of candidate genes), text mining (to find the best
terms, words, or phrases), and picture analysis (to select the
best visual contents, pixels, and color).188

The three most widely used feature selection strategies
fall under the three categories of filter, wrapper, and embed-
ding based on how they interact with the learning
model.188–190,192,193 The filtering method chooses attributes
based on categorization rules or statistical measurements. It
can be used for high-dimensional data because it is unaffected
by the learning process and takes less time to compute than
wrapper approaches.188,191,194 Due to the multiple learning
stages and cross-validation, which assess the variable subsets
using predictor performance as the objective function, wrapper
techniques are considerably more expensive than filter
methods.191 Consequently, this feature selection process is
improved in anticipation of the implementation of the classi-
fication algorithm. Furthermore, the filter method is less pre-
cise than the wrapper strategy.192 In a typical wrapper
approach, a particular learning algorithm executes two occur-
rences of operations, as follows: (i) searching for a subset of
features and (ii) analyzing the features found. To meet the given
halting requirements, the second method is repeatedly
executed.193 Examples include genetic algorithms, sequential
feature selection methods, and recursive feature removal algo-
rithms. Three different search techniques, i.e., exponential,
sequential, and randomized selection strategies, are used in
the wrapper selection approach. In the exponential approach,
the number of analyzed features increases exponentially as a
function of feature size. Accordingly, once a feature is added to
or deleted from the selected subset, it cannot be changed again,
leading to the local optimum in the addition or removal of

characteristics in a sequential manner in the algorithm. The
sequential algorithms include best first, linear forward selec-
tion, floating forward or backward selection. To widen the
search area and prevent the algorithms from getting stuck in
local optima, randomization selection employs randomized
algorithms.194

The filter and wrapper methods are combined to generate
embedded methods.193 The training process is held with the
classifier in embedded techniques, and feature selection is a
part of it. Additionally, given that embedded methods use a
learning algorithm to function, they will be categorized as
wrapper approaches.188,195

It is also significant to note that this strategy differs signifi-
cantly from traditional computational approaches such as DFT.
In this method, data must first be gathered to create a training
dataset, and then relevant descriptors must be generated and
selected to translate the properties of the materials of interest,
an appropriate algorithm must be selected to create the desired
model, and finally the predictive power of the built model and
its interpretability quality must be assessed. This approach is
distinct from feature extraction and its details will be
presented later.

6.1.1 Data collection for multi-descriptors selection. The
largest issue in building an ML model for an AI-based feature
selection strategy is how to gather reliable and adequate data
for the materials under consideration. The datasets must
contain specific input variables for the model (which can be
materials, electrochemical, and operating conditions descrip-
tors of the EESSs) as well as the properties of interest that the
model is trained to predict in this case, which are related to the
prediction of high-performance EESSs.196,197 In this instance,
the proposed multi-descriptor attributes can be determined
from a variety of sources, including literature databases, experi-
mental and computational measurements, and multi-
descriptors. Table 1 the contains datasets that are commonly
used for cheminformatics studies, while Table 2 provides some
examples of critical material descriptors for high-performance
EESSs. Subsequently, the most helpful descriptors are identi-
fied as features for high-performance prediction once informa-
tive variables have been synthesized and extracted from various
sources.

It worth mentioning that the credibility of the published
data must be practically assessed and appraised, even though

Fig. 11 Schematic illustration of feature engineering processes.

Energy Advances Perspective

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

3 
A

pr
il 

20
23

. D
ow

nl
oa

de
d 

on
 1

/2
6/

20
26

 1
0:

49
:4

9 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ya00104k


634 |  Energy Adv., 2023, 2, 615–645 © 2023 The Author(s). Published by the Royal Society of Chemistry

chemical information can be mined and collected from the
literature utilizing the ML-based information extraction approach.
This is because there may be discrepancies in data from scattered
sources due to variations in electrochemical reaction conditions
from various laboratories. Therefore, developing a standard tech-
nique for reliability evaluation of published data in the literature
requires collaboration between materials scientists, catalysis spe-
cialists, and computer scientists.

6.1.2 Generation and selection of relevant descriptors for
features selection. The next step after gathering data is to easily
translate the attributes of the materials under investigation
into mathematical representations that can be used to train ML
models.206 In this instance, it entails the labeling of important
electrochemical characteristics associated with the effective-
ness of EESSs by a group of integers known as vectors.206,207

These vectors are electrochemical performance characteristics
that are frequently referred to in the literature as descriptors,
genes, or fingerprints. The crucial technique of feature engi-
neering in this situation is the mathematical representation of
materials. This action is crucial because it calls for human
intelligence and awareness. Descriptor creation or generation
and descriptor selection are the two stages of the procedure.

Generation of descriptors. Although several descriptors can be
produced for a given class of materials, the selection and
generation of descriptors is mostly determined by the specific
electrocatalytic issue that needs to be resolved.208 There are
some controlling the norms related to the generation of
descriptors, although it is problem- or circumstance-
dependent. According to this viewpoint, a descriptor for elec-
trochemical features, for instance, must describe the unrivaled
electrochemical qualities of a material to guarantee that they

are distinct for each EESS. Additionally, the number of descriptors
should not be too large to risk impairing their capacity to predict
the desirable characteristics of fresh EESS data, which is typically
the result of model overfitting.208 Descriptors can typically be
categorized into several classes during the generation process
based on the encoded information they contain. Depending on
the materials, electrochemistry, and operational circumstances of
EESSs, the information can be encoded. However, it is crucial to
understand that a variety of descriptors must be carefully picked to
guarantee that they capture the characteristics of the EESS being
simulated. The generation of descriptors in electrocatalysis should
not be restricted to a single form. Specifically, to ensure that all
aspects of a given EESS are accurately captured, and a robust ML
model is produced, multiple families of descriptors are unavoidably
needed. For instance, a dataset containing 2275 fibrous structures
was built using the stochastic reconstruction method, morpholo-
gical algorithm, and lattice Boltzmann method to predict the
rational design of porous electrodes with a large surface area and
high hydraulic permeability for redox flow batteries. For the con-
struction of the model to estimate the precise surface area and
hydraulic permeability of porous electrodes of redox flow
batteries,93 the LR, ANN, and RF algorithms were specially used.
Thus, the model gave insight into the sensible design of more than
700 promising electrodes. Accordingly, descriptor generation is
essential in the logical design of high-performance EESSs.

Selection of descriptors. It has become necessary to generate a
subset of acceptable descriptors for the desired modelling due
to the complexity involved in managing too many descriptors
for ML modelling. The predictability of models produced by
overfitting is compromised when ML models are built with too
many descriptors, whereas optimal descriptor selection results

Table 2 Examples of key descriptors of materials for high-performance EESSs

EESSs Description Descriptors Ref.

Batteries
Crystalline solid batteries Ion mobility was used as critical performance

parameter
Ionic radii, oxidation states, Pauling electronegativities
of the involved materials

199

Li ion battery 12 top descriptors were identified, of which 3 were the
top descriptors,

Dipole polarizability, average gas phase basicity, and
average heat of fusion

200

Na ion battery While the performance of the batteries is dominated
by their crystal structure, and a different descriptor
was proposed

Cationic potential 201

Redox flow batteries
Organic redox active
materials

8 different material descriptors to represent 9,10-
antraquinone-2,7, disulfonic acid were used organic
flow batteries

Fingerprints, electronic density, symmetry function,
bag of bonds, chemical environment, coulomb matrix,
atom–atom radial distribution function, substructure
fragmentation

202

Capacitors/supercapacitors No descriptors mentioned but the future development
is on the way of combining different morphologies of
materials for creating composite materials to offer
large surface area, good conductivity, high stability
and more importantly high capacitance. Better choice
of electrolyte was also mentioned as an important
metric for high performance

203

In addition, absence of standard performance metrics
hindered the development of the energy storage
system

204

Fuel cells In energy storage system such as fuel cells, electro-
chemical performance is revealed by relation between
electrocatalysts and charged species

d-Band center, eg-electron number, and charge trans-
fer capacity

205
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in models with the highest predictivity and stress-free model
interpretation.208,209 The down selection and dimensional
reduction approaches are the two main methods utilized in the
selection of descriptors. When using the down selection
approach, several material descriptors, for instance, are reduced
using a variety of statistical techniques to a manageable amount.
Regularization is used to exclude descriptors with lower relevance
to a built ML model by shrinking them to zero through a
procedure called least absolute shrinkage and selection operator,
which is most frequently applied to regression models (LASSO).210

Sure independence screening and sparsifying operator (SISSO),
which converges pertinent characteristics to the attributes of the
material of interest based on the optimal grouping, has recently
been published with a demonstrated competence in handling a
vast feature space.211 Additionally, regularized RF is also fre-
quently used, and after preparation, this method establishes the
significance of each descriptor.212 Recently, the LR and ANN
algorithms were used to forecast how a membrane treated with
various solvents will behave.94 Consequently, the models deter-
mined that alcohols were the best solvent for controlling the
porous structure. Although down selection is effective in reducing
the number of descriptors, it occasionally compromises and
discards descriptors that provide essential information about
the properties of materials. This is the main drawback associated
with this selection approach.

Dimensional reduction algorithms, which define methods that
reduce the amount of features in a dataset based on dimension-
ality, are another strategy for the best selection of multiple
descriptors. For instance, the method unrolls a comparable Swiss-
roll from 3D to 2D in a number of input characteristics, while
simultaneously saving the greatest amount of data. The original
descriptors are projected from high-dimensional space into a
lower-dimensional space using this technique, and the new
descriptors are just a linear combination of the old ones.213

Among the dimensional reduction procedures, principle compo-
nent analysis (PCA) is the one that is most widely used. Although
PCA is frequently used to model the properties of materials from a
large number of descriptors (features), it only creates linear
projections, whereas the correlations between structure and prop-
erty and between property and performance are typically non-
linear in nature.214 Thus, additional methods have been created
to perform nonlinear dimension reduction functions considering
the challenge at hand. Kernel PCA, which uses standard PCA to
carry out nonlinear dimension reduction, was created to manage
the difficulties of the nonlinearity nature of structure–property
and property–performance correlations in electrocatalysis.215 It is
interesting to note that PCA preserves the original descriptors or
characteristics. Typically, this is done by creating low-dimensional
representations of the original high-dimensional data, while
maintaining neighborhood links.216,217 To anticipate high-
performance EESSs, it may theoretically be used to choose
discriminatory features from a variety of descriptors (such as
materials, electrochemical, and operating conditions descriptors).
Consequently, feature selection can classify the available descrip-
tors based on their relative importance in terms of the capacity to
draw inferences, given that each of these performance character-
istics contains many descriptions. It includes determining which
of the many descriptors already in use provides the most informa-
tion for a decision, and it does not result in the production of any
new features or descriptors; rather, it creates subsets of the
original set, while maintaining the original meaning of these
subsets. In essence, feature selection is an algorithm that chooses
a subset of the original collection of features based on the
relevance of each feature. However, with little to no information
loss from the complete set of descriptors, the subset(s) should
capture all the information that the entire set may offer. Conse-
quently, the procedure can handle several EESS descriptions
with various performance parameters. Fig. 12 illustrates the

Fig. 12 Illustration of difference between feature selection and feature extraction.
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distinction between feature selection and extraction for simple
understanding.

6.1.3 Selection of appropriate algorithm. Machine learning
models can be trained using a wide range of algorithms as soon
as the descriptors or feature subsets are formed. To create
models for prediction, datasets can be divided into training
sets.204 There are numerous algorithms used in the creation of
ML models, but the ones most frequently used in the design,
discovery of new materials, and development of electrocatalysts
are LR, SVM, RF, NN, and EL, and other algorithms, including
active learning and genetic algorithms. However, genetic algo-
rithms appear to be the most suitable for this task when
considering the viewpoint presented here as well as the
expected usage of the ML model for the prediction of new
and high-performance EESSs. When using genetic algorithms,
many EESS performance descriptors can be seen as genomes
that store databases of compositional, electrochemical, and
operating condition characteristics. The performance char-
acteristics of a particular EESS can be determined by chance
or past performance. To produce future generations of high-
performing EESS, the fittest factors or descriptors will be
subjected to genetic operators such as crossover and muta-
tion. Electrochemical performance is a factor in the evalua-
tion and selection of fitness levels. Each genetic optimization
algorithm iteration is used to determine fitness. Until the
intended descriptors are entirely optimized or no significant
improvement takes place, the cycle repeats continuously.
Then any descriptors that are less appropriate are discarded.
Consequently, using a genetic algorithm, ML models can be
trained on descriptors related to materials, electrochemistry,
and operating conditions, for instance, and then used to
produce universal descriptors that can be used as a substi-
tute for a fitness function to choose performance-related
factors for subsequent iterative cycles. Therefore, using ML
models with genetic algorithms as fitness functions can be
evolutionary and allow efforts to be focused on the EESS
genomes with the best performance, thereby replacing the
requirement for time-consuming and tedious amounts of
tests in the construction of high-performance EESSs. Genetic
algorithms have been widely used in ML modelling for
discovery, property prediction, and optimization;218–220 con-
sequently, they are practical and can be helpful in this
direction.

However, how can one choose the sort of feature selection
algorithm knowing that feature selection algorithms fall under
one of the three classes, i.e., wrapper methods, filter methods,
and embedding methods? The most important factors to con-
sider in practice are as follows: (1) a small sample size (o1000),
(2) a high dimensional space with sparse relationships between
features and the target decision or variable and (3) a small
sample size in a high dimensional environment. Regardless of
the three aforementioned characteristics, it is advised to test
various feature selection techniques and evaluate the outcomes
if the dataset is large enough. However, a stability index can
be used to evaluate the stability of any method under
consideration.221

7. Envisaged workflow to address the
challenge

It is thought that not every collection of performance-related
criteria is essential for determining or forecasting high-
performance EESSs. Additionally, when the three descriptor
families that have been proposed are combined, both the
number of features and the chemical space increase. Conse-
quently, the chemical space must be further reduced by elim-
inating duplicate and irrelevant characteristics. It is important
to note that when combined with other features, a single
feature or a group of information may become superfluous
or useless when used to forecast the behavior of model
materials.222

The three descriptor families that are proposed will each
have a feature chosen individually using a feature selection
technique, which will finally condense the features into a much
smaller subset than the total of the combined features of the
three sets of multiple descriptor families. Based on the collec-
tion of several descriptors, the algorithm will be built to select
the most pertinent feature. Following cross-validation of the
results and selection criteria, the combined subset of multiple
descriptors produced from the three descriptor families will be
used to create universal descriptors for the precise prediction of
high-performance EESSs, as shown in Fig. 13. Hence, to
develop universal descriptors and reveal high-performance
EESSs, a multi-descriptor feature selection strategy is undoubt-
edly crucial.

The dataset can be created using datasets of employed
numerous descriptors in an effort to build a general dataset
intended to forecast high-performance EESSs. The dataset for
the machine learning (ML) technique will be composed of the
combination of these various descriptors, as shown in Tables 1
and 2 and demonstrated in Table 3. Subsequently, the workflow
technique shown in Fig. 10 can be used to operationalize the
dataset for best feature selection.

By applying the feature selection technique using the objec-
tive function displayed in eqn (1), the universal descriptors is
represented as the function f, as follows:

Minimize f MTi;ECi;OCið Þ ¼
Xn

i¼1
MTi þ

Xm

i¼1
ECi

þ
Xp

i¼1
OCi (1)

Subject to the following constraints

1 �MT � n

1 � EC � m

1 � OC � p

where MT, EC, and OC represent the materials, electrochemical
and operating conditions descriptors, respectively. Also, n, m
and p represent the number of characteristic features in the
described descriptors, respectively. At any ith value of these
descriptors, the most fitted descriptor(s) will be selected in the
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range of one (1) and ‘‘n’’ in the case of the material descriptors
(MTi), one (1) and ‘‘m’’ in the case of the electrochemical
descriptors (ECi), and one (1) and ‘‘p’’ in the case of the
operating conditions descriptors (OCi). However, n, m, and p
must not be the same due to the variations in the number of
performance factors in the different descriptor families avail-
able for selection, as illustrated in Table 3.

8. Feature extraction

The construction or generation of new descriptors or features that
are composites of the original or current dataset of descriptors is
known as feature extraction and transformation (Fig. 12). It entails
the development or generation of information that may not
always be included in the dataset that is current or original.
Consequently, feature extraction/transformation involves creating

a fresh set of features. For instance, if there are n descriptors, and
the decision maker does not want to remove any of them, they can
apply a specific operation that yields m descriptors instead of n,
where m is always on if n is the total number of the original
characteristics or descriptors. Consequently, feature extraction
entails transforming the entire set of ‘‘n’’ descriptors to obtain a
new set of ‘‘m’’ descriptors. Then, the ‘‘m’’ number of descriptors
or features is a transformed version of the original ‘‘n’’ number of
descriptors. Consequently, the content of ‘‘m’’ is taken from the
original set of descriptors, and its meaning is different. In short,
the number of features obtained by feature extraction is a decision
parameter given that prior to the operational transformation, a
decision maker specifies the number of features. The original
features may be combined in a linear or nonlinear way in
the feature transformation. To produce extra, more important
qualities, it implements various adjustments to the original
characteristics.223,224

Principal component analysis (PCA), latent semantic analy-
sis (LSA), linear discriminant analysis (LDA), partial least
square (PLS), and other feature extraction techniques are only
a few examples. Karl’s principal component analysis is the
method of feature extraction that is most well-liked and fre-
quently employed (PCA). Convolutional neural network (CNN)
performs better than any other well-known classifier, albeit in
the majority of instances.225 It can automatically extract
features, learn and organize features, and uses a deep learning
technique to do so from an input dataset.

Feature extraction is a vital stage in data mining given that it
allows for the discovery of previously unknown information
from enormous databases and the correction of inaccurate data
included in the datasets.226,227 Fig. 14 shows the proposed

Fig. 13 Illustration of envisaged workflow process of feature selection of multiple descriptor families.

Table 3 Simple illustration of the construction of dataset for high-
performance EESSs for ML approach

EESS MT descriptors EC descriptors OC descriptors

EESS1 MT1. . .MTn EC1. . .ECm OC1. . .OCp

..

. ..
. ..

. ..
.

..

. ..
. ..

. ..
.

..

. ..
. ..

. ..
.

EESSN N N N

Where, EESS1. . .EESSN represent an existing list of a chosen electro-
chemical energy storage system, MT1. . .MTn, EC1. . .ECm and OC1. . .OCp

represent, for example, the materials, electrochemical and operating
conditions descriptors, respectively.
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methodology for the use of feature extraction on numerous
descriptor families for high-performance EESSs. Therefore, the
original data cannot be entered directly into the fusion model
in an effort to extract enormous data from several descriptions
of families that are not the same size. The properties of each
typical descriptor family must be extracted from the original
data as part of the pre-processing step. This is possibly achiev-
able by strong and positive correlation between information
representation and information dimension. Consequently,
every parameter, feature, or descriptor belonging to a single
family must have clear relative characteristics that are extre-
mely sensitive to the family. Although in theory more features
extracted from the source data will lead to better prediction,
caution must be exercised.

The general concept of feature fusion is to reduce the feature
dimension to increase the effectiveness of the prediction
model. In theory, the number of highly correlated features
and descriptors will directly grow as the number of extracted
features and descriptors increases. In practice, this leads to

redundant model information and inefficient computational
processes. The most often used techniques to address this issue
include autoencoder,228 as well as PCA and ICA.229 Autoencoder
may be a good choice because there is no prior knowledge of
this scenario, as shown in Fig. 15a. Consequently, Table 3
provides sets {MT1 + MT2 + MT3. . .MTn}; {EC1 + EC2 +
EC3. . .ECn}; {OC1 + OC2 + OC3. . .OCn} as the input data of the
neutral network representing the materials, electrochemical
and operating conditions descriptors, respectively, for feature
fusion to train the encoder and decoder.

Following this stage, the aforementioned sets of ith data
must be compressed into ‘‘n’’ features or descriptors that will
be used as inputs in the model to forecast high-performance
EESS. However, to use and train the prediction model, it is also
necessary to obtain the unsupervised data generated by the
autoencoder (all the outputs that match the input), which must
then be transformed into supervised data. The next step is data
normalization, which aims to eliminate all potential impacts
that are frequently brought on by variations in value ranges.
The range of all retrieved values must now be changed using
the minimum–maximum normalization approach to [0, 1].230

Deep neutral networks can be utilized to forecast high-
performance EESSs because they can increase the computa-
tional capability of the training model, while also having a
greater capacity for expressiveness than shallow neural net-
works (Fig. 15b).231 Given that deep neural networks have the
advantages of great robustness, reliability, and accuracy when
handling difficult issues with several descriptors/features such
to the one described here, this is very intriguing. Additionally, it
features a flexible structural design that makes it easy to adapt
to a variety of problems.

It is important to provide a brief history of nonlinear feature
extractors when discussing feature extraction. For instance,
Charles Darwin’s idea of natural selection served as the foun-
dation for the metaheuristic search method known as the
genetic algorithm (GA). The main benefit and importance of
GA is its capacity to manage parallelism and complex systems.
To address complex issues, GA searches a large parameter
space and provides a generally optimal solution (irrespective
of whether the fitness function is stationary, non-stationary,
linear, nonlinear, continuous, discontinuous, or with random
noise).232–234 It comes about as a result of the numerous
children in the population function as independent agents.
These populations explore in several directions, while simulta-
neously searching. The three basic GA operators are crossover,
mutation, and selection/extraction.232–237 As shown in Fig. 16,
chromosomes are selected for future reproduction in selection/
extraction operators (using, for example, roulette wheel selec-
tion/extraction).

When using the objective function of eqn (1), the function is
initially assessed at the MTi, ECi, OCi locations in P(0) of the
initial population of the chromosomes of the parents.238 Fol-
lowing this assessment, a new population of population denot-
ing points P(1) is produced.239,240 Recombination, crossover,
and mutation are a succession of processes that lead to the
formation of point P(1). These processes include the exchange

Fig. 14 Illustration of envisaged workflow process of feature extraction of
multiple descriptor families.
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of traits between two different parents to create offspring.241–245

The entire procedure requires switching chromosomal sub-
strings from both parents.246 The crossover parent pairs are
selected at random from the mating pool, and the likelihood
that a chromosome will be used for operation is denoted by
Pc.247,248 In the process of mutation, a single chromosome is
taken from the mating pool, and each symbol is changed at
random with the probability Pm.240,248 Consequently, probabil-
ity Pm is used to represent each characteristic descriptor fea-
ture. Depending on the number of iterations specified with
respect to the termination criterion, these operational proce-
dures are repeated to generate populations P(2), P(3), P(4),
etc.239,249 The ideal solution is both met and offered at the end
criterion.240,250–252 Therefore, to create new sets of descriptors
from the original databases or to gain the best universal

descriptors, GA on the three descriptor families is done to
predict the high performance of EESSs.

Nevertheless, it is still advisable to test various feature
selection and/or extraction algorithms and compare outcomes
when there are enough input datasets. However, a stability
index can be used to evaluate the stability of any method under
consideration.253

9. Conclusion

The development of high-performance electrochemical energy
storage systems requires intense efforts of processing and
preparation of cathode, anode, and electrolyte, which are the
active materials targeted for high energy density and power

Fig. 15 (a) Envisaged autoencoder model and (b) deep neural network model.

Fig. 16 Step-by step flowchart of GA.
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density. Owing to the importance of the properties of the active
materials in EESSs, especially their impact on performance, the
alignment of properties of the active materials such as crystal
structure, electronic structure and their microstructural
features is the key design parameter. This is traditionally
achieved by the trial and error approach, which is tedious
and laborious, characterised with a set of limitations such as
cost- and time-consuming, and the approach is currently
considered destructive. In addition, the experimental trial
and error approach cannot observe all the multiple perfor-
mance metrics of EESSs to facilitate and quicken the processing
of the properties-performance features of the existing and
emerging chemistries and physics of active materials of EESSs.
In contrast, AI-based techniques can be applied to predict
features/descriptors that determine or inform the performance
characteristics of EESSs within hours instead of days or years.
Although state estimation and prediction (i.e., SOC and SOH),
remaining useful life prediction (RUL), prediction of property
classification, fault diagnosis and discovery, modelling, design,
and optimization of EESSs are the most common problems
associated with the broad application of AI-based approaches,
choosing appropriate AI-based strategy(ies) to predict high-
performance EESSs is also significant. However, thus far, no
attempt has been made to use AI-based strategy(ies) such as
feature engineering to predict high performance through multi-
ple feature/descriptor families (materials, electrochemical,
and operating/environmental conditions) of active materials
of EESSs.
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