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Hybrid organic—inorganic materials show potential as flexible and Pb-free piezoelectric materials, but
ferroelectric-to-paraelectric phase transitions are responsible for a loss of properties at increased
temperatures. Here, we develop a model Hamiltonian from first-principles calculations for the archetypical
(TMCM =
MesNCH,Cl*) to model the order—disorder phase transition. We show that the configurational entropy from
molecular orientational disorder is alone unable the quantitatively reproduce the phase transition tempera-
ture, but inclusion of vibrational entropy leads to good quantitative agreement with experiments. This high-
lights the importance of vibrational contributions for the phase stability of soft and flexible materials. We
furthermore show that defective structures and intergrowths are readily formed at ambient temperature
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1 Introduction

Piezoelectric materials allow for the interconversion between
mechanical and electrical energy and find applications in diverse
areas including as sensors, actuators, and high precision motors.
Current state-of-the art piezoelectric materials are based on
inorganic ceramics such as lead zirconate titanate (PbZr; ,Ti,O3,
PZT) with large piezoelectric responses.' > However, these mate-
rials are brittle, require high processing temperatures, and may
contain toxic and environmentally hazardous lead, which impose
challenges for flexible and bio-compatible technologies.

In the last decade, hybrid organic-inorganic materials have
shown promising applications as, e.g., photovoltaics™® and
light emitting diodes,® and more recently, high performance
hybrid organic-inorganic ferroelectric and piezoelectric materials
have been reported.”” These materials are flexible, solution-
processable, and can be made from non-toxic and environmen-
tally friendly chemistries.

Hybrid organic-inorganic materials are commonly based on an
inorganic framework structure hosting organic dipolar cations—of-
ten in perovskite or perovskite-inspired structures—and they com-
monly feature several temperature induced phase transitions with
increasing degrees of orientational disorder of the organic cations
at increasing temperature.”® Elevated temperature may lead to
either stabilisation of desired phases such as phases with high
dielectric constants for increased screening of charge-carriers in

“ Department of Materials, Imperial College London, Exhibition Road, London SW7
2AZ, UK. E-mail: k.tolborg@imperial.ac.uk, a.walsh@imperial.ac.uk
b Department of Physics, Ewha Womans University, Seoul 03760, Korea

This journal is © The Royal Society of Chemistry 2023

cannot be explained from the conventional small-displacement limit.

photovoltaics,"*" or to detrimental disordered paraelectric phases,

in which the ferro- and piezoelectric performance is lost.>"* Thus, it
is of great importance to understand the influence of molecular
orientational disorder and other entropic contributions in hybrid
organic-inorganic materials on their stability, phase transitions
and physical properties.'®”

In this article, we focus on the hybrid ferroelectric material,
TMCMCACl; (TMCM = trimethylchloromethyl ammonium,
Me;NCH,CI") with piezoelectric performance comparable to
BaTiO; in its pure form,” and to PZT for its solid-solution with
the fluorine analogue of the molecular cation (TMFM = tri-
methylfluoromethyl ammonium)."* TMCMCAC]; crystallises in
the non-centrosymmetric monoclinic space group Cc at low
temperature with ordered molecular cations, and transitions to
a disordered paraelectric phase in the centrosymmetric hexa-
gonal space group P6;/mmc above 400 K (Fig. 1).>""

Besides the interest in its phase transitions, the mechanism
behind the high piezoelectric performance cannot be described
within the conventional small-displacement limit, and is thus
still poorly understood. Originally, it was suggested that ferro-
elastic switching was responsible,’ but it has been argued that
this is not possible when the piezoelectric response is mea-
sured with the Berlincourt method.'® Instead, it was suggested
that phase switching between the ground state and a meta-
stable phase is involved.'®*°

Through the last decade, several studies have proposed
effective model Hamiltonians to study the order-disorder tran-
sitions in hybrid organic-inorganic materials, mainly those
with cubic perovskite topology. These have been based on
classical dipole-dipole interactions and strain models,** >
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Fig.1 Crystal structures of TMCMCdCls. (a) and (b) show the high
temperature disordered phase with P63/mmc symmetry, and (c) and (d)
show the low temperature monoclinic Cc phase, which is responsible for
the ferroelectric and piezoelectric properties. Hydrogen atoms are
omitted from b for clarity.

Potts- and Ising-like models,**** or pair interactions.”> However,

none of these have been developed solely from first principles
and then applied to model a ferroelectric-to-paraelectric phase
transition.

Here, we report the construction of a model Hamiltonian
based on molecular pair interactions fitted to first principles
calculated energies. Applying the model Hamiltonian, we perform
Monte Carlo simulations to gain insight into the order-disorder
phase transition as well as nanoscale effects and defective phases
that are likely to be involved in the piezoelectric performance.
Particularly, we show the importance of including contributions
from vibrational entropy to model phase transition temperatures
in quantitative agreement with experiment. Finally, we show that
the easy development of disorder in the ab-plane results in
formation of isolated and extended defects, which are likely to
be responsible for the exceptional piezoelectric response.

2 Computational methods
2.1 Model construction

A model Hamiltonian for the orientational disorder of TMCM
cations was build using a model inspired by the pair mode
concept introduced by Li et al.>® Using the hexagonal setting of
the high temperature phase, the structure of TMCMCACI;
consists of one-dimensional face-sharing CdClg-octahedra
along the c-direction with TMCM molecules located around
the 2c Wyckoff positions. Assuming that the molecular mirror
plane is retained in the solid state and coincides with the
mirror plane of the local 6m2 symmetry of the Wyckoff site,
there are six different molecular orientations per site.

The low temperature phase is of monoclinic Cc symmetry,
with its primitive cell coinciding with that of the high temperature
phase. The conventional C-centered monoclinic unit cell can be
constructed from the three primitive basis vectors ac = ap, bc = ap
+ 2bp and cc = cp, followed by a monoclinic distortion. Here, we
use the primitive representation of the cell throughout.
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In order to construct our model Hamiltonian, we include
symmetry unique pair interactions corresponding to three
different symmetry unique intermolecular vectors, (i) the inter-
actions with the nearest neighbour at the other 2c site in the cell,

1 11
i.e. with an intermolecular vector of {5’ 3 5} (and symmetry

equivalent directions), (ii) the nearest neighbour along the
c-directions at an intermolecular vector of [0,0,1] (and symmetry
equivalent directions), and (iii) the next-nearest neighbour in the
ab-plane with an intermolecular vector of [1,0,0] (and symmetry
equivalent directions). This gives rise to 13, 6 and 12 symmetry
unique interactions along the first, second and third intermole-
cular separations. All three types of interactions are needed in
order to distinguish the experimentally observed ground state
from specific defective states that we will consider below.

The final energy expression for any supercell size can be
written as

E= Z}’l,}]{, (1)

where 7; is the number of interactions of a given symmetry, and
Ji is their associated energy. It should be noted that in the final
expression, the total number of parameters, J;, to be determined
from fitting to energies calculated from density functional theory
(DFT), is not equal to 31, but rather 23, since the parameters do
not form a linearly independent basis—the simplest reduction
being (considering the up-down orientation along the ¢-direction)
that an equal number of head-to-head and tail-to-tail interactions
of the molecules must be present due to the periodic boundary
conditions. In practice, 8 parameters are eliminated using QR-
decomposition of the original design matrix. This also means that
the parameters cannot be interpreted directly as interaction
strengths, as they will contain indirect information about other
interaction types.

Fig. 2 shows an illustration of how one of the training
structures is represented as molecular vectors of the different
sites. We represent the molecular cations as vectors with direc-
tions along the [113] -direction and its symmetry equivalents for
the first 2c Wyckoff site, and the [113] -direction at its equivalents
for the second one. This gives directions in agreement with
experiment’ and previous computations.'® Here, we will represent
the dipoles as unit vectors in the given directions throughout.

Fig. 2 Illustration of the structural representation in the pair mode concept.
(a) Example of an input structure with randomly generated TMCM orienta-
tions, and (b) the corresponding representation of the structure with orienta-
tion vectors. Full (dotted) arrows note a vector pointing out of (into) the plane,

()

) ) . ) 1
and arrows in purple (turquoise) tiles are located at a z-coordinate of —
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2.2 Density functional theory calculations

60 supercells of varying sizes are constructed based on random
orientations (within the six allowed ones for each site) of
TMCM molecules in the framework hexagonal structure. Of
the 60 supercells, 202 x 2 x 2,101 x 1 x 2,102 x 2 x 1,10 3 X
3x1,61x1x3,and41 x 1 x 1 cells are constructed, where
the 41 x 1 x 1 cells are chosen as the 4 symmetry unique ones
possible within that cell size, and the rest are chosen randomly.

All supercells—including cell parameters—are relaxed with
DFT to a convergence threshold of 0.01 eV A™*. The Vienna
ab initio simulation (VASP) package with the projector augmen-
ted wave approximation is used for all simulations.>®*” The
PBEsol functional is used,*® the plane wave cutoff is set to
700 eV, and a 2 x 2 x 2 ['-centered k-point grid is used for the
base cell, and scaled accordingly for larger supercells.

The pair interaction parameters, J;, are fitted to the energies
extracted from the DFT calculations using linear least-squares.

2.3 Phonon calculations

As we will see below, fitting our model Hamiltonian based only
on internal energies from DFT leads to inaccurate predictions
of the phase transition temperature in TMCMCdCI;. To get a
better description of the energy as a function of temperature, we
include the vibrational free energy calculated from harmonic
phonon dispersions.

The phonon calculations are performed with PHONOPY>®
and forces are calculated with VASP. The structures are relaxed
to a slightly stricter convergence criterion of 0.005 eV A~ and
2 x 2 x 2 supercells (of the primitive base cell) are used for all
phonon calculations. Vibrational free energies given as

Fup = kgT Z In[2sinh (fiwg /2ksT)], @)
v

where wg, are the phonon frequencies at wave vector q and
band index v, are then calculated with PHONOPY.

Due to the computational cost of calculating phonon dis-
persions for supercells, we opt to calculate them only for a
subset of the structures. We then construct a surrogate model
based only on the internal energy, E,, and equilibrium volume,
Vo relative to the ground state structure, to reproduce the
relative free energy as

AF = oAE, + BAV, (3)

where « and f are fitting parameters determined at each
temperature of interest. The surrogate model reproduces the
relative free energies quite well, especially at temperatures up
to ~600 K as seen in Fig. 4b.

2.4 Monte Carlo simulations

Monte Carlo (MC) simulations were performed with the Metro-
polis algorithm®® using the model Hamiltonians described
above, ie. both the one based only on internal energies
calculated with DFT, and the one based on free energies.
In the second case, the temperature of the Monte Carlo simula-
tion was matched with the free energy from phonon calculations.

This journal is © The Royal Society of Chemistry 2023
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A simulation box of 8 x 8 x 8 unit cells (with two molecules per
unit cell) was used for all simulations, and 2 x 10° MC steps were
performed with the first 1 x 10° steps discarded as equilibration.
Each simulation was repeated 10 times to improve the statistical
sampling. In all cases, the simulations were started from the
ground state distribution of molecular orientations, as random
(and high-temperature initialised) starting configurations always
led to trapping in metastable states.

3 Results & discussions
3.1 Model quality

Fig. 3 shows the agreement between energies from the models
based on the pair mode concept and the energies calculated
from DFT. For the internal energies from DFT an RMSE of
4.76 meV fu.”" is obtained. Correcting the DFT energies for
vibrational entropy results in a lower spread in energies and a
smaller RMSE of only 3.79 meV f.u.”" at 300 K. The models
coarse grain over ionic relaxations etc., and considering the
simplicity and short range nature of the model, the agreement
is good. Note however, that for both athermal and thermal
energies, the ground state energy (lowest energy point in Fig. 3)
is predicted to be larger using the model Hamiltonian than
what is obtained with DFT. We may attribute this to lack of
long-range terms in the model Hamiltonian, which tend to
stabilise specific local environments, but less so long range
interactions. This includes strain contributions, which are
likely to be underestimated by the model.

3.2 Vibrational contributions

As we shall see below, simulations based on internal energies
from DFT tend to overestimate the stability of the ground state
structure. However, besides configurational entropy that we will
model below with our MC model, vibrational entropy will also
contribute to the energetics at elevated temperatures. Combining
configurational and vibrational entropic contributions has also
previously been shown to be important for accurate predictions of
alloy stability.**

In Fig. 4a, the phonon dispersion and density-of-states of
the ground state structure is shown. The vibrational degrees of
freedom give rise to vibrational entropy, or more conveniently
expressed as vibrational free energy as in eqn (2). Fig. 4b shows
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Fig. 3 Comparison of model energies based on eqgn (1) and DFT energies.
(a) Model energies and internal energies from DFT, (b) model energies and
temperature dependent energies corrected using egn (3) at 300 K. The
orange lines are of unity slope and indicate perfect agreement between
model and calculated energies.
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Fig. 4 (a) Phonon dispersion and vibrational density of states for the
ground state monoclinic structure of TMCMCdCls. (b) Vibrational free
energies of a set of metastable structures relative to that of the ground
state. The solid lines indicate the calculated free energies from the phonon
dispersions, and diamonds show the value from the correction model
based only on the internal energy and the equilibrium volume of the
metastable phases given in egn (3).

the relative free energy between the ground state and a set of
metastable structures that are used in the model construction.
It is evident that all metastable structures are stabilised compared
to the ground state at increasing temperatures, with one meta-
stable state even becoming the thermodynamic ground state
above ~900 K. This shows that vibrational entropy contributes
significantly to phase transitions in hybrid organic-inorganic
materials as it has been suggested in previous reports.>>>*

Fitting the model for the relative free energy given in eqn (3)
at each temperature in 100 K intervals, gives rise to predicted
energies shown in Fig. 4b. As it is computationally expensive to
calculate the vibrational free energies for all training structures,
we instead use this surrogate model to estimate the relative free
energy for all other structures, which in turn is used to fit a new
model Hamiltonian at each temperature, with the model quality
indicated in Fig. 3b for 300 K.

3.3 Polarisation & local correlations

From the MC simulations, we can extract expectation values
of relevant structural parameters as a function of temperature.
Of main interest for probing the ferroelectric-to-paraelectric
phase transition in TMCMCACI; is the total polarisation of the
simulation cell. In Fig. 5, the polarisation as a function of
temperature is shown for model Hamiltonians based on DFT
internal energies and free energies including vibrational con-
tributions. The polarisation is calculated from the molecular
orientations using the (normalised) [113] and [113] family of
directions as stated above for the orientation of the dipole of
two different sites, and averaged over the number of molecules.

First, we note that the transition to a paraelectric phase,
characterised by zero polarisation, is observed to occur in the
600-900 K range when neglecting effects of vibrational entropy,
whereas it is predicted to occur in the range of 400-600 K based
on free energies. The results including vibrational contributions
are in good agreement with experiment, where the transition is
observed close to 400 K.° Thus, the interplay between vibrational
and configurational entropy is of great importance for the
relative phase stability in hybrid organic-inorganic materials.
The gradual transition observed here compared to the sharper
transition in experiment is most likely a result of finite size
effects of the simulation cell.*®
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Fig. 5 Polarisation and local correlations as a function of temperature
from MC simulations. (a) and (b) show the total polarisation, and (c) and (d)
show the local correlations along the z-direction and in the xy-plane.
Polarisation is given in units of the dipole moment of a single molecule and
per molecule, while the correlation is given as the dot product between
nearest neighbour unit vector dipoles along the z-direction and in the
xy-plane. (a) and (c) show the results for the model based on internal
energies from DFT, and (b) and (d) show the results based on the energies
corrected for vibrational free energies.

The ferroelectric-to-paraelectric phase transition is observed
when considering the z-component of the polarisation, whereas
the polarisation in the xy-plane gradually disappears below
room temperature. This is in disagreement with experiment,
where only one phase transition is observed in which all
components of the polarisation are lost simultaneously.”"*
We suggest that this is a result of neglecting long-range inter-
actions in the xy-plane. Thus, in our model, it is possible to
form local regions where the favourable relative local orientations
are retained, but at relatively little energetic cost, defect-centers
and grain boundaries can be formed. Put in another way, the
strain energy arising from lattice mismatch of different domains
is only included indirectly as an energetic penalty of a local
relative orientation, but not from its overall effect on the strain
field. The failure to capture the effect of strain and other long-
range interactions is a well-known deficiency of local model
Hamiltonians such as the cluster expansion technique often
employed for alloys and solid solutions.*®

Interestingly, the observed behaviour of the model around
room temperature is reminiscent of the experimentally observed
room temperature phases of the related TMCMCdBr;,*” and the
TMCM, _,TMFM,CdCl; solid-solution at concentrations, x,
between 0.3 and 0.5,"* as well as the intermediate temperature
phase in the TMCMCABrCl, solid solution.*® In all three cases, a
structure with P6;mc symmetry is observed, which corresponds to
disorder between the three sites with the same z-polarisation. This
suggests a strong competition between a fully ordered Cc-phase
stabilised by long-range strain contributions, and an entropically
stabilised—but still ferroelectric—P6;mc-phase. For TMCMCdBrCl,
the Cc-phase is observed at lower temperature. Whether the two
first mentioned systems also condense to the fully ordered Cc-
phase at lower temperature is unknown.

This journal is © The Royal Society of Chemistry 2023
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Fig. 6 Defect and intergrowth structures in TMCMCdCls. (a) An isolated
orientational defect and (c) its schematic representation in terms of pair
modes, (b) an extended defect corresponding to a two-dimensional
intergrowth of differently oriented molecules and (d) its schematic repre-
sentation. Note how the local nearest neighbour pair modes in the
xy-plane remain the same in ground state and defect structures.

The local correlations shown in Fig. 5 are defined as the
average value of the dot-product between nearest neighbours
in the xy-plane (the first interaction described in Section 2.1),
and along the z-direction (the second interaction in Section 2.1).
We note that local correlations are retained well above the
paraelectric transition. Interestingly, the correlations between
neighbours in the xy-plane remain strong after the overall
polarisation in the plane is lost. This supports our claim that,
locally, the structure remains close to the ground state structure,
but the long-range order disappears due to neglecting strain
contributions.

Furthermore, it is evident that strong correlations exist
along the z-direction, i.e. even when the overall polarisation is
zero, each molecule in a chain along the z-direction will prefer
to have similar z-components of their polarisation. It would be
of interest to probe the local order in the high temperature
phase using diffuse X-ray (or neutron) scattering to further
understand the merits of the model Hamiltonian beyond pre-
diction of the phase transition temperature.*

3.4 Intergrowths, defects and enhanced piezoelectric
response

The large piezoelectric response of TMCMCACI; cannot be explained
by intrinsic effects as calculated from DFT.>'® Furthermore, it has
been shown experimentally that the piezoelectric response is
improved at the morphotrobic phase boundary between the P6;mc
and Cc phases for its solid solutions."

As mentioned above, there has been a discussion in the
literature about the origin of the large piezoelectric response,
which is beyond the standard displacive regime. Both effects of
ferroelasticity’ and metastable phases have been suggested.®
Based on the easy accessibility of xy-disorder observed in our
MC model, we instead suggest that the origin may be related to
defects and intergrowths of differently ordered domains in an
ordered Cc-symmetry matrix.

In Fig. 6, we show two different models, one of an isolated
defect corresponding to a different molecular orientation, and
one of an intergrowth of a “plane” of differently ordered mole-
cules. In both cases, the local orientations remain favourable, ie.

This journal is © The Royal Society of Chemistry 2023
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nearest neighbour interactions (in the xy-plane for the isolated
defect, and in all directions for the intergrowth) remain the same
as in the ground state structures, and should thus be expected to
be of low formation energy.

For the isolated orientational defect, a defect formation
energy of 41 (50) meV is found when unit cell relaxation is
included (excluded). This corresponds to a relative thermal
population at room temperature of 20 (14) % when considering
Boltzmann statistics.

For the intergrowth model, the formation energy is 26 (39)
meV with (without) unit cell relaxation. As this is an extended
defect, it is not directly comparable to the thermal energy, but
by normalising it by the area of the intergrowth plane, we can
compare it to other calculated stacking fault energies. For our
case we get 43 (62) meV nm >, which, for comparison, is
slightly lower than the formation energy of hexagonal stacking
faults in cubic metal halide perovskites,*® which are experi-
mentally observed to be present.*!

In the real solids, a complex mixture of defects and inter-
growths will be present, and thus we shall not make an attempt to
calculate the piezoelectric coefficient arising from these. However,
it is very likely that applied stress can lead to reorientations of
defects, movement of intergrowths etc., which will lead to a
change in polarisation and therefore a piezoelectric response
beyond the small-displacement limit. Furthermore, these defects
are of significantly lower energy than the metastable phase
suggested by Ghosh et al.,'® and therefore more likely to be
involved in the piezoelectric mechanism.

4 Conclusions

To conclude, we have build a model Hamiltonian for the
orientational disorder in the hybrid organic-inorganic ferro-
electric material TMCMCACI; fitted to energies calculated from
first principles both with and without inclusion of vibrational
contributions. We show that the ferroelectric-to-paraelectric
phase transition temperature can be quantitatively reproduced
when vibrational entropic contributions are included, high-
lighting the importance of the interplay between vibrational
and configurational degrees of freedom for soft and flexible
crystalline materials.

While the temperature dependence of the z-axis polarisation
is in great agreement with experiment, the xy-plane polarisa-
tion is not reproduced as well with the current model. Instead,
it resembles phases observed in the related TMCMCdBr3, and
the TMCM, _,TMFM,CdCl; and TMCMCdBrCl, solid solutions.
This shows that a close competition between strain stabilised
long-range order and entropic stabilisation is present in this
structural family.

Based on the observation of this competition, we calculate
the formation energy of isolated and extended defects corres-
ponding to different molecular orientations, and we show that
these are readily formed. This suggests that reorientation of
molecular defects and movement of intergrowth planes are
involved in the exceptional piezoelectric response.
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To experimentally validate the presence of large concentra-
tions of both isolated and extended defects, accurate X-ray
diffraction experiments—possibly modelled with the maximum
entropy method**—should be able reveal significant disorder
on the molecular sites even in the low temperature phase,****
and diffuse scattering experiment may reveal local correlations
among these orientations.>® Furthermore, high resolution
microscopy techniques such as transmission electron micro-
scopy could lead to direct visualisation of (extended) defects,
possibly through mapping of the associated strain fields.***
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