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Machine learning classification of polar
sub-phases in liquid crystal MHPOBC

Rebecca Betts and Ingo Dierking ‘= *

Experimental polarising microscopy texture images of the fluid smectic phases and sub-phases of the
classic liquid crystal MHPOBC were classified as paraelectric (SmA¥*), ferroelectric (SmC*), ferrielectric
(SMCy,5*), and antiferroelectric (SmC,*) using convolutional neural networks, CNNs. Two neural network
architectures were tested, a sequential convolutional neural network with varying numbers of layers and
a simplified inception model with varying number of inception blocks. Both models are successful in
binary classifications between different phases as well as classification between all four phases.
Optimised architectures for the multi-phase classification achieved accuracies of (84 + 2)% and (93 +
1)% for sequential convolutional and inception networks, respectively. The results of this study
contribute to the understanding of how CNNs may be used in classifying liquid crystal phases. Especially
the inception model is of sufficient accuracy to allow automated characterization of liquid crystal phase
sequences and thus opens a path towards an additional method to determine the phases of novel liquid
crystals for applications in electro-optics, photonics or sensors. The outlined procedure of supervised
machine learning can be applied to practically all liquid crystal phases and materials, provided the
infrastructure of training data and computational power is provided.

1 Introduction

Artificial Intelligence (AI) and Machine learning (ML) algo-
rithms have existed since the 1950s' but have only recently
seen significant improvements allowing them to be fully uti-
lised. This is particularly due to increased computing power,
but also developments in the algorithms themselves such as
the introduction of non-linearity and the back-propagation
algorithm. There has also been an increase in the availability
of the large datasets required for ML.> Convolutional neural
networks are a type of ML algorithm which use a convolution
operation to extract features from input images or other grid-
based data [ref. 3 and references therein]. They have shown
particular success in medical imaging applications*® especially
in cancer research”® for example in mitosis detection in breast
cancer histology images.” The use of machine learning can
currently be followed through all fields of sciences, for example
biology through the use in biosensors,'® in chemistry for drug
discovery'! and in the computer-aided synthesis planning,'? in
material science™® and physics™ for example in nano-photonics,*
but also astronomy'®™® and particle physics."’

Besides this admittedly inconclusive list of examples,
machine learning is of course also employed in the study of
condensed matter phases and phase transitions,?® which links
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to the investigations of liquid crystals and soft matter.>'>* The
success of machine learning techniques in the characterization
of liquid crystals has so far been demonstrated in various
aspects of LC research. The prediction of phase transitions
has been one of the major issues,**” with work concentrating
on the isotropic to nematic transition of thermotropic liquid
crystals being studied with simulated Schlieren-textures but
also with experimental images. Other investigations were con-
cerned with theoretical predictions of the molecular ordering of
binary mixtures of molecules with different length,?® the self-
assembled nanostructures of lyotropic liquid crystals® and the
local structure of liquid crystalline polymers.*® Another issue,
which is still in its infancy is the prediction of physical proper-
ties by machine learning, as demonstrated recently by a com-
parison of the experimental and predicted dielectric properties
of a nematic liquid crystal.**

Much of the machine learning work on liquid crystals so far
is related to object detection®” and specifically directed towards
topological defects in nematics, ie. the above mentioned
Schlieren-textures. For such investigations simulated®’ as well
as experimental®® textures have been employed. A particularly
interesting example was that of an active nematic which was
studied in relation to hydrodynamics.*® Proposing a similar
background, an investigation has been reported where machine
learning is employed to detect islands and bubbles in smectic
films,*® providing an accuracy which exceeds conventional
tracking software.

This journal is © The Royal Society of Chemistry 2023
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Considering the applicational side of machine learning
being used in relation to liquid crystals, one needs to mention
a variety of sensors,?” which are all based on stimulated texture
transitions of nematic LCs. The general idea was introduced by
the Abbott group®® and later applied to biochemical sensors,*®
for example in the detection of endotoxins from different
bacterial species,’® but also during the recent pandemic for
the detection of SARS-CoV-2.*! With a rather similar experiment
the general sensor ideas can also be employed to detect gases*?
and gas mixtures.*?

In recent times we have tested methodologies to apply
machine learning algorithms not only for the simple transition
from the isotropic to nematic phase, or texture transitions from
homeotropic to planar, but rather for the identification of whole
liquid crystal phase sequences.** These were based on convolu-
tional neural networks as well as inception models with varying
numbers of layers, inception blocks, and regularization methods.
They were applied to a range of different phases including
isotropic, nematic, cholesteric, smectic A, smectic C, and the
hexatic phases smectic I and smectic F.*> While binary classifiers
resulted in prediction accuracies of larger than 97%, even the
prediction of the whole phase sequence, had an accuracy of about
90%, which is certainly satisfactory for a first prediction attempt
with a limited number of images and computing facilities. Also
phase transitions and transition temperatures could in most
cases be very well predicted® with accuracies well above 90%
and relative temperature accuracies limited by the experimental
resolution of the employed hot stage (£0.1 K).

In this study we extend similar phase identification methodol-
ogies to chiral liquid crystals and their polar phases. In particular,
we have investigated the classic material 4-(1-methylheptyloxy-
carbonyl)phenyl 4'-octyloxybiphenyl-4-carboxylate, (MHPOBC).
This exhibits on cooling the paraelectric smectic A* phase, smectic
C,*, ferroelectric smectic C*, ferrielectric smectic C,;3* and anti-
ferroelectric smectic C,*. It will be demonstrated that in addition
to different classes of phases (fluid, hexatic, soft crystal) machine
learning is also able to distinguish between more subtle phases,
when appropriately trained.

2 Experimental
2.1 Liquid crystal material and phases

The discovery of ferroelectricity in liquid crystals goes back to
the symmetry arguments of Meyer et al. and was first demon-
strated in a pioneering publication®” in 1975. In essence it was
argued that every chiral, tilted smectic phase can in principle
exhibit a spontaneous polarization PS and would therefore be
pyroelectric. If this spontaneous polarization can be switched
between two stable states by an applied electric field, the
material is termed to be ferroelectric. This would for example
be the case for the fluid smectic C* (SmC*) phase and the
hexatic smectic I* (SmI*) and smectic F* (SmF*) phases. The
asterix (*) here denotes molecular chirality. Yet, in order to
compensate the spontaneous polarization over short distances,
the ferroelectric phases adopt a helical superstructure, due to
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the coupling between polarization and tilt angle, which in
optical polarization microscopy (POM) is often visible as an
equidistant line pattern. More correctly, the SmC* phase should
therefore be called helielectric, because the polarization is com-
pensated. Nevertheless, when subjecting the phase to boundary
conditions such that the cell gap is much smaller than the helical
pitch, the helix is unwound and a domain texture with two stable
states is observed. This is called the surface stabilized ferro-
electric liquid crystal (SSFLC) geometry, invented by Clark and
Lagerwall,*® which is of outmost importance for applications of
ferroelectric liquid crystals (FLC). In the investigations presented
here, we will rely on bulk samples, which in POM show a fan-like
texture (SmA*) or broken fan-like texture (SmC*) with focal
conics.”® Several years later, antiferroelectricity was demonstrated
for the compound MHPOBC,**>* which is a chiral, calamitic
mesogen with the following structural formula:

0]
OOy ¢
o

Later, other subphases were discovered, such as the SmC,*
phase, located between SmA* and SmC*,** which exhibits an
(incommensurate) helical superstructure with very small pitch,
well below the resolution limit of POM,>® which explains why
this phase can hardly be distinguished from SmA* by micro-
scopy alone. And indeed, also machine learning algorithms are
therefore not capable to distinguish both phases, because there
are no structurally distinguishing features observed by micro-
scopy. This is the reason why we will only shortly mention the
SmC,* phase below in the results section and otherwise omit it
from further investigation.

At last, the so-called ferrielectric phase®**> SmC,,;* is found
between the ferroelectric SmC* and the antiferroelectric SmC,*
phase. (In fact, this phase should also be called helielectric,
because it does not exhibit a polarization at zero applied
electric field.) There is one striking structural feature that
distinguishes the ferrielectric phase from both its ferroelectric
as well as its antiferroelectric counterparts. In the ferrielectric
phase the focal conic defects split up®® as shown in Fig. 1.

At lower temperatures when the ferrielectric to antiferroelec-
tric phase transition is crossed, the defects will merge again. It
physical reason for this phenomena does not seem to be
unveiled, but is observed for different compounds as well and
can thus be recognized by machine learning as a distinguishing
structural feature. The phase sequence of the fluid phases as
determined by polarizing microscopy on cooling is thus: Iso 149
SmA* 122 SmC,* 121 SmC* 119 SmCy,3* 118 SmC,* and is shown
in Fig. 2.

Experimental image acquisition was carried out with a Leica
DMLP polarizing microscope in combination with a Linkam TP94
temperature controller and LTSE350 hot stage, equipped with a
digital camera (IDS uEye at resolution of 2048 x 1088 pixels).
Already visually from Fig. 2 it becomes clear that the classification
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Fig. 1 At the transition from ferroelectric SmMC* to ferrielectric Smy/s*
focal conic defects split up, a structural feature which can be recognized
by machine learning. At the transition from ferrielectric Smy,3* to antiferro-
electric SmCa* the defects merge again.

of the different phases of MHPOBC will not be a trivial task by
machine learning algorithms, because the structural features dis-
tinguishing between the different phases are minimal, especially as
changes in birefringence, ie. slight color changes in the texture
photographs cannot be chosen as a criteria.

2.2 Machine learning for classification

This project aims to develop a machine learning algorithm to
classify LC phases using polarising microscopy images of their
textures. The algorithm is some function mapping the pixel values
of the input image, a matrix X, to a vector of the probabilities of
the image belonging to each possible images from the phase,
which can be taken as the predicted phase label, y,

¥ =f(x,9) 1)

where 0 are parameters of the function which will be learned
during training. The training consists of each image in a set of N
images, {X,,}, being substituted into the function in eqn (1), and
comparing the output, y,, to the true label (LC phase), y,. The
difference between the predicted and true labels is
evaluated with a chosen loss function (discussed further in
Section 2.2.1), L(y,, ¥,), which is used to update the parameters
0 such that the loss function is minimised, hence the predicted
labels are closer to the true labels. Through training with many
examples (large N), the algorithm should be able to generalise
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and predict the phases of unseen images.”” Generally, the entire
training dataset is passed through the function multiple times,
with each pass being called an epoch. This training process will
be discussed in more detail for the case of neural networks below.

2.2.1 Neural networks. Neural networks are a subset of
machine learning algorithms, originally designed to mimic bio-
logical neural pathways. Their structure consists of a layer of
input nodes (the pixel values X,,), followed by a number of hidden
layers, each with a chosen number of nodes, followed by the
output layer. The number of nodes in the output layer will be
equal to the number of possible phases, with each node giving
the probability of the input image belonging to its corresponding
phase, representing the vector y, above. All nodes in adjacent
layers are connected, demonstrated in Fig. 3. Each node has an
activation al, analogous to a neuron firing or not firing in a
biological neural network, and a bias /.. Here the superscript [1]
refers to the Ith layer of the network, and subscript i gives the ith
node. Each connection between nodes has a weight wlf, referring
to the connection between the ith node of the /th layer and the
kth node of the previous layer. The activation of each node is
determined by the biases and weights of all previous layers (as
well as the input), according to

alh = 110 (Z wggag*” + bl[1]>. )
k

ref. 58. The function f! is known as the activation function and
can take many different forms and differ between layers. In
general, it should be non-linear, as a linear function would result
in the network behaving as just one layer (because the sum of all
layers would still be a linear function), hence the multi-layer neural
network structure would be obsolete. A commonly used activation
function is the rectified linear unit (ReLU) which has the form,

fz) = max(0,2) ®)

where z; is the node output (the term in brackets in eqn (2)). It is
computationally inexpensive, allowing fast training, whilst still
satisfying the condition of being non-linear. It also mimics
biological neurons, with the lowest possible activation being
zero. For classification networks, the output layer activation
function is generally the softmax function, given by

e

1@ =g (@)

Fig. 2 POM texture dataset of (from left to right) showing the (a) paraelectric SmA* and the (b) SmC,* phase, (c) ferroelectric SmC*, (d) ferrielectric

SMmCy5* and the (e) antiferroelectric SmMCa* phase.
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Fig. 3 Schematic of neural network with two hidden layers and weights,
biases, and activations labelled.

such that for node output z;, the activation is defined by all
activations in the layer, z. This allows each node activation in the
final layer to correspond to the predicted probability of the input
belonging to each phase, with all activations summing to one.>®
As discussed above, the training examples are passed
through the network and the parameters of the function in
eqn (1), the weights and biases, are updated. Often, however,
the training data is split into equally sized batches, and the
parameters are updated after each batch is passed through the
network, speeding up training. The loss function is taken as
the average of the loss functions of each training example in the
batch. Batches are used primarily to reduce the amount of
memory required to load the data. Because the loss function is
dependent on all parameters in the network, its derivative with
respect to each parameter can be calculated, starting with the
final layer, then applying the derivative chain rule for each
preceding layer, working backwards in a process known as
backpropagation. This gives the gradient of the loss function
in the dimensional space of all parameters. By choosing a
learning rate, o, each weight and bias can be updated as
ol -0k (5)

P ik
owy, 0b;

L
m_, 0 _ 9L

Wik = Wig — o

hence minimising the loss function through gradient descent.
The method of updating the parameters is known as the
optimization algorithm, and this particular method is called
stochastic gradient descent. A common improvement, and the
algorithm used in this project, is Adaptive Moment Estimation
(Adam) which minimises the loss function in fewer steps in two
ways: encouraging faster gradient descent in directions it has
previously decreased (momentum) and allowing the learning
rate to vary between parameters.’®

The loss function gives a measure of the difference between
the true and predicted labels and can be defined in many ways.
For classification tasks, categorical cross-entropy, Lcg, is gen-
erally used. This is defined for a training example with true
label, y,, and predicted label, y,, as

Lcg = —y, - log jn. (6)

As discussed above, the true and predicted labels are vectors
with each element representing the probability of the image
belonging to each class. Hence, for an image belonging to the

This journal is © The Royal Society of Chemistry 2023
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first class, the true label, y,, will have the form [1, 0, 0, 0] T
(assuming four classes). This is known as one-hot encoding.
Therefore, the vectors y,, and y, can be considered as two discrete
probability distributions, and categorical cross-entropy gives a
measure of the difference between these two distributions.>

2.2.2 Convolutional neural networks. Convolutional neural
networks (CNNs) are a specific type of neural network used
when the inputs are images or other grid-based data. Rather
than the trainable parameters from eqn (1) being the weights
and biases of connected nodes, the trainable parameters are
elements of a tensor (kernel) which is passed over the grid of
the previous layer. For the first convolutional layer, this means
passing the kernel over the grid of pixel values representing the
input image. At each step the convolution operation, demon-
strated in Fig. 4, is then applied; the aligned input and kernel
values are multiplied and then summed over the kernel. This
results in a feature map, showing areas of similarity to the
kernel. Usually, at each convolutional layer, multiple kernels
are passed over the input and the resulting feature maps
stacked, meaning there are multiple channels input to the next
layer. Therefore, the kernel for the next layer must have a depth
equal to the number of channels, and the number of channels
increases at each subsequent layer. The distance moved by the
kernel at each step is known as the stride. In a CNN, each
convolutional layer is followed by a pooling layer. This again
involves a kernel passing over the input, but in this case, the
kernel has no trainable parameters and instead outputs either
the maximum (max pooling) or the arithmetic mean (average
pooling) of the kernel area. This reduces the width and height
of the input while keeping the depth (equivalent to the number
of channels) the same. CNNs generally consist of a number of
convolutional and max pooling layers, followed by a number of
fully connected (dense) layers.

One advantage of convolutional neural networks is that they
make use of the same trainable parameters over the whole area
of the image, reducing computational cost in comparison to the
standard neural networks discussed previously.®°

2.2.3 Regularisation. Overfitting is a common problem in
neural networks, particularly when the training dataset size is
limited. It occurs when the network learns to exactly classify the
training images and cannot generalise to new unseen data. To

1 {2]5
0| 7|2 |*

3168
Input

0|1 6 (15

Feature
Map

Fig. 4 Demonstration of the convolution operation (written as *) with
stride 1and a 2 x 2 kernelon a 3 x 3 input. For example, the element of the
feature map with value 8 is calculated as (1 x 1) + (2 x 0) + (0 x 0) + (7 x 1)
(the highlighted grey elements).

Kernel

Soft Matter, 2023,19, 7502-7512 | 7505


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3sm00902e

Open Access Article. Published on 23 August 2023. Downloaded on 1/8/2026 1:45:32 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Soft Matter

diagnose overfitting, the dataset sample is split into training,
validation, and testing datasets. Only the training dataset is used
to train the network, and after each epoch the network is tested
on the validation set. If the network is overfitting, the validation
set accuracy will be lower than the testing set accuracy, and the
loss function higher. The testing dataset is used after all training
epochs to find the accuracy of the network. Overfitting occurs
when the network is too big, ie. has too many parameters in
comparison to the number of training examples. It is not always
possible to increase the training dataset size, and reducing the
size of the network can lead to underfitting. In this case the
network does not learn any features and both the training and
validation accuracies are low. Other methods used in this project
to reduce overfitting are detailed below.

Data augmentation involves artificially increasing the data-
set size by creating modified copies of the training set images.
Based on previous studies,”®*’> each image in the training
dataset was reflected horizontally and vertically, tripling the
dataset size.

Dropout regularisation involves randomly setting the output
of nodes to zero with a given probability (the dropout rate). It is
applied to dense layers only and prevents the network relying
on any particular feature by forcing new pathways to be created.
As a result, the network takes more epochs to train.®*

When a network overfits, particular weights will grow to be
very large. L2 regularisation discourages this by adding a term
to the loss function (eqn (7)),

+ ZI: Z 2/: (wl[-;]> ’ )

The sum of all the squared weights is multiplied by an L2
regularisation parameter, 4, penalizing large weights. L1 regular-
isation (in which the absolute values of the weights are summed)
has a similar effect but encourages zero weights leading to many
features being ignored by the network.®® In this particular case of
texture classification, where many features are required to iden-
tify the texture, L1 regularisation can arbitrarily select a particular
feature, resulting in an unstable solution. Therefore, L2 regular-
isation was chosen.

Batch normalisation involves rescaling the outputs to a layer
using two trainable parameters, y and f, such that that output,
z, is normalised as

z—9(=F) + 8. (8)

where p and ¢ are the mean and standard deviation of z,
respectively, calculated over the current training batch. This
has a regularization effect by adding noise to the network,
whilst also increasing the speed at which it trains and stabiliz-
ing the model.®*%*

3 Methodology

3.1 Configuring models

Two different architectures of CNNs where compared according
to their performance in the task of classifying LC phases, the

7506 | Soft Matter, 2023, 19, 7502-7512
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sequential and inception models detailed below. Both models
used the Adam optimisation algorithm,® categorical cross-
entropy as the loss function and ReLU activation in all layers
except for the output (which uses softmax activation). All
convolutional layers had a stride of 1 x 1 and were followed
by batch normalisation. Dropout was applied to all dense
layers, and L2 regularisation to both dense and convolutional
layers. All models were trained with a batch size of 64. The
binary classifiers used a learning rate of 5 x 107> and the
multiphase classifiers used a learning rate of 1 x 10™%.

The hyperparameters, parameters that control the learning
process such as learning rate and number of convolutional
layers, were optimised for each model, based on the criteria of
achieving the greatest validation accuracy. Each model was
monitored during training by plotting both the training and
validation datasets’ accuracy and loss at each epoch, providing
the learning curve. Successful training could be recognised by
similar training and validation curves, reaching a plateau at the
maximum accuracy and minimum loss. An illustrative example
for the accuracy and loss learning curves is depicted in Fig. 5.
All possible combinations of hyperparameters could not be
tested, so optimisation was achieved by beginning with a small
model (for example one convolutional and one dense layer) and
then increasing the model size incrementally until overfitting was
seen. Other hyperparameters such as batch size, learning rate
and dropout rate were also varied until suitable learning curves
were seen. All models showed some spikes in the validation loss
and corresponding dips in the validation accuracy throughout
training, possibly due to the limited dataset size meaning there
was some dissimilarity between the validation and training
datasets. These spikes were reduced by decreasing the learning
rate, however could not be minimised entirely as this also
significantly increased the training time. To prevent an epoch
with very low validation accuracy being used to evaluate the test
dataset, the epoch with highest validation accuracy was saved
and tested. This was repeated three times, ie. through three
training cycles with the same hyperparamters, and the mean and
standard deviation of the test dataset accuracy was calculated.
There is some further uncertainty on the test accuracy due to the
finite size of the test dataset, however this was found to be
negligible. Therefore, the uncertainty on each accuracy is given
just by the standard deviation of the three test accuracies. Both

095 { N e a Y BN (A4 e o7

0601 — vain
validate

T AGAA AL

[ 10 20 » ) 50 60 o 10 20 E) Py 50 60
epoch epoch

Fig. 5 Exemplary learning curves for (a) accuracy and (b) loss for the
training (blue) and the validation (orange) set. The fact that both curves
reach a plateau converging towards similar values of accuracy and loss
indicates that the network is learning well without any under- or over-
fitting.

This journal is © The Royal Society of Chemistry 2023
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Fig. 6 Schematic of example sequential CNN, showing the dimensions of each layer output. Note that the final convolutional layer is passed to the

dense layers via global average pooling.

models were trained using GPUs provided by Google Colabora-
tory®® and implemented with Keras®” and TensorFlow libraries.®®

3.1.1 Sequential model. In the sequential model, the input
is passed through a series of alternating convolutional layers of
kernel size 3 x 3 and max pooling layers of kernel size 2 x 2.
This results in a decrease in the width and height of each layer
and an increase in the depth, equivalent to the number of
channels or output feature maps from a convolutional layer.
Global average pooling, where the kernel size is equal to the
width and height of the layer, is then applied to the final
convolutional layer, reducing the dimensions and leading to a
dense layer with the number of nodes equal to the depth of the
previous layer. This is followed by a number of dense layers,
with decreasing number of nodes. Finally, the output layer has
an equal number of nodes to the number of possible labels.
This structure is demonstrated in Fig. 6.

3.1.2 Inception model. The Inception-v3 network is a CNN
architecture intended to extract features of various scales
through the use of different kernel sizes, as well as decrease
the computational cost in comparison to a sequential CNN by
running the convolutions in parallel. This is achieved through a
series of inception modules, shown in Fig. 7. Note the 1 x 1
convolutions; these do not learn spatial features in the data but
are instead used to decrease the number of channels as well as
learning features that occur across the depth of the input
between channels. The inception modules are followed by
global average pooling and a number of dense layers, as in
the sequential model. The inception-v3 network has 2.39 x 10*”
parameters,®® so will likely overfit if applied to the limited
dataset size used in this project. Therefore, a simplified version
is used, consisting of a small number of inception modules
(two or three), then the dense layer structure outlined above.
When describing specific model architectures in Section 4, the
“number of channels in an inception module” will refer to the
value N in Fig. 7.

3.2 Data preparation

Samples of MHPOBC were prepared between glass slides with-
out treatment for boundary conditions, such that they had a
thickness of approximately 6 um. Videos across phase transi-
tions were recorded and images extracted via the VLC media
player,”® with their true phase labels being assigned based on
the POM characterisation. Each 2048 x 1088 pixel image was

This journal is © The Royal Society of Chemistry 2023
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Fig. 7 Schematic of the inception module showing kernel sizes of each
convolution and max pooling operation. The numbers in brackets show
the number of channels in each convolution.

split into six 540 x 540 pixel squares. These were each con-
verted to greyscale, scaled to a resolution of 256 x 256 and
reflected horizontally and vertically to augment the dataset as
discussed in Section 2.2.3.

To prevent too much similarity between the training, valida-
tion and testing sets, the videos (rather than the images) were
split between the sets at an approximate ratio of 70:15:15,
respectively. If similar images taken from the same video would
have been split between the three sets, the accuracy of the network
on unseen data would be overestimated. By comparing the final
accuracies of each dataset, the effect of bias in the input data could
be monitored. Significant bias would lead to the network being
unable to perform on unseen data, resulting in a low test accuracy.
This is particularly important as the data augmentation applied
propagates any bias in the original data. The number of images
belonging to each phase is shown in Fig. 8.

At this point it is also reasonable to make a general comment
about the determination of liquid crystal phases via neural net-
works. Given the fact that this is implemented by supervised
machine learning, phase identification does of course depend on
the ability of experts to correctly identify the phases of the
training data. The identification of previously unseen data is
therefore not resistant against expert errors in the selection of the
training data. Yet, this is equivalent for any polarising micro-
scopic study. For a large-scale implementation of machine learn-
ing to characterise liquid crystalline phase sequences of novel
compounds, it will thus be necessary to collect large quantities of
data images of different materials, which will be independently
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identified by several different experts. In this work we merely
demonstrate the feasibility of such an idea.

4 Results

Before discussing the actual results we would like to make two
preliminary comments. The first one is concerning the isotro-
pic to SmA* transition. Like any other transitions involving the
formation of the liquid crystalline state, this is, with the
exception of well oriented homeotropic alignment which has
been discussed in ref. 46, a simple classification task between
black and bright. All models discussed in literature so far have
had a classification accuracy very close to 100% for this case, so
we will not discuss this in any further detail.

The second issue is that of the SmC,* phase. The transition
from SmA* to this phase did not exhibit any changes of structural
features which could be observable in polarized microscopy. We
suggest that this is due to the short pitch of the helical super-
structure, which is far below the resolution limit of optical micro-
scopy. As such, SmA* and SmC,* are optically equivalent, which
implies that in the absence of any differences in structural
appearance, machine learning algorithms can in principle not
detect the latter phase from textures alone. After several unsuccess-
ful attempts with different sample preparations we were thus
forced to ignore the presence of the SmC,* phase, despite the fact
that it has been demonstrated in literature, for example through
polarization-analysed resonant X-ray scattering.”"””> If one would
want to distinguish between SmA* and SmC,*, a completely
different experimental methodology would need to be used, which
allows a better resolution and therefore differentiation between the
two phases. This would represent a very different study in itself
and is thus outside the scope of this investigation.

4.1 Binary classifiers

4.1.1 Paraelectric SmA* to ferroelectric SmC* transition.
The transition from the paraelectric to the ferroelectric phase
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Table 1 Architecture details, and validation and test accuracies for each
model, optimised for the paraelectric/ferroelectric dataset (the numbers in
brackets show the number of channels in each convolution layer, incep-
tion module or dense layer)

Paraelectric SmA* to Sequential Inception
ferroelectric SmC* model model
Convolutional layers/inception (8, 16, 32) (1,2)
modules

Dense layers (16, 8) (8, 4)
Dropout rate 0.5 0.5

Trainable parameters 6682 7036
Validation accuracy 0.912 + 0.003 0.934 + 0.008
Test accuracy 0.90 £+ 0.01 0.92 £ 0.02

can be observed as a change in the smoothness of the texture
changing from the fan-shaped texture of the SmA* phase to the
broken-fan texture of SmC*, due to the development of the tilt
angle in the latter. The ferroelectric phase generally showed lines
across the fans appearing as the temperature was decreased,
which are absent in SmA* and caused by the formation of the
helical superstructure in SmC*. Yet, these lines were not always
visible, due to the onset of surface stabilization, thus their
presence could not necessarily be used to distinguish the phase.
The hyperparameters of the optimised models and their resulting
accuracies are shown in Table 1, and confusion matrices of the
results are shown in Fig. 9(a) and (b). The sequential model and
inception models achieved test accuracies of (90 + 1)% and (92 +
2)% respectively, showing no significant difference between
them. They also both required a similar number of parameters.
Both models further showed a slight bias towards the ferro-
electric phase, with (18 + 5)% and (11 + 3)% of paraelectric
images being incorrectly classified as ferroelectric by each model,
respectively. This is likely due to the ferroelectric SmC* dataset
being larger than the paraelectric SmA*one. Slightly better
accuracies might have been obtained when balancing the size
of both sets.

4.1.2 Ferroelectric SmC* to ferrielectric SmC, ;3* transition.
The ferroelectric SmC* to ferrielectric SmC,;3* transition was
most visibly observed as a change in the lines across the fans,
as well as by a breakup of the focal conic defects as discussed

Sequential Model Inception Model

0.18 +0.05 0.11+0.03

Para
Para

L Q
3 3
= =
S, S,
g 2
= =

o 0.04 +0.02 ° 0.05+0.01

2 g

Para Ferro Para Ferro
Predicted phase Predicted phase
(@) (b)

Fig. 9 Confusion matrices of the best performing (a) sequential and (b)
inception models on the test datasets of the paraelectric (SmA*) to ferro-
electric (SmC*) phase. The error shows the standard deviation over three
training runs of the same model.
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Table 2 Architecture details, and validation and test accuracies for each
model, optimised for the ferroelectric/antiferroelectric dataset

Ferrielectric SmCy,3* to Sequential Inception
antiferroelectric SmCy* model model
Convolutional layers/inception (8, 16, 32) (2,2)
modules

Dense layers (16, 8) (16, 8)
Dropout rate 0.6 0.5

Trainable parameters 6682 11560
Validation accuracy 0.990 + 0.003 0.996 + 0.001
Test accuracy 0.986 + 0.003 0.994 + 0.002

above. The change in texture appeared less subtle than the
paraelectric SmA* to ferroelectric SmC* transition, and both
CNNs achieved higher accuracies as expected. The sequential
and inception models resulted in test accuracies of (97.1 £ 0.4)%
and (97.7 £+ 0.3)% respectively, again showing no significant
difference between the two models.

However, the inception model did require more parameters
than for the previous binary classifier, using approximately 1.7
times the number of parameters to reach the same accuracy as
the sequential model. Both models showed a slight bias towards
the ferrielectric phase, despite the ferrielectric dataset being
smaller. The optimised model architectures and their resulting
accuracies are shown in Table 2, and the confusion matrices for
each model are found in Fig. 10(a) and (b).

4.1.3 Ferrielectric SmCy/3* to antiferroelectric SmC,* tran-
sition. The ferrielectric SmCy/3* to antiferroelectric SmCy*
transition displayed a visible change in texture, with the helix
lines across the fans disappearing, and the texture of lines
along the fans becoming more pronounced. Furthermore, the
typical non-equidistant bars across the fans appeared in the
SmC,* phase.

The sequential and inception models correctly classified the
test images with accuracies of (98.6 + 0.3)% and (99.4 £ 0.2)%,
respectively, thus achieving very high accuracies for this transi-
tion. As the confusion matrices (Fig. 11(a) and (b)) show, there
was no particular bias towards either dataset. In this task the
inception model achieved a (0.8 £ 0.4)% higher accuracy than
the sequential model. However, this small increase in accuracy

Sequential Model Inception Model

0.04 +0.01 0.04 £0.01

Ferro
Ferro

True phase
True phase

0.02+0.01

Ferri
Ferri

Ferro Ferri
Predicted phase

Ferro Ferri
Predicted phase

(a) (b)

Fig. 10 Confusion matrices of the best performing models for the ferro-
electric (SmC*) to ferrielectric (SmCy,3*) phases for (a) the sequential and
(b) the inception architecture.
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Fig. 11 Confusion matrices of the best performing models for the ferri-
electric (SmCy/3*) to antiferroelectric (SmCa*) transition for the (a) sequen-
tial and (b) inception model.

Table 3 Architecture details, and validation and test accuracies for each
model, optimised for the ferroelectric/antiferroelectric dataset

Ferroelectric SmC* to ferrielectric Sequential Inception
SmCy/5* model model
Convolutional layers/inception (8, 16, 32) (2,2)
modules

Dense layers (16, 8) (16, 8)
Dropout rate 0.6 0.5

Trainable parameters 6682 11560
Validation accuracy 0.97 £ 0.01 0.97 £ 0.01
Test accuracy 0.971 & 0.004 0.977 £+ 0.003

required about 1.7 times as many parameters, so is at the
expense of significantly increased computational cost. Table 3
displays the architecture details and resultant accuracies of
each model.

4.2 Multiphase classifier

For the multiphase classification task, the inception model
performed significantly better than the sequential model,
resulting in test accuracies of (93 + 1)% versus (84 + 2)%
respectively. The inception model also relied on comparatively
fewer trainable parameters making it less computationally
expensive. This demonstrates that the inception model is more
suitable for this particular task and for more complex classifi-
cation tasks in general, as highlighted in Fig. 12. The optimised
model architectures and accuracies are shown in Table 4.

The confusion matrix for the sequential model (Fig. 13(a))
shows that the ferrielectric and antiferroelectric phases were
only correctly classified in (84 + 3)% and (87 + 3)% of the
cases, respectively. This is a significant decrease in comparison
to the binary sequential classifier, which achieved (99 + 1)%
accuracy in classifying both of these phases. The multiphase
inception model performed well in classifying these phases (see
Fig. 13(b)), suggesting it may be better suited to handling
multiphase classification.

5 Conclusions

It is demonstrated that supervised machine learning architec-
tures like sequential convolutional neural networks CNNs and

Soft Matter, 2023,19, 7502-7512 | 7509
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Table 4 Architecture details, and validation and test accuracies for each
model, optimised for the complete dataset

Sequential Inception

Multiphase model model
Convolutional layers/inception (8, 16, 32, 64) (2,2,2)
modules
Dense layers (64, 32, 16, 8) (16, 8)
Dropout rate 0.6 0.4
Trainable parameters 31564 17420
Validation accuracy 0.84 + 0.01 0.925 + 0.002
Test accuracy 0.84 £ 0.02 0.93 £ 0.01

Sequential Model Inception Model

0.11+£0.02 0.0+0.0 0.03 +0.02

.0.15 +0.04 0.0£0.0 0.03+0.01
0.12+ 0.02.&02 +0.01 0.02 £ 0.02
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Fig. 13 Confusion matrices of the best performing models on the para-
electric (SmA¥*), ferroelectric (SmC¥), ferrielectric (SmCy,3*) and antiferro-
electric (SmCyp*) test dataset for the (a) sequential and (b) inception
convolution neural network architecture.

inception models can be employed to classify polar liquid crystals
with phases such as the paraelectric SmA*, the ferroelectric SmC*,
the ferrielectric SmC,;3* and the antiferroelectric SmC,* phase.
This can be achieved via binary classifiers but also via multiphase
classifiers with very good accuracies of the order of 90% and above.
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In the binary classification tasks, both the sequential and incep-
tion models achieved similar accuracies, suggesting no particular
advantage of one over the other architecture. In the multiphase
classification task, the inception model performed significantly
better, achieving a test accuracy of (93 = 1)% in comparison to
(84 £ 2)% achieved with the sequential model. This suggests that a
more complex classification problem is better approached with an
inception than a sequential model.

The investigation has further provided evidence that the
characterisation of liquid crystals via texture observation can in
the future be automated, provided that phases are studied
which exhibit structural features that are different from those
of other phases. Phases that appear identical cannot be identi-
fied individually from textures alone. Similarly, supervised
machine learning as a texture characterization tool will also
not be able to predict novel phases. Nevertheless, the presented
results open a route to an additional characterization method,
especially when sufficient training data is available, together
with the needed computational infrastructure.

While the results show that CNNs are capable of classifying
LC phases, a disadvantage of this method of classification is
that it is difficult to extract information from the CNN on how the
phases are distinguished. The CNN is a function approximating the
relationship between input images and their labels, however this
function involves thousands of parameters so cannot be used to give
insight into any simple relationship between the input and the
label. Analysis of the feature maps and kernels produced at each
convolutional layer may give some information as to what features
of an image the CNN uses, but there is a large number of these with
complex interactions between them. As such, neural networks are
often described as black box models, so the reasons behind the
predictions they make cannot be understood. Although CNNs
cannot directly be used to explain why a given phase displays a
particular texture, by automating the task of classifying textures they
can still contribute significantly to LC research. The ultimate vision
of this and similar studies could be a sufficiently large database of
all different liquid crystalline phases with varying boundary condi-
tions, collected from a large range of different compounds and
independently verified by a number of experts. This could then be
used as training data, provided that sufficient computational power
is available. With supervised machine learning algorithms of the
CNN type with varying complexity, one could then automatically
identify the large amounts of phase sequences of novel materials
produced every year worldwide.
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