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Hydrodynamic lubrication in colloidal gels

K. W. Torre * and J. de Graaf

Colloidal gels are elasto-plastic materials composed of an out-of-equilibrium, self-assembled network

of micron-sized (solid) particles suspended in a fluid. Recent work has shown that far-field

hydrodynamic interactions do not change gel structure, only the rate at which the network forms and

ages. However, during gel formation, the interplay between short-ranged attractions leading to gelation

and equally short-ranged hydrodynamic lubrication interactions remains poorly understood. Here, we

therefore study gelation using a range of hydrodynamic descriptions: from single-body (Brownian

Dynamics), to pairwise (Rotne–Prager–Yamakawa), to (non-)lubrication-corrected many-body (Stokesian

Dynamics). We confirm the current understanding informed by simulations accurate in the far-field. Yet,

we find that accounting for lubrication can strongly impact structure at low colloid volume fraction.

Counterintuitively, strongly dissipative lubrication interactions also accelerate the aging of a gel,

irrespective of colloid volume fraction. Both elements can be explained by lubrication forces facilitating

collective dynamics and therefore phase-separation. Our findings indicate that despite the

computational cost, lubricated hydrodynamic modeling with many-body far-field interactions is needed

to accurately capture the evolution of the gel structure.

1 Introduction

Colloidal particles dispersed in a fluid medium can form a gel,
when there are short-ranged attractions between the colloids
with an interaction strength that significantly exceeds the
thermal energy kBT;1–4 here, kB is the Boltzmann constant and
T the temperature. These interactions can be induced by,
e.g., the presence of polymers5 (depletion) or van-der-Waals
interactions6,7 (solvation). The depth and short-ranged nature
of the attractive potential well interfere with thermal rearrange-
ment of clustered colloids. This arrests the system’s natural
tendency to fully phase separate.8,9 Diffusion-based aggrega-
tion together with this arrested cluster dynamics leads to the
formation of an open, space-spanning network structure.6,10,11

The resulting material possesses useful properties, e.g., it can
support the gel’s buoyant weight against gravity for a finite
time,12–19 behaving solid-like during this period, yet flow under
moderate applied stresses,20 behaving liquid-like. This ability
to yield easily and reform21 has led to the widespread use of
particle gels in industrial, medical, and academic settings, for
example, care products, printing inks, foodstuffs, crop protec-
tion, and pharmaceutical suspension formulations.22–25

Gels are intrinsically out of equilibrium and therefore age
after they form.26–28 A gel’s structure and its mechanical

response are intimately linked.20,29,30 This necessitates under-
standing of formation and aging in order to begin to predict
and ultimately control the properties of colloidal gels. Both
processes have been suggested to depend (strongly) on the
nature of the fluid medium, in which the colloids are
suspended.31–36 That is, unlike equilibrium systems, for which
the particle dynamics are known not to affect the average
arrangement of colloids, hydrodynamic interactions (HIs) can
affect gel structure by impacting the kinetics of formation. HIs
result from momentum conservation in the fluid, which gives
rise to long-ranged forces—decaying with the inverse of the
center-to-center separation 1/r—between moving suspended
particles.37,38 The forces inducing HIs can be externally applied,
stem from the interaction potential, or are thermal in nature.
The latter two play a prominent role in gel formation (without
gravity), thus it is relevant to quantify their effect on structure
when accounting for the suspending fluid.

Over the past two decades, various research groups have
performed numerical studies of colloidal gels that account for
HIs.18,19,31–36,39–45 Introducing HIs into particle simulations
poses a significant challenge. In the friction-dominated regime
appropriate to colloidal hydrodynamics, a Newtonian fluid
satisfies the Stokes equations. Exactly solving the full set of
Stokes equations, for which the particles act as boundary
conditions, is practically infeasible for all but the simplest
systems.37,38 Additionally, HIs decay as 1/r, which makes the
dynamics in a particle suspension an intrinsically many-body
problem.46,47 A number of approximating techniques have been
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proposed over the years to make progress.48–50 These techni-
ques weight the accuracy, by which HIs are approximated,
against computational efficiency. Prominent examples of meth-
ods that have been used in studying colloidal gels include:
Fluid Particle Dynamics (FPD), Lattice-Boltzmann (LB), and
Stokesian Dynamics (SD). In view of the approximating nature
of gel simulations with HIs, it is not surprising that many
different (seemingly conflicting) results on the impact of HIs
have been reported.

De Graaf et al.36 recently used lattice-Boltzmann (LB)
method48,51 to account for the many-body, far-field interactions
between gelling colloids. These authors, revealed two distinct
regimes in their simulations with and without HIs, and a
crossover at a colloid volume fraction of f E 0.16. For f o
0.16, HIs were found to accelerate gelation, while for greater f,
the effect was seen to be reversed. The apparent substantial
differences in the gel structure, when comparing gels with
and without HIs at equivalent time, particularly at low f, were
found to become negligible, when comparing the systems at
equivalent ‘‘structural times’’.36 The findings of De Graaf et al.
appear to reconcile the contradictory observations reported in
previous simulation studies with HIs, requiring only limited
reference to the various approximations made by other authors.

However, similar to the vast majority of simulation studies,
the authors of ref. 36 ignored hydrodynamic lubrication forces
(HLFs). These forces arise when colloidal particles are sepa-
rated by less than E10% of their particle diameter and are
highly dissipative.52 Motion parallel to the line connecting the
centers of two spherical colloids is associated with a hydro-
dynamic friction that diverges as 1/h, where h measures the
surface-to-surface separation. This divergence results from the
force required to squeeze the fluid out of the small gap between
the colloids. Such an interaction has the potential to interfere
with gelation, as the attractions induced by depletion interac-
tions also typically fall in this separation regime. Analogous
divergences exist for the other modes of relative displacement,
e.g., there is a logarithmic divergence for motion orthogonal to
this connecting line.

In the context of colloidal gels, the work of Bybee and
Higdon53 is often referenced to justify neglecting HLFs. These
authors approximated HIs by considering exclusively HLFs
between nearly touching particles. Their study revealed that
the percolation line and microstructure of the gel did not
exhibit noticeable changes, when compared to the results
obtained using non-lubricated Brownian Dynamics (BD). Thus,
these authors argued that near-field HIs contribute only mini-
mally on the time scale of gelation. However, the recent work by
Townsend et al.54 on HIs in colloidal suspensions, demon-
strated that neglecting far-field HIs can lead to inaccuracies,
even when colloidal particles are in close proximity to each
other. In light of this study, it is worthwhile to investigate the
combined effect of HLFs and far-field HIs on colloidal gelation.

An additional argument used to neglect HLFs is that in
many experimental systems it is not clear that the fluid is
Newtonian. That is, macromolecules (polymers) may have been
added to induce gelation via depletion, which could affect the

medium’s hydrodynamic response. Moreover, even very well
synthesized colloidal spheres are not perfectly spherical or
hard.55 This has led to debate on the relevance of contact
interactions.56–59 Both of these effects limit the applicability
of analytic lubrication expressions, which are derived for per-
fect spheres in a Newtonian solvent. Nonetheless, it is impor-
tant to fundamentally understand what effect HLFs can have on
gelation, gels structure, and aging, before discounting these in
favor of other mechanisms. This leads us to revisit colloidal
gelation in this work.

It should be noted that LB—and many other approximations
for HIs—possesses a near-field increase of the hydrodynamic
friction between approaching particles.36 In the case of
embedded particles that couple to the lattice fluid on a sub-
grid scale, the increase is non-divergent and a mix between far-
field flows and compressibility/approximation-level artifacts.
For Ladd-type boundaries, there are also issues, but these can
be explicitly lubrication corrected,60 i.e., the far-field contribu-
tion is subtracted and replaced by accurate analytical lubrica-
tion approximations. However, it is not clear how to effectively
do this when studying the dynamics of suspended sub-grid
particles experiencing thermal fluctuations. Lubrication cor-
rected Ladd-type particles typically require too many lattice
sites to effectively study gelation, as the number of particles
is limited by the computational requirements. A different
approach is thus needed.

Here, we thus consider the effect of truncating the HIs at
four distinct levels, which allows us to chart the specific effect
of each approximation. The four levels of approximation are:
(i) Free-draining spheres (FD)—effectively captured by BD
simulations—will serve as our reference point. This model
considers forces between the fluid and colloids only at the
one-body level, i.e., the colloids experience Stokes drag but have
no long-ranged or short-ranged HIs. (ii) Rotne–Prager–Yama-
kawa (RPY) hydrodynamics,61–65 which approximate HIs using
far-field Green’s functions at a pair level. That is, RPY HIs
ignore the intrinsic many-body effects present between sus-
pended spheres, which is typically considered reasonable
for low f. Here, we do not make use of lubrication corrections.
(iii) Stokesian Dynamics (SD)66–71 without lubrication correc-
tions (SD f f ). This approach accounts for the many-body effects,
but has limited accuracy for spheres that approach each other
closely, as is the case in colloidal gels. Of the approaches, it is
most closely comparable to the work by De Graaf et al.36—the
LB method is many body in nature and we will contrast ref. 36’s
results to those obtained here. SD is based on matrix inversion
and typically more costly than LB, limiting the number of
particles that we studied to about 7000. (iv) Lastly, we consider
lubrication-corrected SD (simply SD throughout). This is the
most accurate of all techniques in describing the interactions
between spheres suspended in a Stokes fluid. However, this
comes at the price of being the most computationally expensive.
Note that even full SD is approximating in the mid-field, i.e., when
transitioning from lubrication to the far-field expressions.

Using the above four methods, we find that the dynamics of
the gel are highly sensitive to the type of hydrodynamic model
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used, in line with previous studies. However, the (quasi-)steady-
state structure remains relatively unaffected between these,
provided HLFs are not present. Interestingly, when HLFs are
introduced, significant differences are observed, particularly
for colloid volume fractions f o 0.138. In addition to altering
the structure of the gel, resulting in smaller voids and clusters
at the percolation point, lubrication also accelerates gel aging.
This may seem counterintuitive, as lubrication is associated
with the strongest hydrodynamic dissipation. The explanation
for both these effects is that lubrication interactions facilitate
phase separation, by interfering with bonding and preventing
the rupture of clusters once they have formed. Additionally,
HLFs suppress non-collective displacement and deformation
modes in the gel arms, leading to more vigorous dynamics.

The remainder of this paper is organized as follows. In
Section 2, we first provide an overview of the numerical
methods used in this work. Section 3 contains specific details
of the hydrodynamic models considered, while in Section 4 we
present the quantities used to characterize our gel systems.
Next, in Section 5, we show the results of our simulations and
describe the system’s dynamics and structure. Here, we also
provide the first insights into the effects of HIs and HLFs. In
Section 6, we connect our results with the existing literature
and provide an explanation for the deviations observed in SD
simulations. We also discuss some of the advantages and
limitations of the SD method. Finally, Section 7 concludes with
a summary of our findings and an outlook on future directions
for particle-based simulations of colloidal gels.

2 Simulation setup

We want to study the influence of hydrodynamic interactions
on the structural formation and evolution of a colloidal gel. We
do so by performing particle-based simulations of neutrally
buoyant spherical particles of diameter s, suspended in a fluid
with viscosity Z. We simulate only the colloids and account for
the presence of the polymers that cause depletion attraction via
a generalized ‘‘high-exponent’’ LJ potential

Vhe
LJ ¼ e

s
r

� �96
�2 s

r

� �48� �
; (1)

where e the interaction strength is set to 10kBT. This is a
smooth approximation to the well-known Asakura-Oosawa-Vrij
depletion attraction,72 when this is combined with a steric
repulsion that prevents overlap.

We can write the equations of motion for the entire system
of N colloids using three 6N-dimensional generalised force
vectors

0 ¼FP þFH þFB; (2)

which group forces and torques together. The first term in the
right-hand side of eqn (2), FP, is a 6N-dimensional vector with
the first 3N components containing the inter-particle forces
and the last 3N entries are zero (our interaction potentials are
torque free). The second term, FH contains hydrodynamic

drag forces. In a steady Stokes’ flow, this term can be written as
the product of a hydrodynamic resistance matrix, which
depends only on the relative distances between particles, and
a 6N-dimensional vector U containing translational- and
rotational-velocities:

FH ¼ �RFU �U: (3)

The last term in eqn (2), FB; contains forces and torques
that account for Brownian motion. These are instantaneously
correlated through the HIs and their variance is given by the
fluctuation–dissipation theorem.73,74 In a simulation with time-
step size Dt, we can express this correlation as:75,76

FBðtiÞFBðtjÞ
� �

� FBðtiÞ
� �

FBðtjÞ
� �

¼ 2kBT

Dt
RFUdij ;

where dij represents the Kronecker delta and the angled brack-
ets indicate a time average.

To compute the Brownian contributions, we must specify by
which convention we evaluate them.77 For numerical studies, a
common choice is the Itô convention. At each (discrete) time ti,
we compute RFU using the relative particle positions r(ti).
Following this convention, the Brownian forces acquire a
non-zero average

FBðtiÞ
� �

¼ kBT RFU � r � RFU
�1;

which is usually called ‘‘Brownian drift’’. Physically, its
presence is required to ensure stationarity under the Gibbs–
Boltzmann distribution and generate particle configurations
with the correct statistics at equilibrium.64

Combining the above, the equation for particle displace-
ment reads

Dr
Dt
¼ RFU

�1 �FP þ
ffiffiffiffiffiffiffiffiffiffiffiffi
2kBT

dt

r
RFU

�1=2 � cþ kBT r � RFU
�1;

with c a 6N-dimensional vector containing uniformly distrib-
uted random variable with zero mean and unit variance. We
must evaluate RFU to integrate the colloid trajectories in time.
In general, computing an exact hydrodynamic resistance or
mobility matrix is a task with a high computational expense,
involving the approximate solution of the Stokes equations in
the fluid phase surrounding the particles. Section 3 provides
details on the four approximations to RFU, which we used to
perform efficient hydrodynamic simulations.

We used periodic, cubic boxes with an edge length L such
that the volume fraction of the systems were f A [0.075, 0.138,
0.225]. The number of colloids in the boxes was chosen to be
N = 1000 and E7000, with L suitably modified to achieve a given
f. Unless otherwise explicitly indicated, all simulation results
presented use the larger particle number. Following,36 we first
equilibrated each configuration for 50tB using a purely repulsive
inter-particle potential (rcut = s), where tB = s2/(4D) is the Brownian
time of the colloids with single-particle translational diffusion
coefficient D. Subsequently, the gels were formed via an instanta-
neous deep quench from a purely repulsive potential to one with
the aforementioned 10kBT attraction strength, and left to form
and age for [20, 50, 80, 1000]tB.
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The FD, SDff, and SD simulations were performed using
HOOMD-blue, a GPU-compatible Python package developed in
the Glotzer Lab.78 For the SDff and SD simulations we used
Fiore’s external plugin ‘‘Positively-split Ewald’’ (PSEv3) to imple-
ment the Stokesian Dynamics algorithm.71 The RPY simulations
were performed using UAMMD, a GPU-accelerated software infra-
structure for complex fluids simulations.65 For each data point we
ran 3 independent simulations (10 for the smaller system sizes).
Each typically took several hours to several days to run on a
desktop (i9-10900) with a modern graphics processing unit
(GPU; NVidia RTX 2060 Super).

3 Hydrodynamic models

In this section, we provide some details on the hydrodynamic
approximations used in our work, aimed at contextualizing our
results. For each approximation, we provide references to help
the interested reader to learn more about that approach. Fig. 1
gives a visual summary of these approaches and introduces a
color coding for the methods that we use throughout.

FD spheres are arguably the simplest model for HIs. Here,
HIs are accounted for only at a one-body level. This means that
each particle experiences the same drag force (given a velocity),

irrespective of the presence of other particles in the simulation
volume. In this case, the resistance matrix takes the simple
diagonal form R(ij)

FU = 3pZsdij and the thermalization is similarly
reduced, see Fig. 1a. This makes the FD approximation the
fastest method at our disposal; it is fully equivalent to regular
BD. The efficiency comes at the cost of neglecting HIs at any
relative distance, which means that this approximation pro-
duces unrealistic dynamics for suspended colloids. This is not
an issue for studying equilibrium systems, though it strongly
affects the dynamics of formation31–35,41 and collapse18,45 in
colloidal gels.

A more realistic approximation involves a direct construc-
tion of the inverse of the resistance matrix, the mobility matrix.
This can be done using pairwise Greens’ functions for the
interactions between spheres, which are called RPY tensors,
as depicted in Fig. 1b. At a two-body level, these follow from the
combination of Faxén’s laws for spherical particles and a multi-
pole expansion of the solution to Stokes’ equation.61 For two
particles in an unbounded solvent, the tensor takes the form

M
ði;jÞ
RPY ¼

1

3pZs

3s
8r
þ s3

16r3

	 

Iþ 3s

8r
� 3s3

16r3

	 

r̂r̂; r4 s;

1� 9r

16s

	 

Iþ 3r

16s

	 

r̂r̂; r � s;

I; i ¼ j;

8>>>>>>><
>>>>>>>:

where I is the 3-dimensional identity matrix, r = |ri� rj|, and r̂ is
the center-to-center unit vector. It is implied that r̂r̂ represents
the Kronecker product of the two vectors and acts as a 3 � 3
matrix. Invoking pair-wise addition, the tensor for a system of N
colloids can be written as

MRPY ¼

M
ð1;1Þ
RPY M

ð1;2Þ
RPY . . . M

ð1;NÞ
RPY

M
ð2;1Þ
RPY M

ð2;2Þ
RPY M

ð2;NÞ
RPY

..

. . .
. ..

.

M
ðN;1Þ
RPY M

ðN;2Þ
RPY . . . M

ðN;NÞ
RPY

0
BBBBBBBB@

1
CCCCCCCCA
¼ RFU

�1:

In periodic domains, which is the case of our simulations, a
compact form of the tensor can be computed in Fourier space,
resulting in a positive-definite matrix for any particle
configuration.62–64 The downside of using a RPY-based resis-
tance matrix, is that its pair-wise nature overestimates hydro-
dynamic forces, when many particles are relatively close. RPY
cannot reproduce screening effects at large volume fractions,79

which are known to impact the dynamics in dense suspensions.
Gels are partially dense and partially open, which raises the
question whether RPY is sufficiently accurate. The Swan
group33,35 showed that RPY is able to produce distributions
of the particle contact number, that are representative of those
observed in experiment. As we will discuss in Section 6,
the contact number distribution may not always be a telling
quantifier.

Fig. 1 Schematic representation of the four hydrodynamic models used.
The relation between the displacement of the ith particle Dri and the total
force applied on it Ftot

i and its surrounding particles Ftot
jai is indicated at the

top; the cij represent coupling between the particles. (a) In FD simulations,
Dri depends only on the force on the particle itself, cij = dij. (b) In RPY,
particles couple pairwise, i.e., each cij is a function of the relative distance rij

between the ith and jth particle, respectively. (c) In lubrication-free SD,
SDff, there is coupling between all particles, so that each cij has as
argument the set of all distance vectors {rij}. (d) In full SD, short-range
lubrication interactions are incorporated, thus the coefficient cij is
modified by an additional pair-wise interaction that causes it to vanish,
when the surfaces of particles i and j approach each other (spheres with
diameter s).
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The SD method takes into account far-field, many-body HIs
by computing the resistance matrix from a grand-mobility
matrix Mff ; via matrix inversion. The latter is constructed
similarly to MRPY, but the number of hydrodynamic moments
included in the multi-pole expansion is higher than in the RPY
formulation.79 As a result, the grand-mobility matrix is an
11N � 11N matrix, and RFU is equal to the upper left 6N � 6N

block of Mff
�1. The operation of matrix inversion gives rise to

many-body hydrodynamic interactions79 (see Fig. 1c), which
would be absent otherwise, since Mff is computed pair-wise, as
with the RPY tensor.

The HIs discussed thus far are all far-field approximations,
since the multipole expansion is truncated at a finite order.
As a consequence, short-range hydrodynamic forces are poorly
reproduced. In particular, the divergent part of such interac-
tions—following from lubrication—is completely neglected.
In the framework of SD, such interactions are instead com-
puted from the analytical expressions derived by Jeffrey and
Onishi52 for two-spheres at close proximity. These expres-
sions are used to compute a two-sphere resistance matrix
accurate at small separation, which is then used as a building
block to assemble the lubrication gran-resistance matrix Rnf ;

as illustrated in Fig. 1d. However, part of the two-body resis-
tance interactions have already been included upon the inver-
sion of Mff ; and therefore, must be subtracted from the
total grand-resistance matrix. The matrix containing these
interactions is found by simply inverting a two-body mobility
matrix. Thus, the total grand-resistance matrix, which contains
both near-field lubrication and far-field many-body inter-
actions, is

R ¼Mff
�1 þRnf �R2B

ff ;

where the last term contains the aforementioned corrections.
RFU is then equal to the upper-left block of R.

It should be noted that here we applied a 1% positive shift
in the colloid diameter s used in the inter-particle potential
of eqn (1), compared to the one used to construct the
resistance matrix RFU. We did this to prevent particle–
particle overlaps, which would make the numerical scheme
unstable. Even though lubrication effects are already domi-
nant at surface-to-surface separations E10% of the colloids
diameter, the imposed shift might have weakened the con-
tribution of lubrication to both gel dynamics and structure.
Reducing this shift should make the effect of lubrication more
prominent.

4 System characterization

We used various characterization techniques to understand the
dynamics in our colloidal gels and quantify their structure.
Here, we predominantly made use of post processing using
the Python packages ‘‘freud’’80 and ‘‘NetworkX’’81. In terms of
identifying structures, we consider colloids to be bonded, when
their center-to-center distance Dr r 1.05s, as in ref. 36.

In order to highlight the effects of HIs, we study the shape of
the clusters using the relative shape anisotropy. This is defined
as

k2
� �

¼ 3

2

P
i

li4

P
i

li2
	 
2

* +
� 1

2
;

where the average is performed over the total number of
clusters in the system, and li are the eigenvalues of each
gyration tensor. Values of k2 close to zero identify spherically
symmetric clusters, whereas values approaching unity occur
only when all the colloids in the cluster lie into a straight line.

To quantify the degree of phase-separation in the system, we
make use of the void volume (VV). Here, the VV is computed by
considering the volume of a sphere centered at a point in the
system, which is just in contact with the surface of the nearest
colloid.20,36,82 From such a single-point sphere volume, we can
compute the average void volume hVVi via Monte-Carlo integra-
tion. The VV allows us to identify structural dissimilarities on
the scale of the gel arms, rather than the level of the particles
(characterized by the coordination number).

Another quantity capable of indicating the level of coarsen-
ing in the gel is the tortuosity parameter x. This is defined as

x ¼ 2

Nc Nc � 1ð Þ
XNc

i¼1

XNc

j4 i

1�
DE ri; rj
� �

DN ri; rj
� �;

with Nc the number of colloids in the considered cluster, DE and
DN the Euclidean and network distances respectively. The
tortuosity parameter is equal to the relative difference between
Euclidean and ‘‘network distance’’ between two particles in the
same cluster, averaged over all the pairs. Here, we use ‘‘network
distance’’ to mean the length of the shortest path that connect
two particles that belong to the same cluster. That is, x A [0,1]
indicates how tortuous is the gel network, with low values of x
representing systems close to completing the phase separation,
and values close to one for networks with a non-trivial topology
and thus, far from completing the phase-separation process.
As we will show in Section 5, the large differences between the
hydrodynamic models studied manifested in x rather than VV,
with the latter showing smaller deviations.

5 Results

In this section, we provide the main results of our study. We
start by showing the analogy to the LB-based work by De Graaf36

to demonstrate the various methods provide similar far-field
results. Here, we focus mostly on the cluster formation and
percolation. Next, we turn to the aging of the system and the
way it phase separates. Finally, we consider the state-space
trajectories and demonstrate that lubricated interactions lead
to a divergent structural pathway.
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5.1 Gel network formation

We first focus on the short-time dynamics of our systems. Fig. 2
provides the fraction of particles nmax

c = Nmax
c /N that belong to

the largest cluster. We observe that the overall trends are
comparable to those of De Graaf et al.36 (magenta data). For
the lowest f, simulations performed with FD exhibit a slower
growth than any other hydrodynamic model, while for larger f,
FD predicts the fastest cluster growth; a crossover regime is
observed for f = 0.138. For completeness, we indicate the
power-law scaling that was obtained by De Graaf et al., which
appears to match the trends that we find using our approaches.
Note that particle incorporation in the largest cluster is sub-
stantially faster, for our lubricated SD simulations at low f. We
will come back to this result in the following.

At these low values of f, the LB result of ref. 36 matches SDff

best, as expected, because HIs play a significant role, but LB
does not incorporate lubrication corrections. Interestingly, at
higher f, the LB result best agrees with the FD results. This is
presumably, because the near-field aspects that are differently
captured by SD, SDff, and even RPY, which is relevant already at
intermediate f. Nonetheless, the trends and power-law scaling
match, with the f = 0.138 result switching between matching
on FD or a more involved hydrodynamic model. Lastly, it
should be noted that there is a substantial difference in particle
numbers between our simulations and the LB results of ref. 36,
meaning that a direct comparison in terms of nmax

c needs to be
treated with care.

We also determined the onset of percolation as a function of
f. Fig. 3 shows the percolation time tp, defined as the moment
at which there exist a cluster that percolates at least one spatial
dimension. In line with ref. 36, we find that in all cases, HIs
speed up the percolation process at low f, and slow it down in

denser systems. Note that the dramatic effect of lubrication
interactions at low f is borne out by the percolation transition
as well. Contrasting SD and SDff allows us to assess the role of
squeeze flows. Our results show that these play a role, but that
the effect at intermediate to high volume fractions (for colloidal
gelation) is limited. Interestingly, for all regimes, there is
limited distinction between RPY and SDff dynamics. This
suggests that many-body hydrodynamic effects are of limited
importance to gelation.

However, following the largest cluster may not reveal all
features of the evolution of the system. We discriminate the
effect of various hydrodynamic contributions in the formation
of a space-spanning network, by analyzing the shape and size of
the clusters that are present in the sample at a given time.
Fig. 4a reports the mean relative shape anisotropy, hk2i. It is
clear that this generally decreases as clusters form. This is
understood as follows: dimers have k2 = 1 and, as the clusters
grow, the branching structures become more isotropic, leading
to a decrease of the overall value of hk2i.

At short times, newly formed clusters have heterogeneous
shapes in any hydrodynamic model considered, and, as they
diffuse, these clusters will also reconfigure into more compact
shapes in order to minimize their energy. The characteristic
time related to the latter process is in competition with
percolation, as compact clusters form space-spanning network
in a less efficient way compared to more elongated ones. Systems
with f\ 0.138 show a clear minimum in hk2i at the percolation
transition. At larger times, the growth of the mean shape
anisotropy could be related to the network compaction, as
pointed out by Tsurusawa et al.30 in their experimental study.
However, the values of k2 are certainly influenced by the periodic
boundaries, once a cluster forms that spans the entire simula-
tion box. The long-time increase in hk2i could be an artifact of
this. We deem it irrelevant to our study, as we focus on short-
time dynamics (t r tp) in analyzing the relative shape anisotropy.

Fig. 4b shows the mean number of clustered particles hnci =
hNci/N as a function of time. It is clear that for intermediate to

Fig. 2 The fraction of particles in the largest cluster nmax
c (compared to

the total number N) as a function of time t (in Brownian time units tB). We
show 1 � nmax

c to highlight the long-time, power-law scaling for three
different colloid volume fractions f, labelled from small to large using
circles, triangles, and squares, respectively. For completeness, we also
show the LB results from de Graaf et al.36 The hydrodynamic approxima-
tions are indicated using coloring, as indicated in the legend. Large open
symbols indicate the point for which the system percolates. Error bars
provide the standard error of the mean. Black dotted lines and numbers
indicate the exponent of asymptotic power laws from ref. 36.

Fig. 3 The percolation time tp (in terms of tB) as a function of f for all of
our hydrodynamic methods (legend). The dashed lines connect the points
belonging to specific method’s data set and serve as guides to the eye. The
standard error of the mean is indicated using the error bars, but is typically
smaller than the symbol size.
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high f, the early time cluster dynamics is difficult to distin-
guish between the various approaches. Systematically, the
values for the FD simulations appear lower, but recall that a
fair comparison requires an analysis in structure space.36

Interestingly, the situation is distinct for low f, as all curves
are initially different, though the FD, RPY, and SDff results start
to track each other beyond t = tp. The behavior of our SD
simulations always remains separate from these curves, sug-
gesting that lubrication has the ability to modify the structure
as well as the dynamics.

In general, the effect of HIs is to both decrease the bonding
rate of colloids and increase the time needed to rearrange
clusters into lower energy configurations. Thus, on average,
HIs impede cluster growth (see Fig. 4b). For large volume
fractions, the time it takes to form a large percolated cluster,
which depends on both f and colloids bonding rate, is small
compared to the time required by clusters to relax their shape.
This becomes clear from Fig. 4a, where large f curves overlap
once scaled by their respective percolation times. Thus, in that
regime of f, the only noticeable effect of HIs on the gel
formation is to decrease the bonding rate of colloids, thereby
slowing down short-time gel dynamics.

In contrast, for the the lowest f, the characteristic time
associated with cluster reshaping is comparable with tp, as

shown in Fig. 4a. In this figure, FD systems reach a plateau in
the mean relative shape anisotropy k2 before percolation
occurs, while the other hydrodynamic models maintain on
average more elongated shapes. This promotes the emergence
of large structures composed by strand-like clusters of colloids,
which speeds up space exploration,83 the capturing of smaller
clusters, and ultimately percolation.31,32,34 On the other hand,
clusters of particles can rapidly rearrange into more compact
configuration in FD simulations. Thus, disfavouring the for-
mation of a percolated network-like structure.

5.2 Aging and phase-separation

Next, we shift our focus to the long-time dynamics in the gelled
system. Fig. 5 shows the time evolution of the tortuosity x for
our three f of interest. Note that the curves peak approximately
at the respective percolation points. Any mismatch is likely
explained by our limited system size and choice of defining
percolation as spanning in one direction. After the systems
have percolated, the resulting network-like structures will keep
spinodally decomposing into colloid-rich and colloid-poor
phases, though in an arrested manner. Systems with HIs
exhibit a markedly faster decay in x for all values of f examined,
especially when the SD approximation is used. All of the
intermediate- to high-f systems show a plateauing of x, sug-
gesting that these display strongly arrested dynamics. Low-f
systems appear to remain more dynamical over the range that
we could simulate. We will argue that this effect is given by the
long-range hydrodynamic interactions that propagates among
the gel arms.

We also studied the mean squared displacement hr2i (MSD),
averaged over all colloids in the simulation volume. Fig. 6
shows that, at short times, all MSDs display a diffusive (linear)
regime, as expected for systems that have not yet significantly
clustered. In the long-time limit, all systems become subdiffu-
sive, which is representative of the caging colloids experience in
the network structure.84 For our FD system, we were able to
simulate sufficiently long to characterize the trend, which
appears to follow a power law: hr2i p t1/4.

Fig. 4 Features of the short-time clustering in the quenched suspension.
(a) The mean relative shape anisotropy hk2i as a function of time t (in terms
of the percolation time tp; emphasized by use of the vertical dashed line).
(b) The relative mean cluster size hnci = hNci/N also as functions of t/tp. The
use of colors, symbols, and error bars is that of Fig. 2.

Fig. 5 The tortuosity x as a function of time t (in tB). The curves for the
various values of f are shifted (as labelled), in order to better visualize the
data. The use of colors, symbols, and error bars is the same as in Fig. 2.
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Surprisingly, for the lowest f, SD-approximated HIs give rise
to a transient superdiffusive regime (hr2ip t1.35), right after the
system percolates. This can be related to the smaller mean
cluster size hnci that SD has before and at percolation, see
Fig. 4b.

At percolation, the size of the largest cluster is roughly the
same in every hydrodynamic model, meaning that in SD
simulations the percolated network is surrounded by smaller
‘‘free’’ clusters on average. Thermal fluctuations cause displa-
cements of the network arms, which in turn propagate long-
range hydrodynamic forces onto the remaining clusters (except
in FD systems). Smaller clusters will experience larger displace-
ments due to these interactions, increasing on average the MSD
in the SD systems. This is what we alluded to at the end of the
opening paragraph to this section. Lastly, all long-time MSDs
with HIs are larger than those of the FD systems. The data is
suggestive of a collective speeding up of the aging dynamics,
which we again relate to HIs generated by the arms of the
colloidal gel.

In order to facilitate future comparison of our simulations to
experiment, we consider scattering parameters. Fig. 7 shows
the peak positions qm of the static structure factors, multiplied
by the colloid radius, as a function of time. For all values of f,
SD systems systematically have a stronger decrease in qm as a
function of time. This signals accelerated aging, as the effective
length scale of the gel grows more rapidly. Note that in this
choice of representation, comparing the absolute values of qm

at equal times is not useful, as the systems do not share a
common origin point. However, RPY and SDff data have a
striking similarity, as expected.

5.3 State-space trajectories

In the previous section, we have shown that HIs strongly affect
the dynamics of the system, which was expected, barring the
unexpectedly large impact of HLFs at low f. Here, we investi-
gate whether this strong change in dynamics is indicative of an

actual change in gel structure. Fig. 8a shows the systems’
trajectory in a ‘‘state space’’ formed by the average void volume

Fig. 6 The mean squared displacement (MSD) hr2i averaged over all
colloids, expressed as a function of time t (in tB). The dashed lines indicate
various power-law regimes, while the large symbols indicate the percola-
tion point. The use of colors, symbols, and error bars is the same as in
Fig. 2. However, here, the dashed lines represent fitted power-law trends
for the MSD.

Fig. 7 The peak position of the dimensionless structure factor qm as a
function of time, divided by the percolation time tp. The two higher density
curves have been shifted up by the amount indicated in parentheses to
prevent overlaps. The use of colors, symbols, and error bars is the same as
in Fig. 2.

Fig. 8 State-space plots for the structural evolution of colloidal gels. The
spaces are spanned by the average void volume hVVi and (a) average
number of nearest neighbors hzi and (b) the tortuosity of the largest cluster
xmax, respectively. The paths are followed in the direction indicated by the
black arrow. The use of colors, symbols, and error bars is the same as in
Fig. 2.
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hVVi and the average number of nearest neighbors hzi. In this
representation, time is parametric and its direction is indicated
by the arrow. The results are similar to those reported by De
Graaf et al.36 All hydrodynamic models roughly follow the same
trajectory in state space, except systems that include hydro-
dynamic lubrication. The SD data show deviations that become
larger as the f is decreased.

We highlight the differences displayed by lubricated systems
in Fig. 8b, which shows the gel trajectories in a state space
spanned by hVVi and the tortuosity of the largest cluster
xmax. The qualitative picture remain roughly unchanged for
large and intermediate f, with deviations from the simple FD
predictions becoming more significant as the hydrodynamic
model considered becomes more accurate. For the lowest f
considered here, SD systems pursue a clearly distinct path in
state space from those obtained using FD, RPY, and SDff. We
conclude that tortuosity is a better characterizer of differences
in colloidal gels than void volumes, and that the HLFs can
strongly impact structure at low f.

6 Discussion

We showed that far-field HIs change the dynamics of colloidal
gel formation, as already found in other numerical studies of
gelation.31–36 However, unless HLFs are included, this has little
impact on the structural paths that these systems explore as
they form, in line with De Graaf et al.36 Nonetheless, HLFs can
strongly impact the dynamics and structure of a gel, in contra-
diction to the results of Bybee and Higdon.53 The important
difference here is that we include far-field effects. The strong
effect of HLFs on structure are thus likely a consequence of an
interplay with far-field HIs. Speculating, it could be that the
fluid particle dynamics simulations by Furukawa and Tanaka31

picked up on this effect, as these authors used relatively low
volume fractions, weak gels, and numerically refined particles.

Let us now explain the counter intuitive result obtained by
combining HLFs and far-field HIs during aging. The effect of
far-field-only HIs on the aging process is clear: a less static
network will coarsen faster over time. Adding HFLs to this,
accelerates aging further, for two reasons: (i) divergent dissipa-
tive forces hinder both the creation and rupture of colloidal
bonds. That is, it is harder to push the colloids in and out of
contact, meaning that once arms have formed, they are less
likely to break.85 (ii) Thermal fluctuations are more collective in
nature, when including HLFs and far-field hydrodynamic
interactions.

To understand observation (ii), we note that Brownian
velocities can be decomposed into a near- and a far-field

contribution:71 FB ¼FB
nf þFB

ff . The former are fundamen-
tally different, when lubrication is included. The effect of
lubrication is to filter out relative thermal displacements and
rotations of colloids that are in close proximity. Thus, when
there are long-ranged interactions between the colloids, the
spectrum of fluctuations is mainly populated by collective
modes, which displace coherently the colloids that belong to

the same gel arm. Ultimately, this facilitates the coarsening
process, i.e., the flux of particles migrating from the colloid-rich
to the colloid-poor regions is negatively affected by HLFs, thus,
favoring phase-separation. The local compaction decreases the
tortuosity parameter, as there are fewer open paths. Simulta-
neously, the gel network becomes defined by a larger length
scale—those loops that have yet to close—which increases the
associated length scale. This equivalently expresses itself in a
lowering of the qm value, at which the peak in the static
structure factor is located, see Fig. 8. It would be worthwhile
to revisit the work on the hopping dynamics of colloids in a gel
arm et al.86,87 in view of this collective effect.

To further understand (ii), it should also be noted that, in
absence of far-field HIs, the colloid displacements are not
coupled over long distances. The effect of lubrication interac-
tions is still to narrow the spectrum of local fluctuations, but
because each colloid behaves independently in terms of its
thermal motion, the collective effects we observe in SD would
be strongly suppressed. That is in line with the results by Bybee
and Higdon.53 This suggests that it might be worthwhile to
combine RPY and lubrication, in order to have an efficient
algorithm for simulating both lubrication and an effective far-
field hydrodynamics. However, RPY and lubrication are con-
structed in the mobility and resistance picture, respectively.
Such a combination would therefore require a highly inefficient
double matrix inversion in the current implementation.

In terms of computational cost, SD simulations are clearly
the most expensive. This cost stems mainly from the matrix
inversion needed to reproduce many-body far-field HIs, rather
than the inclusion of near-field lubrication. Fortunately, HLFs
slow down bonding dynamics, allowing the use of larger
Dt, which makes SD effectively more efficient than SD f f. None-
theless, full SD remains a costly numerical scheme in systems
with strong short-ranged interactions such as colloidal gels,
practically limiting the system sizes that can be studied to a few
thousand particles.

7 Conclusions and outlook

Summarizing, we have studied the effect of hydrodynamic
interactions in the formation and aging of colloidal gels.
We considered single-body (Brownian Dynamics), pair-wise
(Rotne–Prager–Yamakawa), many-body (Stokesian Dynamics),
and lubrication-corrected many-body interactions. As expected,
we found that the dynamics of gel formation is sensitive to the
exact nature of the approximation that is used. However, the
steady-state structure is relatively unaffected when considering
far-field hydrodynamic interactions and appropriate rescaling
of time, in line with a previous analysis based on lattice
Boltzmann simulations.

Intriguingly, introducing hydrodynamic lubrication correc-
tions results in significant departures from the rescaled trend,
especially for colloid volume fractions f t 0.138. Not only is
the structure altered, with on average smaller voids and clusters
at the percolation point, lubrication also accelerates the aging
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of the gel. This result seems counterintuitive, as the lubricated
regime is typically associated with the strongest hydrodynamic
dissipation, and is not in line with previous understanding in
the literature. Both the dynamic and structure effect can,
however, be explained by the fact that lubrication interactions
hinder the bonding and rupturing of clusters, as well as
suppress non-collective Brownian modes in the gel arms. These
aspects combine to facilitate phase-separation. The key point is
that both far-field hydrodynamics and lubrication forces must
be present to realize this enhanced separation, which is where
our study improves upon the existing literature. Studying
colloidal gelation thus requires a relatively costly, but accurate
representation of hydrodynamic interactions.

Moving away from the idealized Stokes-flow (approximate)
solutions that we considered here, our findings strongly sug-
gests that near-contact dynamics should be given due consid-
eration in the modeling of experimental colloidal gels. This
work provides a solid foundation for future studies that make
the comparison between experiment and simulation. In parti-
cular, it will be relevant to see how the lubricated dynamics
impacts gels subjected to externally imposed stimuli, such
as shear.
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