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Investigating anionic surfactant phase diagrams
using dissipative particle dynamics: development
of a transferable model†

Sarah J. Gray, Martin Walker, Rachel Hendrikse and Mark R. Wilson *

Dissipative particle dynamics (DPD) provides a powerful coarse-grained simulation technique for the

study of a wide range of soft matter systems. Here, we investigate the transferability of DPD models to

the prediction of anionic surfactant phase diagrams, taking advantage of fast parameter sweeps to

optimise the choice of DPD parameters for these systems. Parameters are developed which provide a

good representation of the phase diagrams of SDS (sodium dodecyl sulfate) and three different isomeric

forms of LAS (linear alkylbenzene sulfonates) across an extensive concentration range. A high degree of

transferability is seen, with parameters readily transferable to other systems, such as AES (alkyl ether

sulfates). Excellent agreement is obtained with experimentally measured quantities, such as the lamellar

layer spacing. Isosurfaces are produced from the surfactant head group, from which the second

moment M of the isosurface normal distribution is calculated for different phase structures. Lyotropic

liquid crystalline phases are characterised by a combination of the eigenvalues of M, radial distribution

functions, and visual inspections.

1 Introduction

Surfactants are ubiquitous in our everyday lives. However,
despite their widespread use and considerable commercial
value,1 accurate a priori prediction of surfactant phase dia-
grams remains a major challenge. This creates a barrier to the
development of new surfactants and new formulations, parti-
cularly when subtle changes to molecular interactions can
induce unexpected changes in phase. Consequently, industry
continues to rely on empirical knowledge of previous formula-
tions in the product development process, often resulting in
huge investments to achieve the requisite properties. Therefore,
it would be extremely desirable to have the ability to predict the
phase behaviour of a given surfactant, or surfactant mixture, via
theoretical or computational techniques.

Studying the self-assembly process of surfactants using
molecular dynamics (MD) simulations has traditionally been
difficult, due to the long time and length scales required. As a
result, MD simulations are often performed on pre-assembled
surfactant systems,2–7 and studies investigating the full phase
diagram are limited. These computational challenges led to
the development of the mesoscopic modelling method of

dissipative particle dynamics (DPD).8–10 DPD is capable of
simulating very large systems while retaining chemical detail,
and with its size, speed, and simplicity, DPD has seen many
applications since its conception nearly twenty-five years ago,
across the broad range of soft matter research.11–18

DPD has been extensively applied to surfactant systems, from
simplified dumbbell models,19–21 through to more complex models
fitted to reproduce the specific behaviours of individual
species.22–25 Within these studies, a wide range of DPD parame-
trisation methods have been developed. Often these are targeted at
dilute solutions where (for example) infinite dilution activity coeffi-
cients can be employed,23 or parametrisation can proceed via the
surface site interaction point (SSIP) model.26,27

In common with many coarse-grained methodologies, DPD
is often found to lack parameter transferability across different
thermodynamic conditions, particularly with respect to large
changes in concentration and/or temperature. Two-body
coarse-grained models (and to a lesser extent – fully atomistic
models) are not completely transferable across chemical envir-
onments, due to the limits of effective two-body potentials,
which average out the effects of many-body forces in the
chemical environment used for parametrisation. However, the
success of theoretical approaches, such as SAFT28–31 and
coarse-grained models such as MARTINI 332–34 make it clear
that careful parametrisation can lead to a high degree of
transferability. This is particularly true for top–down models
parametrised across a range of thermodynamic conditions.35
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In this work, we present DPD models of two key industrial
surfactants: sodium dodecylsulfate (SDS) and linear alkylben-
zene sulfonate (LAS) (Fig. 1).

SDS and LAS molecules have been previously studied
at a range of levels from all-atom studies of micellisation36–39

and interfacial behaviour,40,41 to coarse grain studies investi-
gating mesophase structure, energetics, and interfacial
properties.42–44 While SDS and LAS have been studied pre-
viously using DPD and other coarse-grained methods,43,45–49

only a handful of these previous studies46,47,49 have attempted
to reproduce the experimental phase diagram across a range of
concentrations. In this paper, we present a parametrised DPD
model, which shows a high degree of transferability, not seen in
previous works, which performs well across a wide concen-
tration range and readily applies to different molecules. We
make extensive use of fast parameter sweeps to optimise DPD
parameters to reproduce representative phase diagrams for
both SDS and three different isomeric forms of LAS using a
set of transferable parameters. The results provide an excellent

representation of experimental phase diagrams for SDS and for
linear and two-branched forms of LAS, and provide an excellent
representation of experimentally measured quantities (phase
boundaries and lamellar layer spacings). Moreover, we show
the same parameter set can be readily extended to other
molecules, through simulations of an isomeric mixture of
AES (alkyl ether sulfates).

2 Computational
2.1 Choice of DPD model and coarse-grained mapping

DPD beads can represent an enormous range of moieties: from
functional groups,12,15,21 through groups of small molecules,
up to much larger scales such as Kuhn length segments of a
polymer chain.50,51 The coarse-grained mapping scheme used
in this work is shown in Fig. 1. In each case, the sulfonate head
group is represented as a single bead, a second bead type is
used for the phenyl ring in LAS and the hydrocarbon chains are
coarse-grained using three heavy atoms to one ‘‘tail’’ bead. We
represented water in the system as a single bead for three water
molecules. We note that both SDS and LAS are ionic surfac-
tants but at this level of coarse-graining (for most of the
phase diagram), we can successfully use a single uncharged
head group bead (see below). An added advantage of this
approach arises from considerable savings in computer
time. The computational cost per DPD iteration, t, changes
from a linear relationship (t p N) in the absence of
electrostatics, to a nonlinear relationship (t p N log N) with
electrostatics, therefore limiting the computational benefit
of DPD calculations. We note that in dilute solutions of
surfactants electrostatic interactions are known to be
important in determining the critical micelle concentration
and also the size of micelles,48 and ionic salts are known to
perturb both of these through electrostatic shielding. How-
ever, for the current study, we are primarily interested in the
liquid crystal phases formed and their position on the
surfactant phase diagram. In initial tests, we found that it
was possible to successfully coarse-grain both surfactants
without the use of electrostatic interactions and that this
was sufficient to yield good phase diagram predictions. The
reason for this can be attributed to only small changes in
the partial condensation of ions around aggregates as
surfactant concentration changes across the majority of
the phase diagram. This suggests that the bulk phase
diagrams are far less sensitive to electrostatic interactions
than in the low-concentration regime.

2.2 DPD model

The non-bonded inter-particle force is described as the sum of

three pairwise forces: a conservative force ~fC which described

the chemistry of the system, a dissipative force ~fD, and a

random force ~fR. All three of these forces apply up to a cutoff
distance rC, beyond which they become zero by definition. In
this work, we set the cutoff rC = 1. The conservative force takes

Fig. 1 Chemical structures for SDS (top) and LAS models. The super-
imposed spheres indicate the coarse-grained representations used. Dif-
ferent colour beads indicate a different bead identity, with different
interactions. In practice, all beads are equal size within the simulations.
Bonds and bond angles are specified at the end of Section 2.2.
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the form

~fC ¼ aij 1� rij
� �

r̂ij ; (1)

where aij is the maximum repulsion between beads i and j,
rij is the vector between beads i and j, rij = ri � rj, rij = |rij| and
r̂ij = rij/|rij|. The dissipative force is given by

~fD ¼ �goD vij � rij
� �

r̂ij ; (2)

where g is the friction coefficient, oD is a weight function with
r-dependence, and vij is the velocity between sites i and j.
The random force is given by

~fR ¼ �soRyij r̂ij ; (3)

where s is the noise coefficient, oR is another weight function
with r-dependence, and yij is a random unit Gaussian variable,
with zero mean and unit variance.

The random force injects small amounts of energy into the
system, and the dissipative force describes the dissipation of
energy due to friction – together they act as the ‘DPD thermo-
stat’. In order to recover the Gibbs ensemble this pair of forces
is coupled by a fluctuation–dissipation theorem.52 This results
in the relations: s2 = 2gkBT, and oD = [oR]2. The DPD thermostat
parameters used in this work were g = 5.625 and s = 3.354
(using reduced units – see below), which are chosen in line with
existing literature.10,45,53 We use the most commonly chosen
function for oR,

oR = (1 � rij), (4)

matching the r-dependence of the conservative force. Although
this is not a unique solution, and there are other satisfactory
potential forms, it is often chosen as it maintains the simplicity
of the DPD method.

The defined cutoff of rC = 1 defines the length scale for the
system. Since we chose to define the same cutoff for all bead
species, our level of coarse-graining is dictated by the smallest
group in our surfactants. DPD typically uses reduced units,
which require scaling to map to a real system. In this work,
masses are scaled such that beads have a reduced mass of m = 1
and energies E are defined by setting kBT = 1. The dimensions
of various DPD parameters are provided in Table 1, where
various parameters can be converted into real units using their
base units.

The bead connectivity and molecular shape are maintained
by a combination of two-site and three-site harmonic springs
which take the form:

Ebond ¼
k
2
l � l0ð Þ2; (5)

for two site bonding springs, with force constant kbond =
100kBT/rC

2 and an equilibrium bond length l0 = 0.7rC and:

Eangle ¼
k
2
y� y0ð Þ2; (6)

for three site angle springs, with force constants of kangle =
4kBT/rad2 and equilibrium angles of 1801.45,54–56 In this work
1–2 and 1–3 interactions are not treated as excluded interac-
tions, i.e. nonbonded interactions are included for all beads.

LAS models involve a straightforward extension of our
description of SDS. We assume that the closely related sulfate
and sulfonate head groups can be represented by the same
bead type, with an additional bead inserted between the head
and tail beads to describe the benzene ring linker group in LAS.
Bonds and angles take the same form as SDS. For branched
forms of LAS, two bonds are made between the chains and the
benzene linker group, together with associate bond angles. We
do not include an additional tail-benzene-tail angle constraint
at the branch point. Bonds and angle interactions are specified
in full within the ESI.†

The choice of fixing the cut-off distance for all beads rC = 1,
effectively approximates the volume of all bead types to be
equivalent. This approach is common in similar DPD
models23,46 and is reasonable given the similarity of the
volumes occupied by different beads. We expect that the
approximation has little impact on transitions between liquid
crystalline phases, for example between hexagonal and lamellar
structures; however, we appreciate that the volume occupied by
parts of the surfactant is more important in the micelle regime,
for describing factors such as micellar shape, which is not
considered in this work.

2.3 DPD parametrisation

To simplify the model fitting for SDS, we chose the self-
interaction to be identical for all bead types (aii = 25) leaving
three independent cross-interaction parameters to be chosen
for head group-tail group aHT, tail-water group aTW and head-
water aHW group interactions. The approach of fixing aii for all
bead types is common amongst simple DPD models,57,58 where
differences arising from the interaction of chemically different
groups are contained entirely within the cross terms. Typically,
the self-interaction is chosen to reproduce the compressibility
of water, where Groot and Warren (1997)10 determine that this
is achieved by setting the repulsion parameter aii = 75kBT/r. In
this work we choose to set the bead density r = 3, thereby
producing a self interaction value aii = 25.

We primarily establish the undetermined nonbonded inter-
action parameters for SDS through a comprehensive sweep of
parameter space. The model was then extended to other
systems, as discussed in detail below. To do that we make
use of Flory–Huggins parameters w in order to demonstrate the

Table 1 Dimensions for various DPD parameters, where the value for all
base units (M, L and E) is set to unity in DPD units

Quantity Dimension

Base units
Mass M
Length L
Energy E

Derived units
Time step Dt L

ffiffiffiffiffiffiffiffiffiffiffi
M=E

p
Friction coefficient g

ffiffiffiffiffiffiffiffiffi
EM
p �

L

Density r L�3

Interaction parameter aij E/L
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transferability of our model. Groot and Warren10 suggest
assigning aij interaction parameters by relating w to the mole-
cular fragments that a DPD bead represents. In the case of our
fragments, w data is not experimentally available. Instead,
similarly to the method of Maiti and McGrother,59 we related
the theoretical w parameter of our fragments to their Hansen
solubility data,60 taking the form

wij ¼
Vi

RT
dDi � dDj
� �2

þ1
4

dPi � dPj
� �2

þ1
4

dHi � dHj
� �2� 	

(7)

where dD, dP, dH are the Hansen dispersion, polar and
hydrogen-bonding solubility parameters respectively, R is the
gas constant and T is temperature. Vi is the molar volume of
component i (where i represents the solvent and j represents
the solute).

2.4 Simulation runs

All simulations described are performed using the DL_MESO
2.5 software package,61 applying the velocity-Verlet algorithm
with a time step of d = 0.01, for a minimum of 106 time steps.
Simulations contained 100 000 DPD beads, at a density of 3
beads per unit volume (rrC

3 = 3), and were run from an initial
configuration of random molecular positional coordinates. To
accommodate small concentration changes, a relatively large
system is necessary given molecules can only be added/
removed in integer units. The simulations are performed in
cubic domains with periodic boundary conditions and edge
length L = 32.2. All simulations are performed at constant
volume (NVT ensemble).

2.5 Quantifying mesophases in simulation

Isosurfaces describe a surface where the density of a predeter-
mined molecular moiety, or bead, is approximately constant.
An example of an isosurface of head groups in a micellar phase
is shown in Fig. 2. These isosurfaces can be helpful in visually
identifying mesophases, but they can also be used to quantify
the degree to which a mesophase has a certain symmetry.

We calculated our isosurfaces using the utility built into the
DL_MESO software,61,62 which we will briefly summarise. The
simulation box is overlaid with a regular lattice with spacing

0.25rC, on which the isosurface density will be calculated. The
bead volume is smeared according to a Gaussian smearing
function

f ðrÞ ¼ 1

2ps2ð Þ
3
2

exp � r� rij j2

2s2

 !
; (8)

where s = 0.4 is chosen as the standard deviation of the smear
function. Points on the density lattice which fall within a
critical radius (3s) from the bead position are assigned con-
tributions from the smearing function. Isosurfaces are defined
from the lattice points which exceed a certain density (here we
use the average density of the simulation i.e. r = 3). From the
isosurface normal distribution p(n), the second moment of p(n)
can be calculated as

M ¼
ð
nnpðnÞdn: (9)

The three eigenvalues e1, e2 and e3 of this symmetric tensor
M are indicative of the mesophase present. Note that these
eigenvectors are normalised such that their sum is one.

We find that the mesophases can be categorised as follows:
� if e1 C e2 C e3 generates an isotropic phase, such as

micellar or bicontinuous cubic;
� if e1 �

e3
2
; e2 ’ e3 the phase has a hexagonal symmetry, i.e.

hexagonal columnar (or inverse) phase;
� if e1 + e2 r e3 we have a lamellar phase.
This measure, along with visual inspection, can aid the

identification of the mesophases formed, which is a useful tool
in iteratively improving a DPD model to reproduce experi-
mental phase behaviour. Phase structures can additionally be
characterised using pair distribution functions g(r), which
describe density variation as a function of distance r, which
are used in this work for calculating lamellar layer spacing. The
g(r) function is computed by calculating the particle–particle
distances between tail bead pairs, at every time step. For
computational purposes, these distances are ‘binned’ to create
a histogram of particle–particle separation distances. The g(r)
function is calculated as

gðrÞ ¼ nðrÞ
4pr2Drr

(10)

where n(r) is the number of particles in histogram bin of width
Dr at distance r. We note that for perfect lamellar phase
structures, then it is also possible to resolve g(r) parallel and
perpendicular to the layer normal but when layers form spon-
taneously with defects in them, this approach is less robust.
The periodic boundary conditions and finite box size restrict
the lamellar layer spacing such that spacing d must satisfy49

kx2 þ ky2 þ kz2
� �

¼ L

d


 �2

(11)

where ki are the number of layers that have formed in dimen-
sion i, where i = x, y, z.

The layer spacing which is calculated from the distribution
function g(r), can be confirmed by calculating d via anotherFig. 2 Example isosurface of surfactant head groups in a micellar phase.
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method. Suppose angle y is the polar angle to the director of
the surfactant molecules (where the director is easily calculated
as the average direction vector of the molecules). Due to
the periodic boundary conditions, the layers must satisfy
L cos y = kd, where k is the number of layers in the simulation
box.49 The combination of two approaches to calculating d
allows us to be confident in our calculation of the lamellar
spacing.

3 Results and discussion
3.1 Initial parametrisation

The interaction parameters aij for SDS were calculated via a
comprehensive sweep of the parameter space, fitting our model
to the experimental phase diagram at a temperature T = 80 1C
(T* = 1), where the systems of interest show multiple lyotropic
phases. At lower temperatures the phase structures can be more
complex, often consisting of two phase regions with hydrated
crystals present (more information can be found in the ESI†).
We vary aHT in the range 25 o aHT o 50 (i.e. aHT 4 aii = 25) in
order to reproduce the hydrophobically driven head–tail
separation and vary aHW in the range 12.5 o aHW o 25 for
hydrophilic behaviour. aTW is varied in the range 30 o aTW o 50
to take into account enthalpic and entropic contributions to the
unfavourable water-tail bead mixing free energy.

Initial test simulations were performed in the high concen-
tration regime (20% water and 80 wt% surfactant), where SDS
exhibits a lamellar phase.63 In this regime, we expect better
transferability of DPD parameters across the phase diagram in
comparison to low concentrations. The sweep of parameter
space was performed in two stages. We began by varying
individual cross-interaction parameters aij, while maintaining
all other cross interactions at aij = 25.
� Increasingly repulsive values of aTW were found to favour

the aggregation of surfactant molecules.
� Increasingly repulsive values of aHT also favoured aggrega-

tion but to a lesser extent than aTW, noting the greater config-
urational freedom of water molecules in comparison to the
bonded head beads.
� On its own, aHW has only a small effect on surfactant–water

demixing in the higher concentration regime.
Next, we looked at the effect of varying two aij interaction

parameters simultaneously to build up a picture of how syner-
getic effects influence aggregate formation. A sweep through
aHT and aTW parameter space (Fig. 3(a)) indicated that aggrega-
tion was favoured by simultaneously high values of aHT (435)
and aTW (440). A visual illustration of the change in aggrega-
tion behaviour is shown in Fig. 4. Here, the unusual ‘pseudo-
micellar’ behaviour seen for aTW = 45 and aHT = 45 describes a
fluid with a self-assembled nanostructure. This corresponds to
the formation of very small aggregate nanostructures, as might
be seen in a structured tertiary fluid,64 and cannot be classified
as true micellar behaviour. In contrast, a sweep through para-
meter space for aHW and aTW (Fig. 3(b)), favour values of aHW o 20
for phase formation.

Fig. 3 Schematic representation of the qualitative phase behaviour of our
surfactant model. (Simulations conducted using 80 wt% surfactant beads
and 20 wt% water).

Fig. 4 Impact of varying parameters aTW and aHT on the self-assembly
behaviour. Beads are coloured according to their type: water (cyan), alkyl
tail groups (purple), and head groups (orange). Cases are categorised to
correspond with Fig. 3 as follows: homogeneous (aTW = 30, aHT = 30),
phase separation on the bead length scale (aTW = 30, aHT = 45), phase
separation (aTW = 45, aHT = 20), pseudo-micellar (aTW = 45, aHT = 45).
(Simulations conducted using 80 wt% surfactant beads and 20 wt% water.)
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Having narrowed down the range of phase stability through
Fig. 3, the final choice of parameters was made based on a
successful prediction of approximate experimental phase
boundaries for the hexagonal and lamellar phases. The final
set of parameters chosen is shown in Table 2. The lamellar
phase that results from a simulation of 80 wt% surfactant is
shown in Fig. 5.

3.2 SDS phase diagram

At a temperature of 80 1C, SDS in water has a typical anionic
surfactant experimental phase diagram, with a transition from
micellar solution, L1, to a hexagonal phase, H1, at approxi-
mately 36–39 wt% surfactant, followed by a transition to the
lamellar phase at roughly 60–70 wt% surfactant (with some
complex, undetermined phases in between).63,65,66 The para-
meters presented in Table 2 are tested across a broad concen-
tration range to investigate the phase behaviour, where we
perform simulations in the range 5–95 wt% in 5 wt% intervals.
The phase diagram produced for SDS is presented in Fig. 6,
showing that our model gives excellent results compared to
experimental data. Also shown are example eigenvalues e1,e2

and e3, which are used to aid the characterisation of meso-
phases. Our model exhibits the L1–H1 transition at roughly
30–35 wt%, and the H1 region ends at 55–60 wt%. In the model,
there is a direct transition from the H1 phase to La without
evidence for a large two-phase region. Instead, we observe a
phase region where the lamellar phase has perforations, such
that the surfactant layers are not perfect (i.e. contain ‘holes’).

In these cases, the water layers are able to form bridges between
other periodic water layers. The structure of the micellar and
hexagonal phases are shown in Fig. 7. At higher concentrations,

Table 2 DPD non-bonded interaction parameters aij for SDS bead pairs

aij Sulfonate (H) Alkyl (T) Water (W)

Sulfonate (H) 25 50 15
Alkyl (T) — 25 45
Water (W) — — 25

Fig. 5 Simulation snapshot of the lamellar phase of SDS, with 80 wt%
surfactant and 20 wt% solvent. Beads are coloured according to their type:
water (cyan), alkyl tail groups (purple), and head groups (orange).

Fig. 6 (a) A comparison of experimental phase boundaries (from Hudd-
son et al.65 and Kékicheff et al.66) and those assigned via simulation for
sodium dodecyl sulfate. Experimentally phases are identified as micellar
(L1), hexagonal (H1), a region of mixed phases (62–69%), lamellar (La) and
crystalline phases (88%+). There is also a narrow two-phase (L1 + H1)
region (36–39%). (b) Also plotted is the variation of eigenvalues ei, which
can be used to identify the mesophase present.

Fig. 7 (a) A micellar solution (15 wt% SDS) illustrated both with the solvent
(right) and with the solvent omitted (left) for clarity, such that the micelles
can be observed; and (b) hexagonal phase (50 wt% SDS) where the left
view is orthogonal to the columnar axis and right view is parallel to the
columnar axis. Beads are coloured according to their type: water (cyan),
alkyl tail groups (purple), and head groups (orange).
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we do not see crystalline structures. Because of the soft inter-
action potential (which does not readily crystallize), we expect
to see liquid crystal phases forming in preference to the
hydrated crystals that occur experimentally at very high-
weight fractions of surfactant.

The hexagonal phase is found to be more challenging to
form than either the micellar or lamellar phases. This is
attributed to the fact that the system needs to form large
columnar aggregates, and then align these aggregates through-
out the entire domain. As these columns can connect across
periodic boundary conditions, most often not aligning with
perfect hexagonal symmetry, large amounts of energy are
required in order to break and reform the columns in the most
favourable geometry. As such, a hexagonal columnar phase,
that forms spontaneously, requires a larger system and longer
simulation time. Therefore, in order to speed up the equili-
bration process, we chose to apply a gentle shear to the
simulation box, which encourages hexagonal phase formation.
Shear is then removed and the system is allowed to re-
equilibrate in order to produce the equilibrium structure. In
addition to the hexagonal phases, we occasionally require the
application of shear in order to encourage the formation of
lamellar bilayers. For lamellar phases which lie close to the
hexagonal-lamellar phase boundary, we sometimes fail to see
the formation of periodic layers under equilibrium conditions.
In these cases, no clear phase structures appear, even after
considerable running time. Following the application of shear,
lamellar structures are able to form with layers which are
parallel to the sides of the simulation box.

Fig. 8 shows typical g(r) plots for the lamellar phase of SDS,
from which the layer spacing can be extracted. Layer spacings
are presented in Table 3 as a function of concentration,
calculated using g(r). We estimate our simulation length scale
based on matching the water density simulated, to an experi-
mentally known water density at 80 1C.48 This produces a
length scale of rC E 6.52 Å. This provides a mechanism for
converting layer spacings in DPD units into real units.

Experimentally SDS solutions at 75 wt% (T = 65 1C) have a
reported layer spacing of 3.4 nm.67 This compares excellently
with the value at 75 wt% calculated in this work of 3.3 nm. The
lamellar phase shows a decrease in spacing as the surfactant
concentration increases, which is also in agreement with
experiment.67

In summary, we find that the parameters presented in
Table 2 reproduce the SDS phase diagram extremely well. This
result alone is not surprising, as the parameters of our model
were optimised to reproduce SDS in particular. The success of
this model lies in its transferability, not just across a full range
of surfactant concentrations but also to different molecules.

3.3 Extension to phase diagrams of LAS

We extend our model of SDS to LAS by the introduction of an
additional bead to represent the benzene ring. Bond and angle
potentials take the same form as in our SDS model, with no
additional angle constraints directly imposed in branched
models. The nonbonded interactions between the head, tail
and water beads are the same as those previously used for SDS.
For interactions involving the benzene bead, interactions were
selected based on the values of aij used for other beads, and
their respective Hansen solubility parameters as described in
Section 2.3 (i.e. no fitting was performed in extending our
model to this new species).

The phase behaviour of LAS is much more complex than
that of SDS, as LAS refers to a whole family of molecules of
different chain lengths, degrees of functionalisation, and posi-
tional isomers. In order to make a comparison to experimental
data, we simulated three specific isomers of LAS, as detailed
phase diagrams were unavailable for characterised isomeric
mixtures. We simulated an entirely linear isomer, sodium
dodecylbenzene-1-sulfonate (DBS1), and two branched isomers,
sodium dodecylbenzene-4-sulfonate (DBS4) and sodium
dodecylbenzene-6-sulfonate (DBS6). We chose these particular
isomers as they cover the broadest range of phase behaviours
exhibited by LAS.68

Flory–Huggins parameters wij for all bead pairs are calcu-
lated from Hansen solubility parameters60 using eqn (7) and
are presented in Table 4. A comparison of the Flory–Huggins
parameters for the existing interactions (wHW, wTW and wHT) with
the Flory–Huggins for the benzene interactions (wBH, wBT, and
wBW) allows us to determine the values of aij for the benzene
interactions as aBH = 45, aBT = 25 and aBW = 40. Further
information on how additional bead interactions are calculated

Fig. 8 Pair distribution functions g(r) for lamellar phases of SDS with
varying concentration. The difference in peak maxima measures the
changing average layer separation as concentration is varied.

Table 3 Layer spacings calculated for SDS solutions. Note that for those
indicated with the symbol (*), the separation is calculated for the phase
under shear

wt% Layer spacing/rcut wt% Layer spacing/rcut

60 5.37* 80 5.03
65 5.44 85 5.03
70 5.29 90 4.80
75 5.03
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can be found within the ESI,† including the Hansen solubility
parameters used to obtain Table 4.

The DPD phase diagrams of these three molecules are
presented (alongside their respective experimental phase infor-
mation) in Fig. 9. The linear isomer DBS1 shows a similar phase
progression (micellar - hexagonal phase - lamellar phase) to
that of SDS, while the branched isomers show markedly differ-
ent behaviour, including the absence of a hexagonal phase. We
also note here that all of our micellar solutions (for every
isomer simulated) consist of elongated, worm-like micelles as
opposed to spherical micelles. This is in agreement with
experimental observations of LAS solutions with concentrations
5 + wt%.69

3.3.1 Sodium dodecylbenzene-1-sulfonate. Our linear iso-
mer model shows a transition from the micellar phase to
hexagonal at 35–40 wt% surfactant, followed by a transition
to the lamellar phase at 55–60 wt% surfactant. These transi-
tions are reasonably matched to those described in the experi-
mental phase diagram. However, we note that we do not see a
mixed micellar/hexagonal mesophase as is reported experimen-
tally, due to the size of our simulations. The heterogeneity of
the mixed phase is on the order of hundreds of micrometers,70

whereas our simulations are on the order of tens of

nanometers. Similarly to SDS we also see a region where the
lamellar phase has perforations.

3.3.2 Sodium dodecylbenzene-4-sulfonate. The DBS4
model shows two primary phases, L1 and La, with the transition
at 45–50 wt%. At very high concentrations, an undefined phase
exists, where we do not observe any organised crystalline
structure formation (both with and without an applied shear).
The absence of a hexagonal phase is in agreement with the
experimental phase diagram, as is the location of the phase
transition. Similarly to the DBS1 case, simulations lack the
capacity for reproducing the mixed phases reported experimen-
tally. In this region, our DBS4 model only demonstrates a
lamellar phase, although one that is imperfect with
perforations.

The final difference we find between model and experiment
is the formation of non-crystalline structure at higher experi-
mental concentrations (90+%). However, this behaviour only
occurs in a very small region of the phase diagram at a very high
concentration, which is less significant in applications of these
models as these conditions are rarely encountered.

3.3.3 Sodium dodecylbenzene-6-sulfonate. DBS6 is experi-
mentally reported as having a more complex phase behaviour
when compared with DBS1 and DBS4. However, the absence of
a hexagonal phase in our simulations is once again in agree-
ment with the experimental phase diagram. Our simulations
exhibit a direct transition from the micellar to lamellar phase,
since we are unable to simulate the mixed micellar/lamellar
region for reasons previously discussed. This transition occurs
at a much lower concentration than for the DBS1 and DBS4
cases, in agreement with experimental data. Experimentally
DBS6 is reported as having two distinct lamellar phases (La

and L0a), which are distinguished from each other by a differ-
ence in their lamellar layer spacing. We will show in the
following sections that we also observe a variation in the
lamellar layer spacing, for solutions at higher concentrations.

At high concentrations 85 + wt%, the experimental phase
diagram is complex with many phases present (including
lamellar, inverse cubic and inverse hexagonal structures). Here,
we do not expect an exact match between experiment and
simulation. Primarily, as discussed previously, mesophase
behaviour is not on the same length scale as our simulations,
and our simulations would struggle to produce coexisting
phase structures. Also, as previously discussed, our DPD model
is not expected to target phase behaviour in the very high
concentration regime.

3.4 Phase characterisation

Lamellar layer spacings are once again calculated using radial
distribution function g(r), and the values found for LAS isomers
are given in Table 5. It is important to note that some of the
spacings (for lamellar phases which are near phase transition
boundaries) are calculated from sheared simulation boxes, and
the application of shear causes the lamellar phases to be
orientated so that the layers are parallel to the shearing
surfaces. Therefore the number of accessible spacings is

Table 4 Flory–Huggins parameters wij calculated from Hanson solubility
parameters60

Sulfonate (H) Alkyl (T) Benzene (B)

Water (W) 4.98 9.49 8.80
Sulfonate (H) — 3.48 2.67
Alkyl (T) — — 0.792

Fig. 9 Phases assigned to simulations of positional isomers of sodium
para-dodecylbenzene sulfonate. Experimental phase boundaries are taken
from Ma et al.68 at T = 80 1C. Note that experimental phase region denoted
‘C’ consists of a mixture of liquid crystalline phases, and that L0a is a lamellar
phase which differs from La.
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reduced (when compared with those calculated from eqn (11))
and the box size L divided by the spacing must be an integer.

We find that for the same concentration, branched mole-
cules have a smaller layer spacing than the linear case, and the
DBS6 case has a smaller spacing than DBS4. This is to be
expected, given that the end-to-end distance is made smaller
with the branching. For all molecules, we find that the lamellar
phase exhibits a reduction in layer spacing as surfactant
concentration increases. DBS6 solutions continue to form
lamellar phases at relatively low concentrations and the spacing
grows rapidly with decreasing concentrations. Therefore we
only present lamellar spacing values at concentrations 30 + %,
since at lower concentrations the spacing is so large that the layers
struggle to fit inside the simulation box size. This leads to warping
of the layers, which are not perfectly parallel or flat, and the
spacing calculation becomes inaccurate. There are also fewer
‘available’ spacing options provided by eqn (11), as the spacing
grows. For accurate spacing calculations at lower concentrations,
a much larger box size would be required. A visual representation
of the results in Table 5 and the available spacings can be found
in the ESI.† When the concentration is higher (and the lamellar
layer spacing is smaller), there are a significant number of
spacings ‘available’, and therefore box size is not a significant
issue for this calculation.

It is of interest that the change in lamellar layer spacing for
DBS6 is discontinuous, with an anomalous increase at 50%
concentration. In the experimental phase diagram, this roughly
corresponds to a region in which there are two co-existing
lamellar phases (La and L0a). In our simulation, co-existing
phases are unable to form (on account of the relatively small
simulation length scale). However, it is possible that this is the
cause of our anomalous lamellar layer spacing at this concen-
tration. It is worth noting that this discontinuous behaviour is
not a result of constraints due to the finite box size (see ESI†).

Existing experimental literature values for lamellar layer
spacing of LAS are from isomeric mixtures in water. At a
temperature of T = 801 and concentrations 55 + wt%, the
lamellar layer spacings are reported as between 3.1 and
3.6 nm.71 By comparison, our data in Table 5 measures layer

spacing as between 3.1 and 4.2 nm, in reasonably good agree-
ment with the available experimental data.

3.5 Transferability of parameters to alkyl ether sulfates (AES)

We extend our testing of the parametrisation to isomeric
mixtures of alkyl ether sulfates (AES), another industrially
important surfactant. AES molecules have the general chemical
structure CH3 (CH2)x (OCH2CH2)nOSO3 Na, where the length of
the alkyl chain typically varies between 12 and 16 carbon atoms
and n varies between 0 to 6. However, shorter molecules make
up the bulk of the distribution. The coarse-grained representa-
tion of the molecules is presented in Fig. 10, and the parame-
trisation is extended with the addition of ethylene oxide (E)
beads in between the sulfate head group and the alkyl chain.
Knowing polyethylene oxide displays hydrophilic behaviour, we
represent ‘E’ beads as equivalent to our ‘W’ bead type, taking
the same interaction aij values as water beads. In our simula-
tions, we simplify the distribution in x and n by removing some
of the longest molecules. Therefore simulations are based on
an isomeric mixture, consisting of isomers with alkyl chain
lengths of between 12 and 14 carbon atoms, with a degree of
ethoxylation between 0 and 2. The distribution simulated is
given in Table 6.

Experimentally, AES exhibits simple phase behaviour, mov-
ing from a micellar solution at low concentrations to a hex-
agonal mesophase at a concentration c C 25%. At higher

Table 5 Lamellar layer spacings (units of rC) for LAS isomers. Note that for
those indicated with the symbol (*), the separation is calculated for the
phase under shear

wt% DBS1 DBS4 DBS6

30 — — 13.1
35 — — 10.7
40 — — 8.93
45 — — 7.03
50 — 6.44* 7.80
55 — 6.31 6.31
60 6.44* 5.98 5.69
65 6.31 5.52 5.37
70 6.31 5.29 5.09
75 5.98 5.37 4.85
80 5.88 5.09 4.75
85 5.69 4.80 —
90 5.61 — —
95 5.37* — —

Fig. 10 Coarse-grained representation of alkyl ether sulfates (AES). The
number of ethylene oxide (E) beads and alkyl beads (T) are varied in the
simulation.

Table 6 Composition of simulated AES

No. carbon atoms in alkyl tail No. ethoxy groups % wt

12 0 29
12 1 14
12 2 7
14 0 29
14 1 14
14 2 7

Fig. 11 Phases assigned to simulations of AES. Experimental phase
boundaries are taken from Hendrikse et al.49 at 25 1C (data unavailable
at higher temperatures).
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concentrations, a transition is seen to a lamellar phase at
c C 60%.49 The phase progression of AES, as determined using
DPD, is described in Fig. 11, and is found to be in quite good
agreement with experimental data, with simulations showing
the expected L1–H1–La phase sequence.

4 Summary and concluding thoughts

In this paper, we have detailed the phase behaviour of a
DPD model parameterised to describe common sulfate- and
sulfonate-based surfactants. Our results showed good agree-
ment with experimental phase diagrams, and the model shows
excellent transferability across concentrations and to different
molecules. It additionally captures some rather subtle effects
in phase behaviour, spontaneously forming complex archi-
tectures and being sensitive to structural changes in the
molecule. Unlike DPD surfactant models elsewhere in the
literature, we parametrised our initial base model to phase
behaviour information, rather than more specific data such as
surface tension, CMC, or partitioning behaviour. We believe
this parametrisation technique is the key to our model’s
success, as it is transferable to different molecules and repro-
duces their phase behaviour, something we have not seen in
many previous DPD studies.

An interesting point raised in this study is that while our
models were parameterised via their interaction parameters,
the connectivity and shape of the molecule also influence the
phase diagram. With no further parametrisation, simply
describing the structural differences in two LAS isomers is
sufficient for our model to reproduce two distinct sets of phase
behaviour. While a simple understanding of the chemical
interactions that drive surfactant mesophase formation is
important, an equally important role is played by the shape
of the molecule.

By simulating mesophases on these length scales, we can
gain a further understanding of these complex phases that can
be difficult to ascertain experimentally. For instance, the dif-
ference in stability of the hexagonal columnar phase between
our SDS and our linear LAS models reflects the influence of the
surface area to volume ratio in mesophase formation. One
obvious limitation of this work is that we do not account for
electrostatic interactions; therefore, we are unable to investi-
gate the direct influence of salt concentration on the phase
diagram by the simple addition of ions. In our model, the
effects of ions are accounted for entirely via the aij parameters.
The addition of salt would have an effect on water activity and
thus influence the relative aij parameters between solvent and
surfactants (and also to some extent the head group self-
interactions). Therefore, within our model, for simulations with
additional salt, the interaction parameters would need to be
recalculated for a new system. Noting, for example, that a
reduction in the water–water self-interaction leads to a move-
ment of the L1 – lamellar phase boundary of LAS to lower
concentrations, as seen experimentally for LAS on the addition
of salt.72

For the consideration of future work, is interesting to note
that it may be possible to extend the phase diagrams presented
in Fig. 9 with the use of regression algorithms.73 While in this
work we have performed individual simulations for each of the
LAS monomers at different concentrations, one may be able to
infer the phase behaviour of other LAS monomers not studied,
without the need to perform additional simulations, through
the use of a machine learning technique, such as the quadratic
discriminant analysis algorithm (QDA).
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