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A mechanistic understanding of microcolony
morphogenesis: coexistence of mobile
and sessile aggregates†

Palash Bera, a Abdul Wasim a and Pushpita Ghosh *b

Most bacteria in the natural environment self-organize into collective phases such as cell clusters,

swarms, patterned colonies, or biofilms. Several intrinsic and extrinsic factors, such as growth, motion,

and physicochemical interactions, govern the occurrence of different phases and their coexistence.

Hence, predicting the conditions under which a collective phase emerges due to individual-level

interactions is crucial. Here we develop a particle-based biophysical model of bacterial cells and self-

secreted extracellular polymeric substances (EPS) to decipher the interplay of growth, motility-mediated

dispersal, and mechanical interactions during microcolony morphogenesis. We show that the micro-

colony dynamics and architecture significantly vary depending upon the heterogeneous EPS production.

In particular, microcolony shows the coexistence of both motile and sessile aggregates rendering a

transition towards biofilm formation. We identified that the interplay of differential dispersion and the

mechanical interactions among the components of the colony determines the fate of the colony

morphology. Our results provide a significant understanding of the mechano-self-regulation during

biofilm morphogenesis and open up possibilities of designing experiments to test the predictions.

1 Introduction

Self-organization into multicellular communities such as
swarms or biofilm-like aggregates is a common trait in most
bacterial species in nature.1–11 While developing a multicellular
organization, various processes such as cell attachment to a
surface, cell growth, division, differentiation, and secretion of
extracellular polymeric substances (EPS) contribute. Furthermore,
cell motility and dispersion, owing to physicochemical interaction
among the cells and with the surrounding, drives the spatiotem-
poral dynamics of the growing colony.12,13 In a microbial biofilm,
many cells are embedded in a self-produced matrix of EPS
containing polysaccharides, amyloid proteins, eDNA, etc.14,15 Bio-
films formation is a route toward structural integrity, morpho-
logical diversity, and protection of the cell complex from adverse
environmental conditions.16–19 Biofilm-like aggregates cause
many diseases and inflammation in animal tissues and damage
in industrial applications.20,21 The physical interactions of the
bacterial cells among themselves and with the EPS significantly

influence and controls the structure and dynamics of growing
biofilms.22–26

Over the years, several experiments have provided many
insights into the individual and colony level dynamics in
different bacteria.27–32 Besides, many theoretical and computa-
tional models were developed to capture various aspects of the
construction of biofilm-like multicellular organization.22,23,33–38

Majority of these models followed continuum-based approaches.
For example, how EPS contributes to the biofilm expansions
and heterogeneous patterning are discussed in28,39–41 with
continuum-based models. On the other hand, in a dense
bacterial colony, where mechanical interactions among the
bacterial cells and the surroundings appear to be a crucial
factor in driving colony expansion and morphogenesis, alter-
native approaches have been employed to gain insights into the
mesoscopic level interactions among the components. In this
context, several studies have utilized agent-based/particle-
based models or a hybrid type model which can capture the
individual-level interactions among the bacterial cells inside a
colony.22,23,34,42,43 Although these pre-existing studies illuminate
several aspects of the occurrence of collective phases, considerable
effort is needed to understand the influence of the two significant
aspects of a growing bacterial colony: cell motility and physico-
chemical properties of self-produced EPS. In particular, how and
to what extent these two aspects in conjugation with each other
regulate the microcolony morphogenesis is yet to be explored.
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Motility force allows individual cells to propel themselves in
a specific direction. While, in certain conditions, a group of
motile cells can exhibit long-range collective motions in
the form of swirls or whirls,44–46 one of the characteristic
features of developing a biofilm-like structure is the secretion
of extracellular polymeric substances (EPS) in a growing
colony.2,28,40,47–50 The existing literature suggests that the
synthesis and secretion of EPS in a growing colony is a hetero-
geneous process.12 It depends upon the local nutrient
availability.41,51,52 Apart from the heterogeneity in EPS produc-
tion, the physicochemical property of EPS can significantly
control biofilm morphogenesis. These two properties: motility
and presence of EPS, appear to be counteracting in a growing
colony. Therefore, learning the interplay of motility and the
self-produced EPS is one of the key issues which still needs
considerable effort to gain insights into the spatiotemporal
dynamics of a developing biofilm.

Here, we utilized a particle-based model of motile rod-
shaped bacterial cells and self-produced EPS to study the
spatiotemporal dynamics of a growing and expanding bacterial
colony. We observe that the physicochemical properties of the
self-secreted EPS and the local nutrient availability can regulate
the spatial morphology and dynamics in a growing multicellular
colony. In particular, the presence of sticky EPS can facilitate the
coexistence of motile and sessile aggregates within the colony
rendering to the biofilm transition. The heterogeneity of EPS
production across the colony profoundly impacts the coexistence
of such motile and sessile cell aggregates attributing that cells do
not necessarily need to be non-motile in type to develop biofilm-
like structures. Instead, the heterogeneous presence of the self-
produced EPS is a crucial factor. The differential dispersion
among the components thereby determines the outcome of
colony morphology. The present study provides a systematic
understanding of the mechanoregulation of colony morphogen-
esis in conjugation with cell motility and the physical properties
of self-secreted extracellular polymeric substances.

2 Model and method

We consider an individual-based model of bacterial cells and
self-secreted extracellular polymeric substances (EPS) in two
dimensions.8,22,23 Each bacterial cell is modeled as a sphero-
cylindrical particle with fixed diameter d0 and variable length
L = l + d0, where l corresponds to the cylindrical length of the
particle. The position and the orientation of an individual cell are
given by a spatial coordinate -

r(x, y) and a unit vector -
u(ux, uy).

We discretize a 2D simulation box (Lx� Ly) into a certain number of
square grids and keep the nutrient concentration fixed at C0 on
each grid point at the beginning. We have used a sizable simulation
box to avoid any boundary effect, ensuring that no bacterial cell can
cross the boundary during the course of a simulation. Besides, the
nutrient concentration is always kept at a fixed value (C0) at the
edges of the simulation box, which acts as a nutrient reservoir.

At first, a single bacterial cell is inoculated around the center
of the simulation box. The cell grows along its major axis by

consuming the local nutrient from the media. The dispersion
of the nutrient in each grid point (C(x, y)) obeys the diffusion
equation having a sink term as follows

@C

@t
¼ D

@2C

@x2
þ @

2C

@y2

� �
� k

X
Aif C xi; yið Þ½ � (1)

where D is the diffusion constant of the nutrients, xi and yi are
the spatial coordinates, Ai = pr0

2+ 2r0li is the area, r0 = d0/2 is the
radius of the end caps, and li is the length of the ith cell. Here,
the consumption of the diffusing nutrient takes place at a rate
kf(C) per unit biomass density, where f (C) is a monotonically
increasing dimensionless function. In our simulations, we
consider f (C) = C/(1 + C), a Monod function with a half-
saturation constant equal to 1 (in arbitrary units). The linear
growth of each cell obeys the equation: dli/dt = f � (Ai/Ā) �
f (C(xi, yi)), where f is the linear growth rate of the cell and
Ā = pr0

2+ (3/2)r0lc is the average cell area.22,23,34

In a growing bacterial colony, in general, once a cell reaches
a critical length lc, it splits into two daughter cells, at a rate kdiv,
with daughter cells having slightly random orientation com-
pared to the mother cell. This randomness in orientation
assimilates the effect of various deformities like the roughness
of the agar surface, slight bending of the cells, etc. This
stochasticity also confirms that the cell will not form a long
filament-like structure. However, quite interestingly, some spe-
cies depending on environmental conditions, show asymmetric
division in their growing lifestyle.32 In our model, we have also
incorporated the asymmetric division in a straightforward way
by defining a quantity named Division, taking the numbers

from a Gaussian distribution as Division ¼ exp �ðlðtÞ � lcÞ2
ðw� lc2Þ

� �
,

where w = 0.0055, l(t) is the time-dependent length, and lc is the
critical length of the cell. We have put a condition that the cell
will divide if and only if Division 4 rand(), where rand() is the
random number between 0 to 1. Moreover, depending on the w
values, the standard deviation (STD) of the distribution will
change. Fig. S1 (ESI†) shows the distribution of division for
different values of w, which are 10 times larger and smaller
than w = 0.0055. For a large value of w (w = 0.055), the STD of
the distribution is wide, so the cell can divide in a wide range of
l(t), which is unrealistic. On the other hand, for a small value of
w (w = 0.00055), the scenario is the other way around. So we
have chosen an intermediate value of (w = 0.0055) such that
most of the cells can divide at l(t) = lc, but there is a finite
probability for dividing the cells at lc 4 l(t) u 5.6 or 4.4 ] l(t)
o lc. In addition, each bacterial cell can secrete EPS to the
nearby region depending on the local nutrient concentration as
reported in the prior experimental studies.41,51,52 The consump-
tion of nutrients by the cells leads to a depletion of local
nutrient content. Once the local nutrient concentration C(x, y)
reaches a certain low level (C*), it triggers EPS secretion, and
cells commence EPS production with a rate keps in their
surrounding medium. However, our simulation model does
not have an explicit natural EPS degradation. Instead, to avert
the excessive production of EPS locally, we impose a condition
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on the EPS production by considering that it starts when the
local cell area density reaches a certain threshold and stops
once the local EPS area density reaches a maximum
concentration.23 However, it is impossible to determine the
conformation of individual EPS on the scale of the bacterial
colony. Therefore, we have modeled the EPS as spherical
particles with a radius equal to the radius of gyration.27,53 We
have chosen a radius that is half of a bacterial cell’s radius but
larger than the actual size of the EPS. So one can think of a
single sphere as the assembly of EPS particles. Even smaller
size of EPS qualitatively provides similar mechanoregulation as
discussed earlier in Ref.23 However, a relatively larger size of
EPS, as taken, reduces a huge computational cost.

The mechanical interaction between cell–cell, EPS–EPS, and
cell–EPS is repulsive (Frf), which is following the Hertzian
theory of elastic contact6,11 if there are spatial overlaps between
them. The repulsive force between two spherocylindrical rods is
assumed to be the force between two spheres placed along the
major axis at such positions that their distance is minimal.23,33

The repulsive force has been modeled by the expression:
Frf = Ed1/2

0 h3/2, where E is the elastic modulus of the cells and
h = d0 � r represents the overlap between two interacting cells,
where r corresponds to the closest distance of the approach
between the two cells.7,8,22,23,33,34,44 Similarly, a cell and EPS
particle will experience repulsive mechanical force if the closest
distance of approach between them is lesser than the sum of
the radii of the cell and the EPS particle. However, in our
model, to mimic the sticky nature of the EPS to the cell surface,
we have introduced a short-range attractive force (Faf) between
them.12,28,51,54,55 The weak attractive interaction between cell
and EPS is modeled by the attractive part of the Lennard-Jones
(L-J) potential56 as Faf = � 24ed6

eff/r
7 with the range of this

attraction is rcut = 2.5deff where deff = (dcell
0 + deps

0 )/2 and e is the
strength of attraction. So, if there are any overlaps between the
particles, they will experience a resultant repulsive force (Frf).
However, only EPS and cells will sense an attractive force (Faf)
provided they are in certain cut-off distances (rcut). Apart from
the attractive and repulsive forces, each cell is equipped with a
self-propulsive force (Fmf) along the cell’s major axis. However,
the exact generic functional form of the self-propulsion force is
not precisely known. Furthermore, to study various biologically
relevant properties, the motility force can be modeled in
different ways, such as local density-dependent motility force
in the case of quorum-sensing,9,57 aspect ratio-dependent
motility force for swarming motion,44 etc. For simplicity, we
have taken a constant term for motility force, i.e., Fmf = fmot

which physically makes them active58,59 in nature. Besides,
each particle experiences a random force z from the surround-
ing medium. It is taken from a uniform distribution within
a range � 10�3 Pa mm2 to + 10�3 Pa mm2. The schematic
representation of the entire model is demonstrated in Fig. 1.

In our model, each particle follows over-damped dynamics,
i.e., the medium viscosity dominates over the inertia. It sug-
gests that the linear and the angular velocities are proportional
to the force and the torque experienced by the particle, respec-
tively. Therefore, the equation of motion of each particle can be

written as

_~r ¼ 1

ZL
~F ¼ 1

ZL
~Frf þ ~Faf þ ~Fmf þ~z
� �

(2)

~o ¼ 12

ZL3
~t (3)

where _~r, Z, o, and t are the linear velocity, friction coefficient
per unit length, angular velocity, and torque, respectively. Each
agent follows the same equation of motion, except for EPS
particle Fmf = 0, as they are non-motile. Here, we are not
interested in any temperature-dependent biofilm morphogen-
esis. We have chosen the value of z within the mentioned range
so that the particles in our model can feel very weak randomness in
their motion. To study the temperature-dependent biofilm phe-
nomena, one should consider the Brownian dynamics simulation
with a white noise that follows the fluctuation-dissipation theorem,

i.e., ~ziðtÞ �~zjðt 0Þ
D E

¼ 4kBTZLdijdðt� t 0Þ. Here kB and T denote the

Boltzman constant and temperature, respectively. The particle’s
new positions and velocities are determined by solving the
equations of motion using the simple Euler method60,61 along
with solving the diffusion equation for the nutrients. Due to the
abundance of nutrients at the colony front, the cells will
consume more nutrients and divide rapidly compared to the
colony’s center, which implies the colony will always grow with
time. In our simulations, we have set a condition that if the
number of agents (cells + EPS) reaches a certain number Nmax =
25 000, the colony’s growth will stop. This condition also
ensures that within the simulation time, the front of the colony

Fig. 1 (a) A schematic representation of spherocylindrical cell with
diameter d0 and cylindrical length l. Cells can grow as a function of time
at a particular rate. It is more likely to split into two daughter cells when it
reaches to a critical length and there is a random kick in their new
positions. (b) Coil-like polymeric EPS has been modeled by spherical
particles. (c) Repulsive mechanical interaction between two rod-shaped
cells. (d) EPS-EPS and cell-EPS are interacting with a repulsive interaction if
there are spatial overlaps. Cell-EPS are interacting via short-range attrac-
tive force if they are in a certain cut-off distance. Motility force acts along
the long axis of the cell.
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will never reach the boundary of the simulation box. In the
remainder of the paper, length and time are re-scaled by the
diameter of the cell (d0) and 1/cell division rate (1/kdiv) respec-
tively to make them dimensionless. Table S1 in ESI† contains
the values of all the parameters and the constants used in our
simulation.

3 Results and discussion

The present study focuses on the microcolony morphogenesis
facilitated by the presence of self-produced EPS, rendering
towards transitions from a colony of motile cells to biofilm-
like aggregate motivated by the existing experimental studies.30

To get a mechanistic understanding, we consider a particle-
based model of bacterial cells and explicit EPS and perform
computer simulations starting from a single bacterial cell
developing a multicellular spatial organization. We have inves-
tigated three significant features which influence a growing
bacterial colony: (i) physicochemical property of EPS:
weakly attractive/sticky in nature, (ii) self-propulsion force/cell
motility, and (iii) nutrient-dependent cell-growth and EPS
production. In response to the interplay of these factors, the
morphology and spatiotemporal dynamics of a growing colony
distinctly vary.

Sticky EPS facilitates biofilm transition rendering coexistence
of motile and sessile aggregates

We begin our study by considering that an individual cell has
self-propulsion ability; it elongates utilizing the available local
nutrients and replicates when it reaches a threshold cell length.
Additionally, each cell has a probability of secreting EPS in the

surrounding media depending upon the local nutrient level,
and those EPS are weakly attractive to the bacterial cells.
A snapshot of a simulated growing colony is depicted in
Fig. 2(a) at a sufficiently long time (tkdiv = 30.0) for cells having
constant motility force fmot = 500 Pa mm2, EPS production rate
keps = 1.0 h�1 and for a moderate initial nutrient concentration
C0 = 3.0 fg mm3. As given in Table S1 in ESI,† all the other
parameters are kept the same throughout the text unless
otherwise mentioned. The spatial organization of cells and
EPS particles corresponding to Fig. 2(a) is determined by
calculating the radial density of the cells and EPS particles
and depicted in Fig. 2(b). To estimate the radial density, we
have first determined the distance of each particle (cell and
EPS) from the center of the colony. By plotting the histogram of
these distances and subsequently fitting the histogram using a
Kernel Density Estimation (KDE) plot,62 we obtain the radial
density of the particles as a function of the distance from the
center of the colony. The radial density plot shows the presence
of both cells and EPS particles in the colony’s interior, whereas
a thin rim of only cells is observed at the periphery of the
growing colony. Corresponding video (Video S1, ESI†) of the
simulated colony demonstrates that cells grow, divide, move,
secrete EPS in the nearby area depending upon the local
accessibility of the nutrients and interact through mechanical
forces to self-organize. The self-secreted EPS being a bit sticky,
can self-regulate the spatiotemporal organization and movement of
the components of a growing colony. The Video S1 (ESI†) reveals
the presence of apparently distinct phases of sessile aggregates and
some motile cells within the colony’s interior and mobile phases
(only cells retaining their motile state) at the expanding periphery.
The existence of mixed phases in a growing colony attributes to
biofilm morphogenesis.

Fig. 2 (a) A time snap of simulated colony of a growing bacteria at a long time tkdiv = 30.0 in the presence of self-secreted sticky EPS for an initial
nutrient concentration C0 = 3.0 fg mm3 and cell motility force fmot = 500 Pa mm2. Spherocylindrical bacterial cells and spherical EPS are represented in
cyan and red color respectively. Peripheral cells remains in motile state, but the interior cells have initiated to transform into sessile state (almost
immobilized) in response to the interaction with the sticky EPS. The gray line represents the scale bar which corresponds to 20.0/d0 (in length unit).
(b) The radial density profile of the cells and EPS particles as a function of the distance from the center of the simulated colony determined for the
Fig. 2(a). EPS particles reside mostly in the interior of the colony mixed with cells and a peripheral rim of only motile cells are observed.
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In order to quantify the spatial heterogeneity within the
growing colony consisting both mobile and sessile aggregates,
we determine the mean squared displacement (MSD) of indi-
vidual cells. For dispersal of a particle, MSD is defined as MSD
(r2(t)) = h|-r(t + t) � -

r(t)|2it, where t is the lag time, -
r is the

position of the cell, and angular brackets denote the time
average. In general, MSD can be fitted with a power-law as
r2(t) B tb, where b is called MSD exponent. The time profiles of
MSD and MSD exponents allow us to characterize the type of
dispersion i.e., how fast or slow the particles are spreading in
the space. b = 1 indicates the standard diffusion, b o 1 implies
the sub-diffusion, and b 4 1 specifies the super-diffusion.
Since, in a growing colony, individual bacterial life span varies
with time, it is not straightforward to calculate the MSD.
We strategically determine the MSD by first considering a circle
about the center of the colony for a particular radius (r/d0 = 60).
After a specific time (tkdiv = 26.8), as the colony expands, we
track those bacteria which belong to this particular radius
in that period. We divide the lag time into two intervals with
t1kdiv = (0–0.2), defined as short time lag, and t2kdiv = (0.2–0.4),
defined as large time lag, to observe the different time scale
behavior in observed MSD values.

Fig. 3(a and b) show the MSD as a function of lag time for
10 cells and distribution of MSD exponents for all the cells of
the colony in short lag time t1kdiv((0–0.2)) respectively. From
these figures, it is clear that most cells show super-diffusion in
a short time lag t1kdiv. On the other hand, Fig. 3(c and d) depict
the MSD of the 10 cells for a large lag time t2kdiv((0.2–0.4))
which reveals the presence of both sub and super diffusion of
the cells respectively. The distribution of MSD exponents of all
the cells determined for large lag-time t2kdiv as demonstrated in
Fig. 3(e) also complement the fact that for a large time lag
t2kdiv, there are co-existence of cells with sub and super diffu-
sion. As apparent from the Fig. 2 and 3(e) along with the
corresponding Video S1 (ESI†), we observe that there are two
dynamic phases of bacteria, i.e., the periphery of the colony
cells are motile and at the center of the colony, they are
undergoing a transition to a biofilm with the assistance of
embedded EPS particles.

To get a better insight into the EPS profile of the colony, we
have determined the number of EPS particles as a function of
time for the whole colony and a circular region within the
colony interior. Here the circular region corresponds to the
region we used for the MSD calculation. We have scaled the
number of EPS between (0–1) for both cases. Fig. S2(a and b)
(ESI†) represent the number of EPS particles as a function of
time for the whole colony and the particular circular region,
respectively. Due to the spontaneous secretion of the EPS
into the medium, the EPS profile for the whole colony is an
increasing function of time. On the other hand, due to the
limited available space in two dimensions and local EPS
density-dependent termination of EPS production, the EPS
profile for the circular interior region of the colony starts to
saturate in longer times. These observations are qualitatively
well corroborated with the previous experimental findings in
the case of an early stage of the biofilm.63,64

In general, non-interacting active Brownian particles, in the
presence of a homogeneous medium, show super diffusion at a
short time scale and normal diffusion at a much larger time
scale.65,66 The super diffusion is mainly mediated by the
activeness of the particles that provide the directed motion at
a short time scale. On the other hand, over a long period, the
orientation and direction of the particles are randomized due
to their rotational motion, which bestows normal diffusion.
However, in our simulations, the motile cells interact with each
other and with the EPS, and the medium is no longer homo-
geneous due to the presence of EPS. Under these conditions,
the bacterial cells show super-diffusion at a short lag time scale,
and super and sub-diffusive cells coexist at a longer lag time.
Self-secreting sticky EPS mainly mediates the sub-diffusion.

At this point, we simulated a growing colony in the absence
of EPS production keeping all the other parameters as same
as used in Fig. 2. Fig. 3(f) manifests the distribution of MSD
exponents for a simulated colony in the absence of EPS
production for a large lag time t2kdiv. We observe that all the
bacterial cells show super-diffusion suggesting cell motility
mediated fast dispersal.

Fig. 3 (a) MSD as a function of lag time for 10 cells from the colony and
(b) the distribution of MSD exponents for all of the cells in short lag time
t1kdiv. The time profiles of MSD for (c) sub-diffusive and (d) super-diffusive
cells respectively with longer lag time t2kdiv. Here we have shown
10 trajectories for both the cases. Distribution of MSD exponents of cells
in presence of (e) sticky EPS and (f) in absence EPS respectively for a longer
lag time t2kdiv. For sticky EPS, there is a co-existence of super and
sub-diffusive cells. But in the absence of any EPS, almost all of the cells
in a colony display super-diffusion. In (a, c and d) scatter points and dotted
lines represent the simulated data and fitted data respectively while the
black solid line indicates the standard diffusion (slope = 1) which acts as a
reference line.
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We extended our investigation on how EPS production
controls the dispersion of the cells within the growing colony,
by performing simulations for an increasing values of EPS
production rate keps as: 3.0, 5.0, 7.0, and 10.0 h�1. We evaluated
the fraction of cells showing sub-diffusion by the ratio of the
number of sub-diffusive cells and the total cells present within
the circle (as discussed earlier). Fig. 4(a) represents the bar plot
of the fraction of sub-diffusive cells as a function of keps for a
particular motility force fmot = 500 Pa mm2 for a large time lag
(t2kdiv). We have also estimated the total number of EPS
particles corresponding to the different values of keps and
depicted in a bar plot (Fig. 4(b)). Both Fig. 4(a and b) reveal
that the fraction of sub-diffusive cells and number of EPS
increase with keps. However, the increase is significantly low
for high values of keps. Since EPS production depends on several
factors such as the local nutrient-concentration, cell area
density and also the EPS area density on the two dimensional
surface, even with the higher values of keps, the EPS-production
will self-saturate for these constraints. Altogether these results
identify that both cell motility and heterogeneous presence of
sticky EPS in a growing colony are essential for the coexistence
of mobile and sessile phases rendering a biofilm transition. In
what follows, we will next discuss how and to what extent cell
motility can regulate the colony features to get further insights
into biofilm transition.

Cell motility regulates colony compactness and local order

For motile bacteria, self-propulsion force is a salient feature
that helps them move to the nearby regions to search for
nutrients for their survival. Depending on bacterial species
and surrounding conditions, motility might vary. How does
the variation of motility force impact the spatial architecture of
a growing colony? By varying motility force, we analyze an
expanding colony’s spatiotemporal organization. Fig. 5(a–d)
represent the snapshots of the bacterial colony at a particular
time (tkdiv = 35.0) for an increasing value of self-propulsion
force: fmot = 100, 300, 500, and 700 Pa mm2 respectively, keeping
all other parameters same as used in Fig. 2. It is apparent from
Fig. 5 that the spatial morphology varies, and we observe a
transition from compact to a sparse colony for the higher values
of motility forces. To quantify the compactness of a growing
colony, we define a quantity called ‘‘sparseness (Sp)’’, as

Sp ¼ 1� Aparticles

Acolony
, where Aparticles and Acolony are the area of

the particles and area of the colony respectively. To determine
Sp, we first evaluate the distance of each particle after a certain
time (tkdiv = 3.0) from inoculation from the center of the colony
and compute the maximum distance of the particle in the
growing colony. We consider a circle of a radius identical to
the maximum distance of the particle at that time and calculate
the area of this circle (Acolony) and the total area of those
particles (Aparticles) belonging to this circle. So, Sp B 1.0
indicates that particle’s area is very low compared to the colony
area, and Sp B 0.0 suggests that the particle’s area and the
colony area are nearly equal. Fig. 5(e) illustrates the sparseness
of the colony as a function of time with a variation of motility
forces. We observe that sparseness is high for each of the
simulated colonies irrespective of their different motility forces
( fmot = 100–700 Pa mm2) at the early stage of micro-colony
morphogenesis. However, at the later stage, sparseness values
show decay and saturate to a fixed value for each case. It is also
evident from the Fig. 5(e), that the sparseness value is larger for
colonies with higher cell motility forces. The underlying reason
of compact to sparse colony organization with increasing values
of motility can be understood by considering two velocities:42

(1) a growth-induced velocity (vg) and (2) the self-propeling
velocity (vmot) and their competition. For larger values of
motility force, self-propulsion velocity vmot dominates over vg,
developing more sparse colony with less order compared to the
smaller values of motility force where vg dominate over vmot.
These similar types of observations were also previously
reported for a non-motile bacterial colony26 where low diffu-
sion of the particles led to the formation of compact clusters.
Furthermore, we address how different values of motility forces
can affect the colony dynamics by calculating the fraction of
sub-diffusive cells as a function of fmot for large time lag (t2kdiv)
and depicted in a bar diagram as given by Fig. 5(f). We observe
that for fmot = 100 Pa mm2, B50% of the total cells are showing
sub-diffusion. But for, higher values of motility forces B 20%
of the total cells reveal the sub-diffusive nature. This result
supports that the stickiness of the EPS is not high enough to
suppress the motility force of the bacterial cells.

To shed light on how the interaction between motility and
steric forces can influence the local spatial organization of the
cells in a growing colony in two dimensions, we first calculate
the radial distribution function of the cells. This has been
done, once the colony reaches to a steady-state after a suffi-
ciently long time (tkdiv = 35.0). Here steady-state means that
after a certain time the structural properties of the colony are
not changing significantly with respect to the time. From
Fig. 5(e), it is evident that after a sufficiently long time the
sparseness of the simulated colonies show a saturation with
respect to time for any value of motility force. The radial
distribution function is defined as gðrÞ �

P
i

P
jai

d ~r�~rij
� �

, where

-
rij is the distance between ith and jth particle. Fig. 6(a) depicts
the radial distribution functions of cells. As demonstrated in
Fig. 6(a) and inset figure, an initial sharp peak appears at a very

Fig. 4 Bar plots of (a) the fraction of sub-diffusive cells and (b) the
number of EPS particles as a function of EPS secretion rate (keps). Both
the fraction of sub-diffusive cells and number of EPS increase slightly
with keps.
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short distance followed by a gradual decrease signifying an
almost homogeneous colony spread of the cells. However, a
close look reveals that for higher values of motility force the
peak values are slightly larger compared to lower values of
motility forces. This observation indicates that though for
higher values of motility force the colony is more sparse, the
cells are more ordered at shorter distances compared to the
lower values of motility forces. In general, many active micro-
organisms such as bacteria, sperms and epithelial cells, etc.,
exhibit a wide variety of collective behavior and patterns.67–70

Self-propulsion force in the form of activity is responsible
for such collective motion in which in the absence of any
alignment mechanism, the activity provides effective alignment
and makes them cooperative.71,72 Overall, here the observation
suggests a motility-induced collective dynamics.

To gain further insights into the local organization of the
cells, we compute the hexatic order parameter c6,73,74 defined as

cj
6 ¼

1

nj

Xnj
k¼1

expði6ykj Þ (4)

where nj is the number of neighbors of particle j within a certain
cutoff distance and yk

j is the angle between the vector from particle j
to its neighbor k which is (-rj �

-
rk) and the x-axis. c6 can vary

between 0 and 1. |c6| = 1 means perfect hexagonal arrangement
and |c6| = 0 indicates random arrangement. Fig. 6(b) repre-
sents the probability distribution of |c6| of the cells for
different values of motility forces. Here probability distribution
is normalized such that

Ð
Pðc6Þdc6 ¼ 1 and for neighbor

searching of each particle we have chosen the cutoff as rcut =
8.0/d0. From this figure, it is clear that for a higher value of

Fig. 5 Snapshots of growing bacterial colony in the presence of sticky EPS for different values of the self-propulsion forces: (a) fmot = 100 Pa mm2,
(b) fmot = 300 Pa mm2, (c) fmot = 500 Pa mm2, and (d) fmot = 700 Pa mm2 respectively. The gray line in each snapshot represents the scale bar which
corresponds to 20.0/d0 (in length unit). (e) Plot of sparseness (Sp) as a function of time for different motility forces. With increasing values of motility
forces, the colony becomes compact to sparse. (f) Percentage of sub-diffusive cells as a function of different motility forces through a bar diagram. Here
error bars represent the standard error. All the other parameters remain the same as mentioned in Table S1 (ESI†).

Fig. 6 Radial distribution functions of cells for different values of motility
force. The inset figure represents the zoomed version of main figure for
smaller values of r. For higher values of motility force, the cells are more
collective at shorter distances compared to the lower values of motility
forces which suggests motility-induced collective motion. (b) Distribution
of hexatic order parameter |c6| of cells for different value of motility forces.
For a higher value of motility forces the high |c6| values are significantly
larger compared to the lower value of motility forces which implies
motility induced ordering among the cells.
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motility forces the distribution is broader i.e. high |c6| values
are significantly larger compared to the lower value of motility
forces which implies again motility induced ordering among
the cells.

At this stage, we will now investigate the combined effect of
the nutrient-dependent growth and motility force in colony
morphodynamics.

Competition between growth-induced internal stress and
motility force

In a growing bacterial colony, initial nutrient concentration C0

is a key factor that controls the growth and associated mor-
phological dynamics. To decipher the effect of nutrient concen-
tration, we performed computer simulations by varying C0

keeping all other parameters the same as Fig. 2. Fig. 7(a–d)
represent the snapshots of the bacterial colony for a particular
time (tkdiv = 17.5) for different values of initial nutrient concen-
tration as C0 = 3.0, 10.0, 20.0, and 30.0 fg mm3 respectively. It is
apparent from Fig. 7(a–d) that the colony is spreading more
quickly for higher values of C0. To quantify the growth
dynamics concerning the variation of C0, we calculate the total
area covered by the particles (cell + EPS) and the speed at which
the colony expands. The front speed of the colony is deter-
mined by computing the rate of change of the colony area

occupied by the particles and defining it as V ¼ 1

L

dA

dt

� 	
, where

L is the length of the simulation box and h. . .i denotes the
ensemble average. Fig. 7(e and f) illustrate the area covered by
the colony and front speed as a function of time for different

values of C0. For larger values of C0, cells grow faster and hit
quickly to the division length and are more likely to replicate,
thereby causing a rapid increase in the area of the growing
colony. This observation complements the higher value of the
front speed of the colony. However, we have not found any drop
in the velocity profile of the colony front.75 In our model,
there exists a nutrient reservoir at the edges of the simulation
box, thereby causing a constant supply of the nutrients.
Subsequently, the motile bacteria consume nutrients from the
medium and will divide spontaneously. It always leads to an
increase in the velocity of the colony front. To verify this fact,
we performed a new set of simulations by removing the
nutrient reservoir from the edges of the simulation box, keep-
ing all other parameters as same as used in Fig. 2. Fig. S3 (ESI†)
presents the velocity profile of the front of the colony as a
function of time in the absence of a nutrient reservoir. The plot
in Fig. S3 (ESI†) shows a clear drop in the velocity profile. This
observations suggest that after a certain time, the growth of the
colony halted due to insufficient nutrients.

Moreover, recent experimental studies76,77 have highlighted
a collective oscillation in biofilm expansion and these oscilla-
tions are coupled with the metabolic product formation and the
nutrient availability within the biofilm. However, in our case,
we have not found any oscillatory behavior in the front speed
and the stress profiles of the colonies. We hypothesized numer-
ous underlying reasons for such contrasting behavior in our
case, such as: (i) bacterial cells are self-propelled or motile,
(ii) metabolism and cell death is not included in our model,
(iii) cell division and growth rate are not directly coupled with
the local nutrient concentration, etc. Nonetheless, we have also

Fig. 7 Snapshots of growing bacterial colony in presence of sticky EPS with motility force fmot = 500 Pa mm2 for different values of initial nutrient
concentration: (a) C0 = 3.0 fg mm3, (b) C0 = 10.0 fg mm3, (c) C0 = 20.0 fg mm3, and (d) C0 = 30.0 fg mm3 respectively at a particular time tkdiv = 17.5.
The gray line in each snapshot represents the scale bar which corresponds to 20.0/d0 (in length unit). With increasing values of initial nutrient
concentration, the colony is spreading more quickly. (e) Surface coverage and (f) front speed as a function of time for different values of initial nutrient
concentration. Both are increasing with C0, due to faster cells divisions. Time profiles of (g) force and (h) stress for different values of C0. For figures
(f, g and h) the color coding is the same as the legend of figure (e). Error bar represents the standard error.
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computed the front speed considering a non-motile bacteria
with

-

Fmf = 0, keeping all other parameters as same as used in
Fig. 2. Fig. S4 (ESI†) represents the front speed of the colony as
a function of time. It is evident from Fig. S4 (ESI†), that
the front speed is not a smooth increasing function of time,
rather there are few crests and troughs in the plot of speed
in some intervals which suggests an oscillatory nature in the
front speed.

For larger values of C0, cells experience a large mechanical
force that stems from growth and rapid cell division. We
evaluate total force and total stress, acting on the bacterial

cells. The total force and total stress are defined as j~Ftotj ¼

j~Frf þ ~Faf þ ~Fmf þ~zj and st ¼
j~Ftotj
Atot

respectively, where Atot is the

total area covered by the bacterial cells. Fig. 7(g and h) repre-
sent the total force and total stress as a function of time
respectively. The results manifest that both the force and stress
are larger for a higher value of C0. However, at a longer time,
the stress curve saturates. The underlying reason is that for a
longer time, due to fast cell growth and divisions, the rate of
change of the area of the colony is almost equal to the rate of
change of total force acting on the cells leading to a saturation
of the total stress. This observation suggests a competition
between growth-induced internal stress and self-propulsion
force which diminishes the unidirectional motion of cells.
To justify this argument, we compute the MSD of cells in a
growing colony for initial nutrient concentration C0 = 10.0 fg mm3

and make a distribution of MSD exponents. As depicted in Fig. S5(a
and b) (ESI†), more cells show sub-diffusion for both small (t1kdiv)
and large (t2kdiv) lag times in comparison to C0 = 3.0 fg mm3

(Fig. 3(b and e)). Due to the larger access to the local nutrient
concentration for higher C0, cells grow, divide, and cover a
certain area faster than growing in a lower C0. A close look at
the stress curves reveal that there is a small drop in the stress
values for C0 = 20 fg mm3 and C0 = 30 fg mm3. The decrease in
the stress values might be due to the presence of some vacant
space inside the growing colony which are covered by the
bacteria in the next time step. Under this scenario, the area
of the colony increases but the force does not increase much
which leads to a drop in the stress curve. However, these drops
are within the standard deviation.

We now analyze how does the nutrient concentration profile
change for different values of motility forces. We evaluate the
mean value of nutrient concentration as denoted by Cavg =
hC(t)/C0i, where C(t) and C0 are the time-dependent and initial
nutrient concentration in each grid point respectively. The
angular bracket denotes the average over all the grid points.
Fig. 8 illustrates the change of Cavg as a function of time (tkdiv)
for different values of motility forces. We notice that Cavg of the
different colonies show a similar decay with respect to the time
initially (up to tkdiv B 15) and differ in a later stage, showing a
slower decay for the low motile cells compare to higher motile
cells. For larger values of self-propulsion forces, as cells spread
rapidly across the colony, they can utilize the available nutri-
ents to grow fast and divide and multiply in numbers, thereby
causing a quicker depletion of local nutrients. This behavior of

colonies with different cell motility suggests that although high
motility forces help in spreading in search of food, colonies
with lower values of motility forces of the cells will survive for a
longer time with the conserved initial nutrients.

4 Summary and concluding remarks

Bacterial aggregation, spread, and pattern formation have
immense importance for their survival and biological function-
ing. These features play a crucial role in infections and spread-
ing, biofilm formation, and antibiotic resistance. Over the
years, experimental and theoretical research have illuminated
underlying structural complexities and dynamics in multi-
cellular organizations. Although bacterial cells are rigid and
hardly deform under external forces, their multicellular orga-
nizations, such as biofilms, are dynamic and active. At the
community level, they appeared to be able to generate mechan-
ical forces and respond to the changing environment poten-
tially. Existing studies have established that mechanical forces
and physicochemical factors can profoundly influence the
spatial morphology and pattern formation in multicellular
microbial communities.7–9,22–25,33–35,39 It is now becoming
increasingly relevant to consider mechanical interactions while
underpinning the spatiotemporal evolution and dynamics in
multicellular systems composed of mesoscopic objects such as
bacterial cells.

The dynamics, architecture, morphogenesis, etc., of a bac-
terial colony, can vary depending on the different variants of
the same species. Here, we are mainly motivated by the recent
seminal work of Worlitzer et al.,30 on bacteria Bacillus Subtilis
where they have reported that only the matrix builders cells can
transform from a motile to a biofilm state. This transition
mainly occurs in the intermediate regions between the colonial
center and its edge, where cells embedded in EPS start to form
dense stationary aggregates. Both physical and biological
processes drive this transition, but the interplay between these
is still elusive. Our work attempts to understand the role of

Fig. 8 Mean nutrient concentration Cavg = hC(t)/C0i as a function of time
for different values of motility forces. Here error bars represent the
standard error.
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physicochemical interactions that trigger biofilm formation.
However, the exact mechanism and conditions of EPS produc-
tion are lacking. A few experimental studies41,51,52 have claimed
that the depletion of nutrients triggers EPS production in a
growing colony. Based on these studies, in our model, we have
implemented that EPS production depends on a threshold of
local nutrient concentration. From Fig. S2(b) (ESI†), it is clear
that the production of EPS in the interior region of the colony is
saturating slowly due to the limited available space in two
dimensions and local EPS density-dependent termination of
EPS production. In our model, the EPS are mainly secreting at
the regions between the edge and interior of the colony but not
at the exact leading edge of the colony as mentioned by
previous studies.29,78 The underlying biological origin and exact
mechanism might be more complex such as EPS produc-
tion might be some complicated function of local nutrient
concentration.

Here, we have investigated microcolony morphogenesis
focusing on the physicochemical properties of self-secreted
EPS, cell growth, and motion during colony development using
a particle/agent-based model from the perspective of soft
matter physics. The spatiotemporal dynamics of a growing
monolayered microcolony is understood in terms of its primary
components, i.e., the rigid rod-like cells and the self-secreted
EPS in the media. Furthermore, heterogeneous expression of
EPS due to the spatial heterogeneity of the local nutrients set up
concentration gradients within the biofilm, which on the other
hand, generates mechanical forces relevant for spreading and
spatial patterning. Moreover, the properties of EPS profoundly
impact the structural integrity and morphological dynamics of
the growing microcolony biofilms.

Our simulation results reveal a dynamic phase transition
indicating the presence of coexisting phases of mobile and
sessile aggregates during micro-colony morphogenesis. Speci-
fically, in weakly attractive/sticky EPS, we find a dynamics
phase transition where cells inside the colony interior form
sessile clusters surrounded by motile cells. The cells at the
outermost layer remain motile due to the high accessibility of
nutrients and less EPS production. We observe the presence of
coexisting cells which follow sub-diffusion and super-diffusion
simultaneously for a longer lag time scale. Our control simula-
tion of a growing colony without self-produced EPS does not
show such sub-diffusive dynamics even in a longer lag time
scale. These observations support that transition from motile to
biofilm-like aggregates is mediated by self-secreting sticky EPS.
For this type of growing bacterial colonies with motile cells, the
self-propulsion force helps the cells to form small aggregates,
and sticky EPS increases the adherence of the cells within the
clusters. Therefore, the co-existence of two dynamical phases
is conciliated by joint ventures of these two properties (cell
motility and sticky EPS).

Most bacterial biofilms are sessile communities that self-
organize into 3D structures, with cells embedded in a self-produced
extracellular polymeric substances (EPS).28,79 Furthermore, chemo-
tactic aggregation, swirling, and swarming are standard features
observed in multicellular bacterial colonies.80–83 Besides, it is

also evident in recent study that chemical stress can induce
single to multilayer transition or three-diemnsional island
formation in bacterial swarms.84 However, the present study is
focused on understanding mechanical self-regulation during
colony morphogenesis following a minimal two-dimensional
biophysical model of cells and self-produced EPS. Despite its
simplicity, our model provides crucial insights into the spatial
morphology and dynamics of a growing biofilm. We find that the
combined effects of cell motility, growth-induced stress, and
mechanical interactions among the biofilm components regu-
late the spatial heterogeneity and pattern formation during
biofilm morphogenesis. One of the advantages of our model,
owing to its simplicity, is that it can predict and provide
biophysical intuition for the different behaviors exhibited by
a multicellular microbial community for varied conditions.
We believe our theoretical predictions have the potential to
guide future experiments on biofilm formation.

In the future, it would be logical and interesting to extend
our model in 3D to learn how different factors contribute to the
shaping of a mature biofilm. Besides, it would be interesting to
investigate if chemotaxis, confinement, cell death, etc., further
influence biofilm morphogeneis.33,39,85 Furthermore, incorpor-
ating nutrient-coupled division rate, nutrient-dependent
sporulation, and detailed investigation of EPS production
might provide much more realistic biofilm morphogenesis.
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