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numerical investigation of
microbial growth in two-phase saturated porous
media at the pore-scale

Gion Strobel, *a Jan Zawallich,*b Birger Hagemann,a Leonhard Ganzera

and Olaf Ippischb

Efficient long-term storage of energy is of crucial importance for an economy which is completely

based on renewable energies. Subsurface storage of green hydrogen could contribute substantially

to reaching this goal. However, the injection of hydrogen into the subsurface could lead to an

increased activity of microorganisms which results in gas conversion and an increase in biomass. In

this work, the growth of methanogenic microorganisms was studied by a combined experimental

and numerical modeling approach. For the experiments, artificial porous structures between two

glass plates, referred to as glass–silicon–glass micromodels, were used. These transparent quasi-

two-dimensional micromodels allow the direct observation of microbial processes by microscopic

analysis. Experiments were performed under static and dynamic conditions to get a detailed insight

into the temporal and spatial dynamics of the microorganisms. The experiments were

accompanied by two-dimensional reactive transport modeling to further improve the

understanding of microbial dynamics. The model takes into account gas and water as phases and

the diffusive transport of the substrate inside both phases. A Monod model is used for describing

the growth of microbes inside a partially saturated porous medium. The experimental and

simulated data are in very good agreement. It has been shown that during the static experiments,

nutrient-limited growth inside the liquid phase of the porous medium takes place. However, during

dynamic experiments with a re-supply of nutrients, the microbial density quickly reaches

a maximum near the gas/liquid interface. Growth is continuous but much slower further away from

this interface. The study shows new substantial findings which can serve as a basis for developing

improved models on the continuum scale and can be used to optimize the management of long-

term storage systems in deep reservoirs.
1 Introduction

Due to the increasing share of renewable energy production and
the consequent development of a hydrogen-based economy,
a suitable long-term storage solution for hydrogen is necessary.
Based on already established subsurface storage technologies
for natural gas, hydrogen could either be stored in leached salt
caverns for short-term periods or in naturally formed porous
structures for long-term storage. The feasibility of cyclic
underground hydrogen storage to balance electrical energy
supply from renewable sources was already studied theoretically
and demonstrated in rst eld tests.1–3
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The injection of hydrogen could lead to an increased activity
of microorganisms in the subsurface. Microbial impacts are
already known from former town gas storages (with up to 60%
H2) and were shown for an underground hydrogen storage eld
test with 10% H2.3,4 Four different metabolic pathways are dis-
cussed for the use of hydrogen as an energy source: methano-
genesis, sulfate-reduction, homoacetogensis, and iron-
reduction.5 The last three metabolic pathways would result in
an irreversible loss of energy. In contrast, methanogenesis by
methanogenic archaea could lead to the production of
methane, which has advantageous chemical properties
compared to hydrogen: it has a higher caloric value, could be
distributed over the existing gas grid, and be used to drive
existing power plants, heating systems, and vehicles. If the
hydrogen produced from renewable energy would be injected
together with captured carbon dioxide and any gas leaks could
be excluded, the produced methane would be climate-neutral. A
system designed to stimulate this process is called an under-
ground methanation reactor.5–7
Sustainable Energy Fuels, 2023, 7, 3939–3948 | 3939
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Microbial effects are usually studied in the laboratory by
incubation or batch experiments. For this purpose, brine
samples are taken from the reservoir, transferred under anaer-
obic conditions, and incubated in the laboratory with or
without the addition of additives.4 Subsequently, it is observed
whether microbial growth or conversions take place.

Amigáň et al.8 conducted such experiments with samples
from the Czech gas storage in Lobodice. They have shown the
potential of methanogenic archaea, which have converted part
of the hydrogen intomethane. In the Underground Sun Storage3

and Underground Sun Conversion projects,9 similar reactor
experiments have been conducted to study the growth of
microorganisms with a mixture of brine, rocks, and a methane–
carbon dioxide–hydrogen mixture (4% H2, 0.3% CO2 and rest
methane). The results show a strong shi in the microbial
consortium towards methanogenic species, a decrease in the
hydrogen concentration, and an increase in the methane
concentration. Thus, the potential for methanogenesis was also
shown for this reservoir.

However, while incubation and batch reactor experiments
can be used to determine the potential for methanation, the
actual dynamics in gas storage can only be determined to a very
limited extent as there are important differences between the
conditions in batch reactors and storage reservoirs:

� Batch reactors have a much smaller interfacial area
between the phases than partially water-saturated rocks in
a reservoir.

� The liquid solution in batch reactors is well mixed while in
a gas storage water has limited mobility and trapped water
bodies can even be completely separated from each other.

� Interactions with ow and transport processes as they
occur in a gas storage are not reected in batch reactors.

To overcome these shortcomings, a microuidics approach
is used in this work to study microbial methanogenesis. In this
experimental technique, the storage rock is represented by
articial porous structures between two glass plates, referred to
as a glass–silicon–glass micromodel. These transparent quasi-
two-dimensional micromodels allow the direct observation of
microbial processes by microscopic analysis.

The methodology has already been used before to investigate
uid dynamics and microbial growth.

Regarding uid dynamics during underground hydrogen
storage, microuidics was used recently to study possible
wettability and relative permeability changes. Van Rooijen10

presents an experimental design where hydrogen in the gaseous
phase is injected into a micromodel to study the dynamic
contact angles between water, hydrogen, and solid grains.
However, no microbes are used in the experiments. A second
study that used microuidics to study the ow of hydrogen in
porous media was published by Lysyy et al.11 Similar to the study
by Van Rooijen, the focus of this research is the multi-phase
ow of hydrogen and water in porous media, but no micro-
bial growth is involved.

However, also the capability of studying microbial growth in
micromodels, which represent the porous medium, is demon-
strated by several authors. Liu et al.12 presented the use of
microuidics to study sulfate-reducing microbes during
3940 | Sustainable Energy Fuels, 2023, 7, 3939–3948
underground hydrogen storage. The focus is on the effect of
microbial conversion, bio-clogging, and changes in phase
saturation.

Gaol et al.13 used microuidics in experiments with an oil–
water system. They obtained microbial growth dynamics from
optical analysis and observed gas production and bio-clogging
effects. Aufrecht14 studied the ow rate reduction due to clog-
ging by microorganisms, which were externally cultivated and
then injected. In contrast, Hassannayebi et al.15 performed
a study where the microbes are grown in situ, and a substantial
biomass increase over time was observed.

The experimental work by Hassannayebi et al.15 and Aufrecht
et al.14 was combined with numerical simulations. Both studies
concentrate on modeling the change of hydraulic properties on
the pore-scale due to microbial growth and thus focus on the
impact of biomass on hydraulic properties and not on a correct
description of microbial growth during the experiments.
Further numerical models for microbial growth during under-
ground hydrogen storage were proposed by Hagemann5 at the
eld scale and by Ebigbo et al.16 at the pore-scale. However, the
proposed numerical models for the growth of microbes during
underground hydrogen storage lack validation by experimental
or eld data.

The existing gap between the theoretical assumption of
substrate-limited growth (modied Monod model) and its
experimental validation in a storage scenario must be closed.
This study analyses newly obtained experimental data with
a 2-D pore-scale model to test the viability and limitations of
a growth model, obtain the necessary parameters, and
improve the understanding of microbial dynamics. Such
a combination of experimental study and numerical simu-
lations with a focus on microbial growth in gas–water-
saturated porous media is a novelty and essential for the
implementation and optimization of underground hydrogen
storage.
2 Experimental methodology

The measurement of the development of microbial density in
a porous medium in traditional experiments like core-
ooding is difficult, as microorganisms are not always
mobile and measurements of the microbial density is not
easy. Thus, in this study experiments in microuidic chips are
conducted, as they allow a visualization of the bacteria
through uorescence and a determination of microbial
density by counting active cells or by determining the inten-
sity of uorescence.

This study focuses on methanation performed by hydro-
genotrophic methanogens, which can be described by the net
equation

CO2 + 4H2 5 CH4 + 2H2O, (1)

where hydrogen is the electron donor (and energy source) and
carbon dioxide is the electron acceptor (and carbon source). The
produced biomass is accounted for with a yield coefficient in
the two-dimensional model, see Section 3.
This journal is © The Royal Society of Chemistry 2023
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2.1 Microuidic setup

The microuidic setup consists of three main parts: a uid
handling system, a microscope, and a micromodel, which is
placed in a holder.

2.1.1 Micromodel. The crucial part of a microuidic setup
is a microchip, which represents the porous media. It has a very
small vertical extension and can be treated as an essentially 2-
dimensional system. The porous structure is etched into a plate,
which in this case consists of silicon. Thus, processes
commonly used in computer manufacturing (masking by UV
light and subsequent wet etching) can be used. The etching
process removes a layer with a thickness of 50 mm and can
reliably create pores with a minimal size of 8 mm, resulting in
a minimal width to height ratio of 6 : 1. The difficult part of the
whole process is the airtight sealing of the silicon layer. This is
realized by a seal with Borooat 33 glass layers on the top and
the bottom of the silicon chip in an anodic bonding process.
Two boreholes are drilled into the glass on the bottom to enable
the injection of uids into the structure.

The structure to be etched into the microchip can be chosen
by the designer. The procedure also allows the production of
identical replica. In our setup, the structure consists of circular
grains, see Fig. 1. The distribution and arrangement of grain
diameters is based on the pore and grain size distribution of
a real sandstone (Bentheimer sandstone).17 The dimensions of
the porous structure are 50 mm × 9 mm × 0.05 mm. The
resulting porosity is 26.5% and the measured permeability is
seven Darcy. The porous structure of the micromodel has a total
volume of 7 mL.18

2.1.2 Fluid-handling system and holder. To enable
methanation, the complete system has to be brought under
strict anaerobic and sterile conditions. This puts high require-
ments on all tubes and connections. In order to minimize the
diffusion and still keep the system as exible as possible, pol-
yether–ether–ketone (PEEK) was used for the tubes (Idex P-732
Natural PEEK, Upchurch Scientic Inc.). Syringe pumps (Har-
vard Pump 11 Elite Series, Harvard Apparatus Ltd.) with gas-
tight syringes (Series 1000, Hamilton) were used to inject the
liquids and gases into the micromodel. The pressure was
recorded at the inlet and outlet of the micromodel via absolute
pressure sensors from Keller AG with a pressure range of 10 bar
and an accuracy of 0.05%.

As the chip is embedded between glass plates, the pore space
is translucent. To allow the recording of high-quality pictures
with a resolution high enough to capture individual bacteria, an
upright epiuorescence microscope (Axio Imager.Z2m, Carl
Zeiss GmbH) is used in combination with a high-quality
Fig. 1 Structure of the microchips used in the experiments: black
indicates pore space and white color indicates the grains.

This journal is © The Royal Society of Chemistry 2023
camera. Active methanogenic bacteria produce coenzyme F420
and therefore absorb light at a wavelength of 420 nm and emit it
at 520 nm. A matching lter is used to identify active bacteria.

The micromodel, introduced in Section 2.1.1, is placed into
an integrated holder, which maintains a constant working
temperature and enables the ow of uids through the micro-
model. The holder is made from PEEK, similar to the tubes and
valves. The heating system is composed of an ITO-glass plate in
which the temperature is controlled. Though the pressure in
a real reservoir is much higher, the operating pressure was
limited to 2 bar as the storage bottles for the liquids at the in-
and outow were made of glass. The glass bottles allow the
monitoring of the turbidity of the liquids, which is an important
indicator for unintended microbial growth in the glass bottles.

2.2 Microbial strains

In a natural reservoir, many different types of microorganisms
could compete for hydrogen as an energy source (e.g. sulfate- or
iron-reducing bacteria). However, this study only focuses on
methanogenic bacteria. Methanogenic species can differ
signicantly in their growth behavior and conversion rate of
hydrogen. An overview of methanogens and their preferred
habitats was published by Thaysen et al.19 The main inhibitor
for microbial growth in the subsurface could be the salt
concentration in the formation water. For the experiments, two
types of microorganisms with two different optimal living
conditions have been selected:

� Methanothermococcus thermolithotrophicus (species 1);
optimal temperature= 65 °C; optimal NaCl-concentration= 4%;
optimal pH-value = 7; doubling time of population = 55 min.

�Methanolacinia petrolearia (species 2); optimal temperature =
37 °C; optimal NaCl-concentration= 1–3%; optimal pH-value= 7;
doubling time of population = 10 h.

Both microorganisms were originally found living under
harsh conditions. The origin of the rst species is a heated
seaoor in Italy, whereas species 2 was found in a deep oil
reservoir in Japan. However, both species can potentially live in
deep porous formations.19

In order to optimize the conditions necessary for growth and
to prevent inhibiting effects by e.g. salt concentration the
culture medium 141 was used. The culture medium contains
iron and other tracer elements, different salt minerals (MgCl,
KCl, NaCl), and low concentrations of yeast extract and acetate.
The exact composition of the culture medium is given by
DSMZ.20 Hydrogen and carbon dioxide were provided in a stoi-
chiometric mixture consisting of 80% hydrogen and 20%
carbon dioxide.

2.3 Experimental overview and procedure

Two different types of experiments have been performed: static
experiments investigate the growth of microorganisms under
substrate-limited conditions, comparable to an idle/storage
period in an underground hydrogen storage. Aer injection of
the gas mixture, the model is sealed off. These series give
insides if the theoretical assumption made in the numerical
models proposed by Hagemann5 and Ebigbo et al.16 for
Sustainable Energy Fuels, 2023, 7, 3939–3948 | 3941
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substrate-limited growth conditions is valid. Dynamic experi-
ments, in contrast, investigate microbial growth with an
unlimited supply of nutrients provided by a continuous gas ow
through the micromodel. These conditions are more realistic
for underground hydrogen storage during the injection period
and the results can be used to assess if microbial growth under
these conditions can be reproduced by the numerical model as
well.

Before each experiment, the micromodel is cleaned with acid
(H2SO5) and then the permeability of the micromodel is
measured and compared to the known permeability of the
structure to verify the quality of the cleaning. Themicromodel is
attached to the holder, placed under the microscope and the air
tightness of the system is checked. The micromodel is rst
ooded with isopropanol, then with distilled water, and nally
with nitrogen for a duration of 12 hours to obtain anaerobic
conditions. The nitrogen is then replaced by distilled and
oxygen-free water. Complete saturation is validated by taking an
image of the micromodel. By securing a full water-saturated
system, the preparation is nished.

In total, 3 mL of a solution containing the microorganisms is
injected at a very low ow rate of 10 mL min−1 into the micro-
model to assure a uniform distribution of the microorganisms.
The system is checked for remaining gas bubbles before a gas
mixture consisting of 80% hydrogen and 20% carbon dioxide is
injected at a rate of 1–2 mL min−1 corresponding to a velocity of
approx. 3 m d−1 in the micromodel until an average gas satu-
ration of 75–80% is obtained, which is validated by subsequent
image analysis. Initially, a higher inlet pressure is needed to
replace the water in the system. Aer the breakthrough of the
gas phase, the pressure in the system drops signicantly to
a value sustained during the experiment (Table 1).

The breakthrough marks the beginning of the actual growth
experiment. Whereas in static experiments, the micromodel is
now sealed off, in dynamic experiments the gas injection
continues at the same rate for the duration of the experiment.

Images of the micromodel are made using a camera moun-
ted to a microscope. The sample can be automatically and
reproducibly positioned to obtain images of a certain section of
the micromodel. Images can be taken at 5×, 10× and 40×
magnication. Images at 5×magnication in combination with
a dark light (phase) lter are used to obtain the distribution of
gas and water and to calculate the gas and water saturation in
the micromodel. Even at this magnication, it is necessary to
take 100–120 images of the micromodel, which are stitched
Table 1 Microbial species, environmental conditions, and duration for
the different experiments

Exp. no. Species Type Temp. [°C] Pres. [hPa]
Exp. run time
[h]

1 Species 1 Static 55 � 3 1200 � 150 24
2 Species 1 Static 63 � 3 1300 � 150 24
3 Species 1 Dynamic 63 � 3 1700 � 200 48
4 Species 1 Dynamic 63 � 3 1750 � 200 52
5 Species 2 Static 37 � 2 1100 � 100 72
6 Species 2 Static 37 � 2 1500 � 100 68

3942 | Sustainable Energy Fuels, 2023, 7, 3939–3948
together later. A 10×magnication in combination with a lter
for the uorescence of the F420 enzyme (425/26 BrightLine HC
and 520/35 BrightLine HC) is used to obtain images of the
bacterial distribution over the whole micromodel (taking more
than 200 images while repositioning the sample). Aer the start
of each experiment, 20–30 locations are identied at which
images with 40× magnication are taken every 15 minutes
during the experiment to count individual microorganisms. If
the liquid phase at one of the locations was displaced by the gas
phase during the experiment, the location was excluded from
further analysis, and a new location was selected nearby.

During the whole experiment, the pressure at the inlet and
outlet as well as the temperature in the micromodel are recor-
ded. Changes in room temperature lead to uctuations of below
3 degrees celsius in the experiment (Table 1).

Static experiments have been conducted both with Meth-
anococcus thermolithotrophicus (species 1) and Methanolacinia
petrolearia (species 2), while dynamic experiments were only
conducted with species 1 (Table 1).
2.4 Image post-processing

The images taken during the experiment are post-processed
using a combination of Zen, ImageJ, and programs written in
Matlab. Aer the removal of light scattering, the images with
40× magnication are binarized into the uorescent microor-
ganisms and the background. The magnication is assumed to
be large enough to count individual microorganisms. Counting
is performed automatically with an algorithm veried by
manual counting for selected images. Thus, an estimation of
the microbial density at the representative locations is possible.
This process is repeated for all locations and measurement
times. Fig. 2 gives an example of an image before and aer
processing.

The gas saturation in the micromodel is determined by
a similar process. However, the images of subregions of the
micromodel taken at 5× magnication are rst stitched
together using ZEN to obtain a single image of the whole
micromodel. This is done for both images with the uorescence
lter as well as the dark lter, which are then combined with
ImageJ to enhance the phase contrast in the images. The image
is then thresholded to obtain an image of the phase distribution
from which the phase saturations are calculated. An example of
a resulting image is shown in Fig. 3.
Fig. 2 Image of the pore space at 40× magnification: while there is
a significant amount of light scattering in the original image at the left,
microorganisms (light green) can easily be distinguished from grains
(black) and liquid (blue) in the post-processed image on the right.

This journal is © The Royal Society of Chemistry 2023
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Fig. 3 Distribution of gas (grey), water (blue) and solid phase (black)
during a static experiment. The residual water saturation is 25%.

Table 2 Diffusion coefficients and Henry coefficients for the
components and phases

Component H [—] Dl [dm
2 min−1] Dg [dm

2 min−1]

Bacteria (X) — 0 0
Carbon dioxide (CO2) 0.830 1.15 × 10−5 1.15 × 10−1

Hydrogen (H2) 0.019 2.70 × 10−5 2.70 × 10−1

Methane (CH4) 0.035 8.94 × 10−6 8.94 × 10−2
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3 Two-dimensional physico-
chemical model

Mathematically, methanation can be modelled as a system of
partial differential equations describing bacterial growth as
a reaction and the transport of reactants and products as
a diffusive process:

vui

vt
� divðDiðxÞVuiÞ ¼ RiðuÞ (2)

in [0,T] × U 3 ℝ × ℝ2 for the components bacteria (X in cells
per L), carbon dioxide (CO2 in mol L−1), hydrogen (H2

in mol L−1) and methane (CH4 in mol L−1), i.e. i ˛ {X, CO2, H2,
CH4}, equipped with initial and boundary conditions

uið0; $Þ ¼ ui
0 in U;

ui ¼ g on ½0;T � � vUD;

vui

v~n
¼ v on ½0;T � � vUN:

Here, U 3 ℝ2 is the spatial set to be modelled, i.e. the micro-
model (or microchip) introduced in 2.1.1. The boundary of U,
called vU, is divided into the two sets vU = vUD W vUN, on
which Dirichlet or Neumann boundary conditions are applied,
respectively.

With given initial and boundary conditions, a unique
solution

ui : [0,T ] × U / ℝ

can be obtained, which describes the concentration of compo-
nent i for every time point t ˛ [0,T] and for every point x ˛ U 3
ℝ2. The spatially varying diffusion coefficients for each
component i are described by a function Di : U / ℝ, which is
assumed to be constant over time due to a static phase distri-
bution. The reaction term Ri : ℝ4 / ℝ can depend on the
concentrations of all components of u(t,x) ˛ ℝ4, resulting in
a coupling of the diffusion equations.
3.1 Diffusion coefficients

To obtain the spatial distribution of diffusion coefficients Di : U
/ ℝ for each component i ˛ {X, CO2, H2, CH4} we make the
following assumptions:

� Bacteria only exist in the liquid phase. They do not diffuse
and there is also no active movement of the bacteria (no
agellas and no chemotaxis). Therefore, DX(x) = 0 for all x ˛ U.

� All other components can exist in both the liquid and the
gas phase. We assume local thermodynamic equilibrium at the
This journal is © The Royal Society of Chemistry 2023
phase boundaries. Dissolution of gases can be described using
Henry's law.

� We can divide U into three disjoint sets: Ug (gas), Ul

(liquid), and Us (solid) on which Di is constant for each
component. This means that every point x ˛U represents either
a gas, a liquid, or a solid point. This phase distribution is known
from the experiment.

Diffusion between neighbouring cells with different phase
states can then be calculated from the harmonic mean of the
diffusion coefficients for both phases taking into account
Henry's law.

The diffusion coefficients for each component in each phase
and the dimensionless Henry coefficients (describing the ratio
of the concentration of a component in the liquid phase to the
concentration in gas in the gas phase) are given in Table 2.

For the simulated experiments the phase distribution was
obtained from a picture taken during the experiments and post-
processed as described in 2.4. Each pixel in the picture yields
one spatial cell that belongs either to Ug, Ul or Us.
3.2 Reaction model for microbial growth

Bacterial growth is modelled as a reaction based on Michaelis–
Menten kinetics (also called the Monod model) describing the
dependence of reaction speed on reactant concentrations. Let c
be the concentration of a substance consumed by the bacteria,
then the Michaelis–Menten kinetics is formulated as

MðxÞ ¼ c

kc þ c
:

Note that M(0) = 0, i.e. if the reactant concentration is zero,
the growth rate is zero as well, andM(c)/ 1 as c/N, i.e. there
exists an upper limit to the growth rate. The parameter kc is

called half saturation constant as MðkcÞ ¼ 1
2
:

A minimal set of reactants consisting of bacteria X, carbon
dioxide CO2, hydrogen H2, and methane CH4 was chosen to
avoid an over-parametrization of the model. Rough estimates
show that the produced water can be neglected. Based on the
reaction given by eqn (1), we model the bacterial growth with
a double Michaelis–Menten kinetics including the reactants
CO2 and H2, i.e. the reaction rate is given by

qðuÞ: ¼ m$uX$
uCO2

kCO2
þ uCO2

$
uH2

kH2
þ uH2

;

where m is the maximal growth rate in 1/min and kCO2
and kH2

are the half-saturation constants in mol L−1 for carbon dioxide
Sustainable Energy Fuels, 2023, 7, 3939–3948 | 3943
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and hydrogen, respectively. With this, the reaction terms Ri

from eqn (2) are given by

RXðuÞ ¼ qðuÞ

RCO2
ðuÞ ¼ �qðuÞ

4Y

RH2
ðuÞ ¼ �qðuÞ

Y

RCH4
ðuÞ ¼ qðuÞ

4Y

where Y is the yield coefficient in cell per mol (we assume that
one yield coefficient is sufficient). Note that the reaction is
nonlinear.
3.3 Numerical solution of the reaction-diffusion system

For the discretization of the coupled reaction-diffusion system,
amethod of lines approach is used, i.e.we rst discretize in space
and transform the partial differential equation into a potentially
very large system of ordinary differential equations, which is then
discretized in time. This is done using the Cell-Centered Finite
Volume (CCFV) method. CCFV guarantees mass conservation
and non-negativity, which is essential for reaction systems. The
system of ODEs derived from CCFV has the form

d

dt
jUijuiðtÞ �

X
j˛Ni

��Uij

��Dij

ujðtÞ � uiðtÞ
kxj � xik ¼ jUijRð~uðtÞÞ; (3)

where
� j$j denotes the volume of element Ui or the area of face Uij,
� the set Ni consists of the indices j of all neighbours Uj of Ui,
� Uij is the face between Ui and Uj,
� Dij is an approximation of the diffusion coefficient D onUij,

determined by taking the harmonic mean between Di on Ui and
Dj on Uj (eventually additionally taking Henry's law into
account),

� xi and xj are the cell centers of Ui and Uj, respectively.
As this system is nonlinear (due to the reaction) and spatially

coupled (due to the diffusion) it is numerically very challenging
to solve. Furthermore, very tight time step restrictions can
occur: if the time step is too large, the reaction can cause the
concentration of some components to become negative (e.g. for
the reactants) in single cells. As negative concentrations are
unphysical this has to be avoided. Although this issue can be
solved by an automatic time step control, the step size can
become prohibitively small. Local restrictions thus could lead to
a huge numerical overhead.

To avoid this problem, an operator splitting (OS) approach is
used, where the transport by diffusion and the reaction are
calculated separately. We use Strang splitting,21 a common OS
method for the solution of diffusion-advection-reaction
systems, which is second-order accurate in time (note that the
CCFV discretization is second-order accurate in space).

We rewrite (3) as

duh

dt
ðtÞ ¼ DhuhðtÞ þ Rh

�
uhðtÞ�;
3944 | Sustainable Energy Fuels, 2023, 7, 3939–3948
where uh : [0,T]/ ℝM$N is an approximation of u : [0,T]×U/ ℝN

in the sense, that lim
h/0

ðuhðtÞÞj ¼ uðt; xjÞ with xj the cell-center of

Uj and Dh and Rh the associated discretized operators for
diffusion and reaction. The Strang splitting OS approach can be
expressed by

uh

nþ
1

3

¼ uhn þ
s
2
Rh

�
uhn
�
;

uh

nþ
2

3

¼ uh

nþ
1

3

þ sDhuh

nþ
2

3

;

uhnþ1 ¼ uh

nþ
2

3

þ s
2
Rh

0
B@uh

nþ
2

3

1
CA:

Here, s > 0 is the time step size and uhn is the approximation of uh

at the n-th time discretization point. Note that the rst and the
third step (the nonlinear reaction steps) can be solved explicitly,
while the second step (the linear diffusion step) has to be solved
implicitly due to the stiffness of the diffusion equation. As an
explicit solver the Runge–Kutta–Fehlberg 45 method is used,
a higher order Runge–Kutta method with automatic step size
control. The implicit diffusion step is solved using the Alexander2
scheme,22 a second-order diagonally implicit Runge–Kutta
method. The resulting system of linear equations is solved using
the BiCGstab method (biconjugate gradient stabilized) with an
algebraic multigrid scheme as a preconditioner.

For the implementation of the discretization and the linear
solvers the PDELab discretization model of the Distributed and
Unied Numerics Environment (DUNE), a C++ framework for
the solution of partial differential equations, was used.23,24 This
also facilitates the use of parallel computers.25

Simulations from the two-dimensional model also yield an
approximation of the function cX : [0,T]×U / ℝ describing
the bacterial concentration at all spatial and temporal points.
In order to verify the simulations, either the relative bacterial
concentration over time, i.e. the function ~cX : [0,T] / ℝ
dened via

~cXðtÞ: ¼ cXðt; xÞ
cXð0; xÞ

for a xed x ˛ U or for xed points from a subregion x ˛ Usub 3
U, or the relative spatially averaged bacterial concentration over
time, i.e. the function

cX ðtÞ: ¼
Ð
U
cX ðt; xÞdxÐ

U
cX ð0; xÞdx ;

is compared to the experimental result.
3.4 Simulation setups

Both types of experiments conducted have been simulated:
� Static experiments are simulated using zero Neumann

boundary conditions, i.e. there is no in- or outow of the
components.

� Dynamic experiments are simulated using Dirichlet
boundary conditions, i.e. there is a constant value of carbon
This journal is © The Royal Society of Chemistry 2023
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Fig. 4 Phase distribution in the subregion of the micromodel used for
the simulations: gas (green), liquid (blue), solid (grey).

Fig. 5 Images of the development of the distribution of microor-
ganisms over time at a fixed location in a static experiment taken at
40×magnification: water-filled pore space (dark green), grains (black),
and microorganisms (light green).

Fig. 6 Fluorescence image of the complete micromodel in a static
experiment where the initial gas flow was from left to right (top),
microbial density at three positions, and the adjusted Michaelis–
Menton model (bottom).
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dioxide and hydrogen in the gas phase at the boundary vU. For
all other phases and components zero Neumann boundary
conditions are used.

Whereas the microbial concentration has to reach some
termination point in the static experiment, it could in principle
continue throughout the experiment in the dynamic
experiment.

To obtain feasible runtimes of the simulations while main-
taining the desired very high spatial resolution of 1 mm in the
pore space, only a subregion with 2338 × 2372 pixel of a repre-
sentative image of the phase distribution (24390 × 4390 pixel,
post-processed as described in Section 2.4) is used as the
domain for the simulations (Fig. 4). The phase distribution is
assumed to be invariable in time over the whole simulation.

The simulations were conducted on one server node of the
parallel computer cluster of the Institute of Mathematics, con-
sisting of two 32-core 2.35 GHz AMD EPYC 7452 processors. The
typical execution time for a two-dimensional simulation with
a resolution of 2338 × 2372 pixel and a time step size of 1
minute was 2.5 hours using 64 threads.

For both simulations, the following kinetic and thermody-
namic parameters were used:

� Henry and diffusion coefficients as given in Table 2.
� Half saturation constants of kCO2

= 1.1 × 10−5 mol L−1 and
kH2

= 2 × 10−5 mol L−1.26

� As initial conditions in the liquid phase uX(0) = 109 cells
per mL, uCO2

(0) = 5.4 × 10−2 mol L−1, uH2
(0) =

1.17$10−3 mol L−1 and uCH4
(0) = 0 mol L−1 were used. The

initial conditions in the gas phase are assumed to be in equi-
librium with the liquid phase according to Henry's law.27

The maximal average growth rate m and the yield coefficient
Y are derived from the experimental data.

4 Results

The main aim of the static experiments was a testing of the
methodology, a rst analysis of the growth pattern of microor-
ganisms, and the determination of the two missing parameters
of the growth model. Three characteristic time points in the
This journal is © The Royal Society of Chemistry 2023
temporal development of the population of Methanococcus
thermolithotrophicus (species 1) at a specic region under 40×
magnication are shown in Fig. 5: the distribution of microor-
ganisms at the start of the experiment, aer 8 hours in the
middle of the exponential phase and aer 10 h, when the
microorganisms reach the stationary phase. A marked increase
in microbial density over time is visible. Even in these not post-
processed images it is evident that an automatic count of the
microorganisms is possible (though with limited precision).
Thus, the analysis of the growth of methanogenic microorgan-
isms in the micromodel works well.

Fig. 6 shows the time development of relative microbial
density at three different points in the static experiment. An
initial lag phase is followed by exponential growth. Finally, the
relative microbial density approaches a constant value when the
nutrients are exhausted.

To obtain the remaining parameters for the growth model
for the microorganisms (see Section 3.2), the maximal growth
rate and the yield coefficient of a Michaelis–Menten model were
tted to the measured temporal development of microbial
density. Model parameters for the whole micromodel were then
derived by averaging over the local parameters for the two
replicate experiments.

The obtained average values for the maximal growth rate and
the yield coefficient in the different experiments are listed in
Table 3.

Fig. 7 shows the experimental and simulation result for the
average relative microbial density in one of the static experi-
ments with species 1. There is a very good qualitative agreement
between experiment and simulation. Although the parameters
Sustainable Energy Fuels, 2023, 7, 3939–3948 | 3945
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Table 3 Estimated values for maximal growth rate and yield coefficient obtained for the different experimental setups and species

Species Type Exp. nr. m [min−1] Y [cell per mol] �m [min−1]
�Y
[cell per mol]

Species 1 Static 1 7.3 × 10−3 4.4 × 1011 9.6 × 10−3 3.8 × 1011

2 11.8 × 10−3 3.3 × 1011

Dynamic 3 11.7 × 10−3 4.2 × 1011 10.8 × 10−3 3.9 × 1011

4 9.9 × 10−3 3.7 × 1011

Species 2 Static 5 1.1 × 10−3 1.5 × 1011 1.2 × 10−3 1.7 × 1011

6 1.3 × 10−3 1.9 × 1011

Fig. 8 Fluorescence image of a sub-region of the micromodel at the
end of a dynamic experiment with transect highlighted in red (left).
Simulated bacterial density at the end of the experiment was blue to
red indicating an increasing microbial density, the gas phase is shown
in green, and the solid phase in grey (right).

Fig. 7 Comparison of the time development of the average microbial
density in the static experiment with the values obtained in the
simulation.

Fig. 9 Image of an area containing interfaces between liquid and gas
phase in a dynamic experiment taken at 10× magnification (left)
showing a higher fluorescence intensity in regions closer to the
interface. This is confirmed by an image of the region directly at the
interface taken at 40× magnification (right).
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were obtained with a zero-dimensional model and averaged
over the different measurement points and experimental
replicas, the growth dynamics are captured well by the two-
dimensional model.

The static experiments with species 2 show a similar pattern
in the spatial distribution (not shown). The initial lag phase is
longer and the maximal growth rate is lower (Table 3) so species
2 takes longer to reach the same microbial density as species 1.
The lower estimated yield factor indicates that the metabolism
of species 2 is a bit less effective.

The difference in the results obtained for the growth
parameters of the two species in the static experiment is
signicantly larger than the difference between the two replicas
with the same species.

For the subsequent simulations, the averages m�and �Y of the
values measured for the static experiment with species 1 are
used.

In the dynamic experiments, the total microbial density at
the end of the experiment is much higher. Close to the interface
it is up to 7 times higher compared to the static experiment. The
uorescence image of the microbial distribution at the end of
the experiment and the nal result of the simulation are shown
in Fig. 8. They show a good qualitative agreement.

The growth parameters for species 1 have also been esti-
mated for the dynamic experiment (Table 3). They are not
signicantly different from the parameters obtained from the
static experiment.

The density of microorganisms decreases considerably with
increasing distance from the gas–water interface, especially in
the dynamic experiment (Fig. 9).
3946 | Sustainable Energy Fuels, 2023, 7, 3939–3948
For a more detailed comparison, ve points along a transect
from the gas/liquid interface to the inner region of the liquid
phase were chosen in the experiment (dashed line in Fig. 8).
Microbial density at the end of the experiment was the highest
close to the gas/liquid interface and decreased rapidly along the
transect (Fig. 10). The reason for the decrease is the higher
availability of nutrients close to the gas/liquid interface,
whereas the transport of nutrients by diffusion is much smaller
due to the higher distance for the inside regions, while a part of
the nutrients will already be consumed along the path. There is
again a very good agreement between measured and simulated
values.

A comparison of the temporal evolution of experimental and
simulated microbial densities at two selected points along the
transect for the dynamic experiment is shown in Fig. 11. While
This journal is © The Royal Society of Chemistry 2023
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Fig. 10 Gradient of microbial density along the transect for experi-
ment and simulation.

Fig. 11 Temporal development of microbial density at two positions
along the transect.
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the bacterial density is still (slowly) increasing at the end of the
experiment in the region away from the interface (in contrast to
the behaviour in the static experiment), it seems to have
reached a saturation point close to the interface. This can no
longer be explained by a lack of nutrients, but seems to be
a consequence of the limited space available for the microor-
ganisms. To obtain an agreement between simulation and
experiment for the dynamic simulation a maximal microbial
density had to be introduced as an additional parameter in the
model. If it is assumed that the volume of a single microor-
ganism is 10−12 mL and 10% of the total uid volume can be
occupied by microorganisms, the maximal cell density is 1011

cells per mL. Using this value, very good agreement of simula-
tion and experiment shown in Fig. 8–11 is obtained.

5 Conclusions and recommendations

This study provides a novel approach to study microbial growth
in porous media and provides a numerical model, reproducing
the results from the experiments and consequently helping to
understand the experimental observations.

Two types of experiments have been conducted to study the
spatial and temporal dynamics of methanogenic
This journal is © The Royal Society of Chemistry 2023
microorganisms with and without substrate limitations. A 2-D
model coupling growth and molecular diffusion was parame-
terized to the experimental data to understand this phenom-
enon. The main ndings of the combined study are:

� The experimental data gathered during the static experi-
ments show a nutrient-limited growth inside the liquid phase of
the porous medium. No signicant changes in the uid satu-
ration were observed.

� While a similar growth dynamics can be observed in the
case of unlimited nutrient supply, the microbial density quickly
reaches a maximum close to the gas/liquid interface. Further
away from the gas/liquid interface, the growth is continuous but
slower.

� The proposed modied double Monod model could be
successfully applied for both static and dynamic conditions in
a partially-saturated porous medium. The estimated parameters
of the growth model can be used in further studies and for
modeling at a different scale. As the system is more realistic, the
parameters should be more reliable than the parameters ob-
tained from reactor experiments.

� The proposed model needed to be adapted for growth with
an unlimited nutrient supply to reproduce themicrobial density
observed in the experiment close to the gas/liquid interface.
This was realized by introducing a maximal microbial density
estimated from the size of the microorganisms relative to the
space available. The model then correctly reproduces the
experimental ndings. The slow but continuous growth away
from the gas/liquid interface is caused by a limited nutrient
supply modeled correctly by diffusion in the liquid phase.

� The simulations also show that it is justied to neglect
microbial mobility, as there was a very good agreement between
experiment and simulation even if the microorganisms were
assumed to be completely immobile.

The non-uniform distribution of microbes resulting from
a combination of a maximal microbial density and a spatial
gradient of nutrients could signicantly impact geological
reservoirs with rather small pore throats, where an increase in
microbial density could block pores and change the gas ow
path over the storage cycles. In terms of intended microbial
conversion, as in an underground methanation reactor, the
substrate-diffusion limitation of the growth and conversion has
to be considered. The majority of the conversion will take place
near the gas/liquid interface. Thus, the injection pattern for
hydrogen and carbon dioxide should be designed to produce
a gas phase with as much interfacial area as possible.

Some aspects not covered by the experiments and simula-
tions might be important as well and require further research.
The maximal growth rate and the yield coefficient have only
been determined by parameter estimation based on microbial
density. Measuring the amount of methane produced and the
amount of hydrogen and carbon dioxide consumed could lead
to more accurate growth parameters. In dynamic experiments,
this could be done by analyzing the gas in- and out-ow
composition. In static experiments, it would need sensors to
measure the gas composition in situ, which is rather difficult. It
would also be interesting to perform studies with more complex
microbial communities, including other microbial
Sustainable Energy Fuels, 2023, 7, 3939–3948 | 3947
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metabolisms like sulfate or iron reduction. The effect of the
growing microbial population on the substrate's diffusion
coefficients in water was not considered in the simulations.
Especially close to the interface, the microorganisms could
form a biolm, which could inhibit the gas exchange and the
mobility of the liquid phase.28
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