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isson–Nernst–Planck approach
for modeling a local electrode environment in CO2

electrolysis†

Esaar Naeem Butt, Johan T. Padding and Remco Hartkamp *

Electrochemical reduction of CO2 heavily depends on the reaction conditions found near the electrode

surface. These local conditions are affected by phenomena such as electric double layer formation and

steric effects of the solution species, which in turn impact the passage of CO2 molecules to the catalytic

surface. Most models for CO2 reduction ignore these effects, leading to an incomplete understanding of

the local electrode environment. In this work, we present a modeling approach consisting of a set of

size-modified Poisson–Nernst–Planck equations and the Frumkin interpretation of Tafel kinetics. We

introduce a modification to the steric effects inside the transport equations which results in more

realistic concentration profiles. We also show how the modification lends the model numerical stability

without adopting any separate stabilization technique. The model can replicate experimental current

densities and faradaic efficiencies till −1.5 vs. SHE/V of applied electrode potential. We also show the

utility of this approach for systems operating at elevated CO2 pressures. Using Frumkin-corrected

kinetics gels well with the theoretical understanding of the double layer. Hence, this work provides

a sound mechanistic understanding of the CO2 reduction process, from which new insights on key

performance controlling parameters can be obtained.
1 Introduction

Electrochemical reduction of CO2 (CO2ER) has emerged as one
of the most promising technologies to mitigate the excessive
amounts of CO2 in the atmosphere.1–3 Renewable electricity can
be used to power the conversion of CO2 into different hydro-
carbon molecules, which can then be utilized as fuels, energy
storage media and chemicals for various industrial applications
such as plastic production, preservatives and anti-freezing.
However, there are several challenges for such a technology to
be fully functional under industrially relevant operating
conditions. A lot of these challenges stem from the gap in
knowledge about the exact physicochemical phenomena taking
place in the immediate environment of the catalyst surface.
This local environment of a CO2ER catalyst is thought to be
a vital ingredient determining the overall system performance.4

The concentrations of the solution species found in the vicinity
of the electrode end up affecting the properties of the catalyst and
consequently the selectivities of the desired products.5,6 The
buildup of cations on the surface of the electrode results in the
formation of an electric double layer (EDL), which affects themass
iversity of Technology, Leeghwaterstraat

il: r.m.hartkamp@tudel.nl; Tel: +31 15

tion (ESI) available. See DOI:

, 7, 144–154
transport of reactive CO2 as well as the driving force for the
interfacial charge transfer reactions. Hence, it becomes essential
to develop modeling approaches that can correctly resolve the
mass transport as well as the electric eld within the EDL, see
Table 1. Most techniques used tomodel the CO2ER process ignore
these EDL effects and are insufficient in their theoretical imple-
mentation. Modeling techniques based on atomistic calculations
have been used a lot for modeling double layer effects,7,8 but
atomistic simulations may not be the preferred approach to
model reactions, capture the role of pH, and cover the range of
length scales relevant to CO2ER. Continuum-based methods offer
a more practical approach to model CO2ER, where the underlying
physics is largely included in a mean-eld way.

Out of the many approaches to model CO2ER transport, one
of the most commonly used, is the reaction-diffusion model.9

This type of approach is based on the charge neutrality
assumption and hence is not suitable for modeling mass
transport inside the EDL.10–13 Another approach, rooted in
dilute solution theory, uses a set of Poisson–Nernst–Planck
(PNP) equations.14 This model specically considers the
migration of ions toward the catalyst surface. However, steric
effects due to the nite size of solution species, are usually
neglected. As a result, unphysically high ionic concentrations
are typically predicted in the EDL region.15–17

Steric effects are predicted to play a signicant role in dictating
the local reaction conditions of an electrode.15,16,18 More recently,
a set of generalized modied PNP (GMPNP) equations was
This journal is © The Royal Society of Chemistry 2023
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Table 1 Differentmodeling approaches for the coupling of electrode reactions andmass transport to and from an electrode surfacewith varying
levels of complexity: reaction-diffusion (RD), Poisson–Nernst–Planck (PNP), Generalized Modified Poisson–Nernst–Planck (GMPNP), and
Frumkin–Butler–Volmer Size-Modified Poisson–Nernst–Planck (FBV-SMPNP) models

Model Diffusion Migration Steric effects Solvent steric effect Frumkin correction

RD9 Y N N N N
PNP Y Y N N N
GMPNP17 Y Y Y N N
FBV-SMPNP Y Y Y Y Y
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View Article Online
adopted in the context of CO2ER by Bohra et al.17 This model
highlighted the importance of steric effects in the EDL region, as it
corrected for the high ionic concentrations predicted by the clas-
sical PNP models. This GMPNP modeling approach predicts
extremely low CO2 concentration at the reaction plane for cathodic
potentials of −0.9 vs. standard hydrogen electrode (SHE)/V for an
Ag(111) catalyst surface. These low concentrations are a direct
result of the introduction of steric effects leading to increased
mass transfer limitations for CO2. However, it is known from
experimental studies that CO2ER is not completely mass transfer
limited (reaching limiting current density) at these electrode
potentials,19 suggesting that there is an overestimation of steric
effects experienced by a CO2 molecule in the GMPNP modeling
approach. Because overcoming mass transfer limitations of CO2 is
one of the primary challenges in the optimal design of a CO2ER
system, it is essential to have models that can predict the CO2

concentration in the EDL region accurately. In this work, we
propose a set of size-modied PNP equations (SMPNP) for
modeling the mass transport in a CO2ER system, and we couple
this transport model with Frumkin-corrected Tafel relations.
Overall, the FBV-SMPNP model provides a unique methodology to
better approximate the local electrode environment in a computa-
tionally tractable manner and can be easily implemented for
a wide range of applications including the evaluation of optimal
conditions under which maximum faradaic efficiencies can be
attained. The SMPNP equations extend the GMPNP approach by
explicitly including the inuence of solvent (water) molecule size
on the chemical potential of each solution species. The origin of
this modication is rooted in a lattice model for the free energy
and has been previously utilized in biomolecular systems.20,21

Another factor to consider is that most CO2ER models include the
reaction rates as either xed input to the system9,17,22 or use some
formulation of Butler–Volmer (BV) or Tafel relations with experi-
mentally xed kinetics parameters to predict reaction rates.10,23 The
latter approach is oen used to validate the models against
experimental data. This is not possible if the reaction rates are
xed input to the system. Another advantage of explicitly consid-
ering kinetics inside themodel is that it allows for the prediction of
current densities at elevated pressures by xing the kinetics
parameters at just one experimental pressure value.23 Working at
elevated pressures allows one to offset the CO2 solubility limita-
tions which can be a technological solution to attaining industri-
ally relevant operating current densities. Morrison et al.23 used
a Tafel relation to predict limiting current densities for a CO2 to
HCOO− system at elevated pressures. However, a standard Tafel
kinetics relation does not explicitly take into account the inuence
This journal is © The Royal Society of Chemistry 2023
of surface charging on reactions that are determined by the rate of
interfacial charge transfer, because it assumes the driving force for
the reaction to be the potential difference between the electrode
and the bulk of electrolyte. However, in the presence of an EDL, the
driving force for an interfacial charge transfer reaction comes from
the potential drop across the immobile Stern layer.24–26 This is the
so-called Frumkin correction to Butler–Volmer kinetics (FBV).25,27

The addition of this correction incorporates double layer behavior
in the form of altered electrode rate constants. Considering this
type of kinetics description is also necessary because the local
concentrations in the EDL affect the local electric eld and
consequently the driving force for the interfacial charge transfer
reactions. In this study, we use the complete set of FBV-SMPNP
equations to obtain the concentration proles for all compo-
nents in the solution near the electrode surface. We present
comparisons for the concentration proles using different
modeling approaches summarized in Table 1 and highlight the
advantages of using a SMPNP-type mass transport formulation.
We focus on the concentration of CO2 in the EDL, which was
previously a bottleneck in the GMPNP model. We present
a comparison between both models based on the estimated
concentrations and highlight the signicance of considering the
modication of steric effects as presented in the SMPNP equa-
tions. Themodel is then validated by comparing the partial current
densities of reactions that are sensitive to CO2 concentration with
experimental data. Finally, we make a case for using the Frumkin-
corrected kinetics approach for its merits in predicting the
hydrogen evolution current densities with great accuracy and for
its theoretical consistency with the EDL formulation.
2 Reaction and mass transport
modeling

The electrochemical model is developed for a 1-D simulation
domain stretching from the bulk of the electrolyte to the
cathode. Only the cathodic side of the electrochemical cell is
considered because the CO2ER reactions occurring at the
cathode and the EDL are not inuenced by the anodic section.
The model also takes into account the so-called Nernst diffu-
sion layer, sandwiched between the bulk electrolyte region and
the EDL. It represents the charge-neutral layer of electrolyte
where the concentrations of the species deviate from the bulk
value because of the limited diffusivity of the solution species.
Fig. 1 represents the complete simulation domain considered in
this work. This study is based on potassium bicarbonate
(KHCO3) electrolyte solution, which is one of the most
Sustainable Energy Fuels, 2023, 7, 144–154 | 145
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commonly used electrolytes for CO2ER.28 The electrode material
is assumed to be indium (In). The main product of CO2ER is
HCOO−. The electrolyte solution is saturated with CO2 at high
pressures. The following homogeneous carbonate equilibrium
reactions occur in the electrolyte:

HCO3
� þOH� )*

k1

k�1
CO3

2� þH2O (1)

CO2 þOH� )*
k2

k�2
HCO3

� (2)

H2O )*
k3

k�3
Hþ þOH� (3)

kn and k−n represent the forward and backward rate constants,
respectively. Values for these rate constants can be found in (Table
S2) ESI.† The following solution species are considered in the
model: CO2, OH

−, HCO3
−, K+, CO3

2− and H+. The bulk concen-
tration of K+ depends on the electrolyte concentration, which is
taken as 0.5 M in this work. The concentration for all other
components inside the bulk is calculated by solving the rate eqn
(1)–(3), coupled with the Sechenov equation.17,29,30 The Sechenov
equation takes into account the effect of ionic concentration on
the solubility of CO2. The chemisorbed form of CO2, H2CO3, is
present in an extremely low amount as compared to CO2 (ref. 31)
and hence its inuence on equilibrium reactions is neglected. The
detailed methodology to calculate bulk concentrations and the
values of these calculated bulk concentrations are given in the
ESI.† The electrochemical model solves for the mass transport of
solution species within the diffusion layer and EDL region. The
SMPNP equations are used to model the transport:

vCi

vt
¼ V$

2
6664DiVCi þ DiCiziF

RGT
VFþDiCi

0
BBB@
biNA

Pn
j¼1

aj
3VCj

1�NA

Pn
j¼1

aj3Cj

1
CCCA
3
7775

þ
X
s

Ri (4)

Here, Ci is the concentration of species i in the solution. Ri is the
rate of formation for species i in the homogeneous reactions
Fig. 1 Schematic of mass transport regions for a CO2ER process. Stern
layer composed mainly of K+. The plane of closest approach for the
solution species is the outer Helmholtz plane (OHP).

146 | Sustainable Energy Fuels, 2023, 7, 144–154
eqn (1)–(3). Di and zi represent the diffusivity and charge of
species i, aj is the effective solvated size of the ionic species. For j
= CO2 aj represents the size of the unhydrated CO2 molecule. F
is the local electric potential, F is the Faraday constant, RG is the
gas constant, T is the absolute temperature andNA is Avogadro's
number. Values of diffusivities and diameters of all solution
species can be found in Tables 4 and 5, respectively, of the ESI.†
The terms on the right-hand side of eqn (4) inside the diver-
gence operator collectively represent the molar ux Ji of species
i. The rst two contributions inside the ux term represent
diffusion and migration terms, respectively. The third contri-
bution comes from the excluded volume/steric effect. The
consideration of the size effects through the excluded volume
term allows us to overcome the limitations presented in a dilute
solution theory-based model.17,18,32–34 One of the key features of
the SMPNP approach presented in this study is the inclusion of
the bi factor in the excluded volume term given by:

bi ¼
ai

3

a03
(5)

Here, a0 is the effective size of solvent species H2O. bi serves as
a magnication factor for the excluded volume effects felt by
species i inside the solution. The bi � 1 for species with sizes
much smaller than a water molecule and bi [ 1 for species
with sizes much larger than a water molecule. This factor is
oen neglected even in the models that do take into account the
nite size behavior of solution species.17,34 bi factor results from
a lattice model for the partition function (and consequently free
energy) of a mixture of large and small species that cannot
occupy the same space.20,21 Since water molecules are the
majority species, their inuence on the partition function will
also be the largest. It is also worth pointing out that the bi value
is very sensitive to the sizes of each species. Oen, these sizes
are not well dened in the literature and one must rely on
parametric tting. Later in this study, we will show that the
inclusion of this factor becomes necessary for a model that aims
to resolve the EDL while also reproducing the experimental
current densities. Eqn (4) is to be solved concurrently with the
Poisson equation:

V$ð303rVFÞ ¼ �F
Xn

i¼1

ziCi (6)

Here 30 and 3r represent the vacuum permittivity and the relative
permittivity of the aqueous electrolyte. 3r is assumed to vary
with the local concentration of the cationic species (K+, H+)17,35,36

and is evaluated at every time step using:

3r ¼ 30r

2
664
MH2O �Pncat

i

wiCi

MH2O

3
775þ 3min

r

2
664
Pncat
i

wiCi

MH2O

3
775 (7)

30r andMH2O are the relative permittivity and molarity of water at
room temperature, taken as 80.1 and 55 M, respectively. wi is
the number of water molecules bound to the cation (wK+ = 4,wH+

= 10 (ref. 36)). 3min
r is the dielectric constant of water at the

dielectric saturation condition and its value is taken as 6. Eqn
(7) shows how the bulk and cation-bound water molecules
This journal is © The Royal Society of Chemistry 2023
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contribute to the relative permittivity.17 The EDL is based on
Gouy–Chapman–Stern theory, which predicts an immobile layer
of tightly bound cations at the surface of the electrode, making
up the Stern layer as shown in Fig. 1. The width of the Stern
layer is assumed to be slightly larger than the radius of
a solvated K+ ion (z0.4 nm).17 Because of the presence of a Stern
layer, the plane of closest approach for the solution species is
the outer Helmholtz plane (OHP). The chosen catalyst surface
(indium), primarily promotes CO2ER to HCOO−. This material
is chosen to compare the current density results obtained from
the model with experimental data available in the literature.
The following electrochemical reactions occur at the indium
electrode:

CO2(aq) + H2O + 2e− # HCOO− + OH− (8)

CO2(aq) + H2O + 2e− # CO(g) + 2OH− (9)

2H2O + 2e− # H2(g) + 2OH− (10)

It is worth mentioning that eqn (8)–(10) represent the overall
stoichiometric reaction and not the elementary electron trans-
fer reactions. CO2 reduction reactions are complex multistep
processes. In this work, the reaction mechanism is based on the
work by Feaster et al.37 In the rst step of CO2 reduction, one
electron is transferred to form a radical anion CO2c

−. The
radical anion may or may not be strongly adsorbed to the
surface of the catalyst depending on the type of metal and the
eventual product being produced.38 For HCOO− forming metals
the CO2 binding occurs via the oxygen atoms resulting in
intermediate *OCHO and for CO forming metals via the carbon
atom resulting in intermediate *COOH.37 Regardless of the
intermediate species, the nal step involves the transfer of the
second electron to the reactive intermediate to form the prod-
ucts (HCOO−, CO). The rate-determining step (RDS) is assumed
to be the initial electron transfer to CO2 to form the radical
anion.39,40 It is assumed that the adsorbed intermediate species
do not inuence or restrict CO2 to bind with the surface of the
catalyst. This assumption has merit for catalyst surfaces such as
indium, where at any time only small amounts of intermediate
adsorbed species were found on the metal.38,41 Furthermore,
experimental studies done at increasingly high CO2 pressures
suggest an almost linear increase in limiting current densities,
suggesting that even at high CO2 concentration, the adsorbed
intermediates have negligible inuence on the reaction rate.28

The ux of the species involved in the charge transfer reactions
at the OHP (dened in ourmodel as x= 0) and time t is given by:

Ji;ðOHP;tÞ ¼
X
p

ni;pjp

npF
i ¼ CO2; OH� (11)

All other solution species are not taking part in charge
transfer reactions, hence:

Ji,(OHP,t) = 0, i = CO3
2−, K+, HCO3

−, H+ (12)
This journal is © The Royal Society of Chemistry 2023
The product species CO and H2 have very low solubility in
water at room temperature hence it is assumed that they bubble
out instantly from the system. HCOO− is assumed to not
inuence the overall transport of other solution species because
it does not take part in homogeneous reactions23 and was found
only in small amounts inside the system. ni,p is the stoichio-
metric coefficient of species i in reaction p (eqn (8)–(10)). np is
the number of overall electrons transferred in reaction p. jp is
the current density of the RDS involved in the overall reaction p.
In many models, jp is assumed and given as input to the model
alongside the applied electrode potential E. In reality, jp is
inuenced by local electric elds and the EDL environment
until a steady state is reached. Therefore, in this work, only the
electrode potential E is given as input to the model, and jp is
evaluated at every time step, which in turn helps to inform the
electrode ux boundary condition via eqn (11). It is crucial to
realize that because of the electrochemical reactions and
formation of ions, the local environment at the surface of the
electrode is in constant ux, with sharp gradients in species
concentrations and electric potential. At relatively high applied
electric potentials, we can therefore not assume local equilib-
rium conditions to apply. Because there is a practical interest in
relatively high cathodic overpotentials, the backward reactions
are ignored23 and the following Frumkin-corrected Tafel equa-
tion is used to evaluate current densities:24,25,42

jp ¼ j*p
CCO2OHP;t

CCO2 bulk

exp

"
�a*pF
RGT

�
E � Eeq;p � FOHP;t

�#
(13)

CCO2OHP,t is the concentration of CO2 at the OHP and time t.
CCO2OHP,t is the concentration of CO2 in bulk electrolyte. j*p and
a*p represent an effective exchange current density and charge
transfer coefficient, respectively, and their values are calculated
from Tafel plot data taken from the literature.28 Eeq,p is the
reference equilibrium potential for a reaction p according to
standard potentials at pH = 7 (Table S6 in ESI†). FOHP,t is the
electric potential at the reaction plane (OHP) and time t,
modeled as:

FOHP;t ¼ E � LStern

�
vF

vx

�
OHP;t

(14)

Eqn (14) is based on the idea that the Stern layer acts as
a uniform dielectric lm leading to a linear variation of the
electric potential from the surface of the metal electrode to the
OHP, with a continuous electric eld at the OHP.27,43 Since the
main reactant for the hydrogen evolution reaction in eqn (10) is
H2O, there are no mass transfer limitations and the current
density for HER becomes:

jp ¼ j*p exp

"
�a*pF
RGT

�
E � Eeq;p � FOHP;t

�#
(15)

The signicance of the Frumkin-corrected kinetics expres-
sions eqn (13)–(15) is that the driving force for the elementary
electron transfer is the potential difference between the metal
electrode and the OHP. This correction accounts for the EDL by
Sustainable Energy Fuels, 2023, 7, 144–154 | 147
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taking into consideration the variation of the apparent rate
constants as a result of changing electric elds and local reac-
tion environment.44,45 The concentration of the reactive species
involved in the RDS is also evaluated at the OHP, which is the
reaction plane in our model. This is in contrast to the standard
BV formulation where the driving force is taken to be the
potential difference between the metal electrode and the bulk
region of the electrolyte. Furthermore, a standard BV formula-
tion for kinetics is inconsistent with the Gouy–Chapman–Stern
formulation of the EDL, as it ignores the inuence of a diffuse
layer. All potential values in the simulations are referenced with
respect to the potential at the point of zero charge (PZC). The
PZC value depends heavily on the material properties of the
electrode as well as the electrolyte environment.46 Since we aim
to recreate the experimental conditions, the value of PZC is
tted to data available in the literature.28 Fig. 1 details the
boundary conditions used in the model. Initially, all concen-
trations will be at bulk values and the electric potential value
will be 0 throughout the simulation domain. The length of the
diffusion layer is determined to be 80 mm based on the
diffusion-limited current for such a system.23,28 Dirichlet
boundary conditions for concentrations and potential are
imposed on the right side of the simulation domain. At x =

0 (OHP), Neumann boundary conditions for the ux of the
solution species are applied using eqn (11) and (12). Eqn (14) is
used as a Robin boundary condition for the electric potential
value at the OHP. Both Neumann and Robin boundary condi-
tions are evaluated at every time step, making the model also
suitable for transient and dynamic applications. The nite
element package FEniCS is used to solve a weak formulation of
Fig. 2 Concentration profiles in the EDL region for (a) K+, (b) CO2, (c) OH
solution at 5 bar CO2 pressure.

148 | Sustainable Energy Fuels, 2023, 7, 144–154
the non-linear FBV-SMPNP equations. The complete set of
equations (FBV eqn (11)–(15) and SMPNP eqn (4)–(7)) are solved
self-consistently using a Newton solver. Spatial and temporal
discretization is done using a nite element method and
backward Euler scheme, respectively. The FBV-SMPNP model
becomes less stable with increasing applied electrode potential.
This is caused by the vastly different lengths and time scales
required to model the different physicochemical processes.
Hence the time step used in the rst 7 milliseconds is 1× 10−7 s
and aer that, a time step of 1× 10−3 s is used until steady-state
is reached. Similarly, a variable mesh spacing is used in the
simulations, with a ner mesh near the OHP and a coarser
mesh in the diffusion layer.
3 Results

In this section, we rst present the resolved concentration
proles for various solution species in the vicinity of the elec-
trode as a function of multiple applied electrode potentials
(Fig. 2). The results are mainly centered around the rst few
nanometers because this is the region where most of the
uncertainty with regard to concentrations of solution species
exists. We show the effect of including the size ratio bi on the
overall mass transfer. This effect is then validated against
experimental partial current density values found in the litera-
ture (Fig. 4). The predictive power of the FBV-SMPNP model is
tested by comparing partial current densities at elevated pres-
sures of 40 bar (Fig. 5). We then show that using the FBV-type
kinetics approach gives better estimates of HER partial
− and (d) H+ at varying applied electrode potentials for a 0.5 M KHCO3

This journal is © The Royal Society of Chemistry 2023
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current densities as compared to a standard BV-based kinetics
model (Fig. 7).

Fig. 2a depicts the buildup of the cation K+ in the EDL region
at increasing electrode potentials. Because the size of the
solvated cations is explicitly considered in the model, there will
be a limit on the maximum concentration of K+ ions at the OHP.
Once this steric limit is reached, the thickness of the EDL prole
increases. This results in the EDL behaving as a condensed layer
of cations, rather than a diffuse layer. This in turn has impli-
cations for the CO2 reduction reaction, because now CO2 has to
diffuse through a thicker dense layer of counter ions, leading to
reduced access to the catalyst surface and, consequently,
decrease in maximum attainable current density. Fig. 2b shows
the decreasing CO2 concentration as the electrode potential is
increased. This is correlated with the increasing K+ concentra-
tion and suggests that the rate of mass transfer is limiting the
reaction. Fig. 2c depicts an almost complete depletion of OH−

ions at the OHP. This is due to the negative charge associated
with an OH− ion, resulting in increasing electrostatic repulsion
near the OHP. This repulsion is taken into account by the
migration term in eqn (4).

Similarly, an increase in the positively charged H+ ion
concentration is observed with increasing electrode potential
(Fig. 2d). The combined effect of OH− repulsion and H+

attraction leads to a signicant drop in the local pH values. It is
worth pointing out that not considering the volume exclusion
effect will result in an unrealistically low pH.17 This is because,
in the absence of the volume exclusion term in eqn (4), point-
like species are assumed with no steric limits. For point-like
species, the concentration of H+ at the OHP would be unreal-
istically high, whereas considering the size of hydrated H+ ions
puts a steric limit to the maximum attainable concentration. It
is also worth noting that the hydrated size of a H+ ion is
considered since free protons generally do not exist in solution
due to their lack of an electron cloud. Since pH is one of the
more vital performance-controlling parameters experimen-
tally,30 it becomes essential to consider size effects when
modeling a CO2 reduction system. The general trend for
concentration proles as a function of applied potential is in
agreement with the trends found by Bohra et al.17 using the
GMPNP model but for different operating conditions of CO2
Fig. 3 Comparison of (a) K+ and (b) CO2 concentration profiles in EDL u
SHE/V for a 0.5 M KHCO3 solution at 5 bar CO2 pressure.

This journal is © The Royal Society of Chemistry 2023
pressure, applied electrode potential and electrolyte
concentration.

Fig. 3a shows the concentration proles of K+ as predicted by
different models at the same operating conditions. Each model
differs in the level of complexity and physicochemical
phenomena included in them (see Table 1). A reaction-diffusion
type model (RD) predicts negligible cation concentration at the
OHP as compared to other modeling approaches. This is
because such an approach does not explicitly take into account
the migration due to the assumption of charge neutrality.
Consequently, such an approach might be only suitable for
analyzing the mass transport behavior in the diffusion layer and
for highly concentrated solutions where the entire double layer
charge is carried inside the Stern layer, giving us a Helmholtz
description of the EDL.

The concentration of K+ predicted by the PNP model is
extremely high (24 mol dm−3) at the OHP due to the absence of
volume exclusion effects (dilute solution theory). The GMPNP
model predicts lower concentration at the OHP owing to the
excluded volume effects. As a result, a somewhat realistic
concentration of 4.5 mol dm−3 can be seen. However, using the
FBV-SMPNP approach, the observed concentration is approxi-
mately 50% lower than that predicted by GMPNP. This is due to
the consideration of the bi ratio (ai

3/a0
3) in eqn (4). Larger

species encounter more steric repulsion as compared to smaller
ones. In the GMPNP model, the underlying assumption is that
bi is essentially 1 for all species. In the case of K+ transport, this
would mean that hydrated K+ ions and H2O molecules have
a similar size. The FBV-SMPNP model corrects this assumption
by using the estimated sizes given in the ESI (Table S5).† As
a result, the bi ratio is much larger than 1 for K+ ions, hence the
steric effects on the cation are also enhanced, which can be
clearly seen in Fig. 3a. Mathematically, the b factor acts as
a hard limit on the maximum attainable concentration of K+

ions.
Since the buildup of cations in the vicinity of the electrode

inuences both the electric eld strength and access to the
catalyst for CO2, using the correct formulation for volume
exclusion effects becomes essential. The study conducted by
Bohra et al.17 using the GMPNP model, observed almost no CO2

concentration at the OHP beyond an electrode potential of −0.9
sing different approaches at an applied electrode potential of −1.3 vs.
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vs. SHE/V for a 1 bar CO2 pressure system at Ag(111) surface. As
the authors noted, this is highly unrealistic because it is known
experimentally that CO2ER has not reached the limiting current
density at this potential. Applying the GMPNP approach to our
system results in similarly lower CO2 concentrations (Fig. 3b),
which are also inconsistent with the experimental current
density data,28 suggesting an underestimation of CO2 concen-
tration at the reaction plane. In contrast, the FBV-SMPNPmodel
estimates a much higher concentration for CO2 at the OHP
(Fig. 3b). The size of the unhydrated CO2 molecule is smaller
than all other hydrated solution species including K+,47 and
hence the steric effect experienced by a CO2 molecule is small
relative to the other solution species. This in turn gives CO2

more space to diffuse toward the OHP. For both RD and PNP
models, the concentration of CO2 remains close to the bulk
values. This is because of the point species assumption in both
RD and PNP approaches. The slightly lower concentration of
CO2 in the RD model as compared to PNP is because, in the
absence of migration, the RD model predicts a relatively more
basic environment near the electrode surface, leading to the
promotion of the CO3

2− forming reaction (1). To validate the
effect of the bi ratio and the resulting CO2 concentration pre-
dicted at the OHP, we compare the partial current density data
predicted by both FBV-SMPNP and GMPNP models with the
experimental data from the literature.28

The simulations were performed assuming an indium cata-
lyst and 5 bar of CO2 pressure, matching the experimental
operating conditions. CO2 reduction on an In catalyst results in
the formation of HCOO− and trace amounts of CO. The rst
Fig. 4 Comparison of partial current densities with experimental values
faradaic efficiencies obtained from FBV-SMPNPmodel and experiments (
an In catalyst. Experimental values are taken from the literature.28

150 | Sustainable Energy Fuels, 2023, 7, 144–154
step of the reduction process, namely the interfacial charge
transfer reaction to form the intermediate radical anion (the
rate-determining step) depends on the CO2 concentration at the
reaction plane (OHP).48 Hence, a good match with experimental
current densities would suggest an accurate estimation of CO2

concentration. The predicted HCOO− formation current density
in Fig. 4a and the CO formation current density in Fig. 4c, using
the FBV-SMPNP approach are in much better agreement with
the experimental partial current densities as than a GMPNP
model within a range of applied electrode potentials (up to
z−1.5 vs. SHE/V). The FBV-SMPNP model requires the applied
electrode potential and the tted kinetics parameters as input
to solve for the current densities using dynamic FBV kinetics as
described by eqn (13). This is different from models such as
GMPNP17 and RD,9 both of which take current density and
applied electrode potential at a specic catalyst surface as input.
The FBV-SMPNP approach is then used to analyze the current–
voltage behavior and the resulting selectivities of all three
electro-reduction products at elevated pressures of 5 (Fig. 4) and
40 bar (Fig. 5 and 7). At 5 bar pressure, within the applied
potential range, HCOO− remains the dominant product with
the highest faradaic efficiency of about 0.84 at −1.45 vs. SHE/V
(Fig. 4d). Increasing the pressure of CO2 to 40 bar leads to
a signicant increase in the partial current density of HCOO−

(Fig. 5a) with respect to the current density at 5 bar (Fig. 4a).
Similarly, the partial current density of CO also increases with
increasing CO2 pressure (Fig. 5b vs. 4c).

This is due to the increased amount of CO2 available in the
system. The match with experimental faradaic efficiencies
using GMPNP and FBV-SMPNP methods (a–c). Comparison between
d). The system is 0.5 M KHCO3 solution at 5 bar CO2 pressure based on

This journal is © The Royal Society of Chemistry 2023
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Fig. 5 Comparison of (a) HCOO− and (b) CO formation current densities in a 0.5 M KHCO3 solution at 40 bar CO2 pressure based on an In
catalyst. Experimental values used are taken from the literature.28

Fig. 6 Comparison of faradaic efficiencies of CO2 based reduction
products in a 0.5 M KHCO3 solution at 40 bar CO2 pressure based on
an In catalyst. Experimental values used are taken from literature.28

Fig. 7 Comparison of HER partial current densities for CO2 reduction
in a 0.5 M KHCO3 solution at 40 bar CO2 pressure based on an In
catalyst. Experimental values used are taken from literature.28
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remains good even at high pressure of 40 bar as seen in Fig. 6.
The current density data for HCOO− and CO formation will
eventually start to diverge from the experimental values at
higher applied electrode potentials. The experimental results in
the literature suggest a faster consumption of CO2 at electrode
potentials above −1.5 vs. SHE/V, compared to what is predicted
by the FBV-SMPNP model. This leads to divergence between the
predicted and experimental limiting current density values.
This could be because the specic adsorption of intermediate
species plays an increasingly important role in determining the
rate of reaction (current densities) at high electrode potentials.
In our model, this effect is not explicitly included. For further
discussion see Section 4. Nevertheless, the match between
experimental and predicted partial current densities remains
extremely good up to −1.5 vs. SHE/V for all 3 products. The
predictive power of the FBV-SMPNP model for the hydrogen
evolution reaction is very good at both pressures (Fig. 4b and 7).
HER varies directly with applied electrode potential and has no
dependence on CO2 concentration at the OHP, hence the limi-
tations found in the prediction of partial current densities for
HCOO− and CO are practically non-existent.

Fig. 7 shows the comparison of HER partial current density
predicted by the FBV-SMPNP model, the RD model and exper-
imental values found in literature.28 Both models are compared
to the same experimental study so that the difference in the
This journal is © The Royal Society of Chemistry 2023
predicted values can be associated with the difference in
modeling methodology rather than possible variation in the
experimental setup. A RD model that is based on the standard
Tafel kinetics equations massively overpredicts the partial
current density of HER. This is especially true at high applied
electrode potentials. The partial current density at −1.86 vs.
SHE/V using RD type model is approximately 400 mA cm−2,
almost three times the actual experimental current density.
Compared to the RD system, the FBV-SMPNP model performs
exceptionally well in predicting the partial current densities of
HER. This is because the Tafel relation in a RD model does not
explicitly take into account the inuence of varying OHP
potentials on the rate constants. This effect is included in our
model by employing the Frumkin correction within a Tafel
relation.

It should be noted that a RD model based on the traditional
Butler–Volmer relations can be interpreted as a theoretical
limiting case of the FBV-SMPNP model. When the charge is
carried entirely by the Stern layer, the EDL would consist almost
entirely of densely packed cations, as shown in Fig. 8.

This is similar to the Helmholtz description of the EDL. This
would mean that now the plane of closest approach for the
solution species is at the edge of the EDL. As a result, the
concentration of CO2 involved in at least the rst step of the
reduction process, will be the same as the bulk concentration of
Sustainable Energy Fuels, 2023, 7, 144–154 | 151
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Fig. 8 Limiting case of the EDL consisting entirely of only a Stern layer.
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CO2 and the potential at reaction plane FOHP,t in eqn (13)
becomes the same as the potential value in the bulk of elec-
trolyte Fbulk, hence the Frumkin–Butler–Volmer equation (eqn
(13)) gets reduced to a simple Tafel relation:

jp ¼ j0;p
CCO2 ;t

CCO2 bulk

exp

��a0;pF
RGT

�
E � Eeq;p

��
(16)

where j0,p and a0,p are the standard Tafel kinetics parameters.
This type of model is now essentially solving the mass transport
only in the diffusion layer with a Tafel-like relation serving as
a boundary condition at the edge of the diffusion layer. Since
the diffusion layer can be assumed as charge neutral, the
migration term in eqn (4) can be dropped. The steric effects will
have a negligible inuence on the transport of the species in the
diffusion layer, hence it can also be dropped from eqn (4). As
a result, the complete SMPNP transport equation reduces to
a simple RD equation:

vCi

vt
¼ V$½DiVCi� þ

X
s

Ri (17)

Hence using a standard Tafel kinetics equation, such as eqn
(16), is implicitly tied to using a RD type transport equation eqn
(17) and the EDL is described by the Helmholtz model. This type
of formulation of EDL might be appropriate for high ionic
strength systems but for the presented system, such a formula-
tion is not sufficient, as the migration and steric effects inside
the diffuse layer play a key role in the overall EDL dynamics and
the charge transfer reactions.

4 Discussion

The presented continuum scale approach to model CO2 elec-
trochemical reduction is extremely useful in analyzing the
behavior of solution species in the EDL, while simultaneously
being able to achieve practical current densities. Within a range
of applied electrode potentials, this model can be used as
a predictive tool for current–voltage analysis at elevated pres-
sures. However, the model does nd limitations at high applied
electrode potentials, where we observed that the FBV-SMPNP
model overpredicts the CO2 concentration at the OHP and
consequently overestimates the partial current density for
HCOO− and CO formation, as both these products depend
152 | Sustainable Energy Fuels, 2023, 7, 144–154
heavily on CO2 concentration at the OHP. It is likely that at high
applied electrode potentials, the rst reduction step initiates
beyond the condensed layer of counter ions.17 This would in
turn imply an overestimation of CO2 in our current model at
high electrode potentials. The kinetics model employed here is
simplied by assuming that the specic adsorption of inter-
mediate species and their lateral interactions do not signi-
cantly inuence the interfacial charge transfer reactions.
Explicitly accounting for these effects using DFT simulations
might be necessary at these high electrode potentials since the
coverage of metal surface and consequently the free space
available for CO2 intermediates depends heavily on the applied
electrode potentials. Another possible explanation could be that
at higher electrode potentials the EDL becomes increasingly
more condensed, which in turn decreases the local diffusivities
of solution species, which are currently assumed to have
constant (Fickian) values. In our model, we use a linear eqn (7)
to evaluate the relative permittivity. This is done to avoid a high
degree of nonlinearity that arises using more advanced
approaches such as the Booth or Clausius–Mossotti equa-
tion.17,49,50 Furthermore, it is also worth mentioning that the
molarity of water in eqn (7) is also assumed to be constant,
however, the concentration of water would diminish near the
electrode surface due to the presence of a condensed layer of
solute species. We are currently exploring these effects as an
extension for the FBV-SMPNP model.

The continuum-scale approach provides a cost-effective
alternative for the computationally expensive atomic-scale
modeling of EDL. It can also be coupled with atomistic
quantum models to provide the steady-state condition under
which energetics are to be studied.17 A continuum scale
approach does not account for the ion–ion interactions, which
become relevant in concentrated electrolytes. Particle-based
methods, such as molecular dynamics (MD), do account for
such correlations. Giera et al. performed extensive MD simula-
tions using a primitive model to successfully account for elec-
trostatic correlations as well as steric interactions between
ions.51 Also, MD simulations with explicit solvent have been
widely used to compute the EDL at the interface between an
electrolyte solution and a charged solid surface.7,52,53 However,
the applicability of such an approach for a typical CO2ER
process remains unexplored. This is primarily because a typical
CO2ER process involves electrode reactions and homogenous
reactions, and local pH plays an important role. These factors
affect the EDL in a CO2ER system and are generally hard to
simulate in MD. Moreover, the accuracy of an MD simulation is
contingent on a good description of molecular interactions
between all the uid components and their interaction with the
electrode.54 Since existing interaction potentials are typically
optimized to reproduce bulk properties of single-component
systems or dilute solutions, much caution is needed when
using these potentials to simulate the interface between an
electrode and a multicomponent concentrated solution as is
relevant to CO2ER systems. Although MD would not be able to
model every aspect of the electrochemical process, a tandem
approach based on coupling MD simulations and continuum
This journal is © The Royal Society of Chemistry 2023
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Fig. 9 Comparison of computational efficiency with and without the
inclusion of the bi ratio.
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scale models could be a powerful way to leverage the comple-
mentary strengths of both approaches.

Another feature of the Frumkin-corrected kinetics approach
is that it does not presuppose a xed OHP potential. Rather it is
evaluated at every time step. This would in turn determine the
local electric eld strength of the EDL, which eventually dictates
the concentrations of different ionic species. This feature can be
especially useful for dynamic CO2 reduction models, where the
applied electrode potential is switched on and off (or high to low
voltage) repeatedly to overcome diffusion limitations. Tradi-
tionally, it has been seen that solving (G)MPNP-type differential
equations at relatively high applied electrode potentials, in an
EDL-like environment leads to increased instability.17 Extremely
small time steps and spatial discretizations, along with stabi-
lization techniques such as the SUPG method, have to be
adopted to get a tractable solution. Interestingly, using our FBV-
SMPNP approach leads to a computationally much more effi-
cient solution, without the need for any stabilization technique.

This is due to a hard concentration limit being enforced on
the solution species near the electrode surface via the intro-
duction of the bi ratio in the volume exclusion term resulting in
less extreme potential gradients. Fig. 9 shows a comparison of
the average number of iterations required (per time step) using
Newton's method, with and without the inclusion of the bi ratio,
as a function of applied electrode potential. In the case where
the ratio was excluded from the model, the solution would not
even converge at high electrode potentials. The number of
iterations in the green bars represents the average number of
iterations before the system fails to converge. However for the
case where the ratio was included, not only does the solution
converge but the number of iterations remained relatively stable
throughout the range of applied electrode potentials.
5 Conclusions

In this work, we presented a CO2 reduction modeling approach
based on a combination of size-modied Poisson–Nernst–Planck
equations (SMPNP) for transport of the solution species and
Frumkin-corrected Butler–Volmer type kinetics expression (FBV) to
account for the interfacial reactions. By considering steric effects,
we established the impact of the condensed layer of cations on the
accessibility of the catalyst surface to the reacting CO2. We also
observed a 50% decline in the estimated cation concentration at
the reaction plane as compared to aGMPNPmodel.17 This is due to
This journal is © The Royal Society of Chemistry 2023
the inclusion of the molecular size (bi) ratio in the transport
equations of our model. Perhaps its impact is most prominent in
the estimation of CO2 concentration at the OHP, which was pre-
dicted to be extremely low in the GMPNPmodel. Using the bi ratio,
we were able to rectify this problem and attain a much more
realistic CO2 concentration at the OHP. We also validated the
usage of this factor bymatching the partial current density data for
CO2 consuming products such as HCOO− and CO with the
experimental Tafel plot data from the literature. The FBV-SMPNP
model can also be used to make predictions for a high-pressure
CO2 electrolyzer, which is of great industrial signicance. Within
a range of applied electrode potentials, we were able to predict the
partial current densities of all 3 products with accuracy at elevated
pressures of 5 and 40 bar, although the model does nd limita-
tions in predicting partial current densities for CO2 consuming
products at high applied electrode potentials. We also observed
that the model predicts the HER current densities much more
accurately than a traditional RDmodel. This is due to the Frumkin-
corrected kinetics formulation which assumes the driving force for
interfacial charge transfer reactions to be the potential difference
between the metal electrode and the OHP.

Overall, the model provides a good approximation of the CO2

reaction environment which consists of several physicochem-
ical phenomena occurring at vastly different lengths and time
scales, in a computationally inexpensive manner. Gas diffusion
electrodes (GDE) based CO2 electro-reduction systems are being
studied extensively because of their advantage of reduced
diffusion length for CO2 molecules. Such a system can also be
incorporated within the FBV-SMPNP framework presented in
this study. The model can also be useful in dynamic CO2

reduction systems, where step changes in the applied potential
are used as a method to overcome diffusive limitations via the
dispersion of the double layer.
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