
Sensors & Diagnostics

PAPER

Cite this: Sens. Diagn., 2023, 2, 1509

Received 26th April 2023,
Accepted 28th August 2023

DOI: 10.1039/d3sd00099k

rsc.li/sensors

Machine learning based microfluidic sensing
device for viscosity measurements†

Adil Mustafa, *abh Daniyal Haider,c Arnab Barua,d Melikhan Tanyeri, *e

Ahmet Ertenf and Ozlem Yalcin*g

A microfluidic sensing device utilizing fluid–structure interactions and machine learning algorithms is

demonstrated. The deflection of microsensors due to fluid flow within a microchannel is analysed using

machine learning algorithms to calculate the viscosity of Newtonian and non-Newtonian fluids. Newtonian

fluids (glycerol/water solutions) within a viscosity range of 5–100 cP were tested at flow rates of 15–105 mL

h−1 (γ = 60.5–398.4 s−1) using a sample volume of 80–400 μL. The microsensor deflection data were used

to train machine learning algorithms. Two different machine learning (ML) algorithms, support vector

machine (SVM) and k-nearest neighbour (k-NN), were employed to determine the viscosity of unknown

Newtonian fluids and whole blood samples. An average accuracy of 89.7% and 98.9% is achieved for

viscosity measurement of unknown solutions using SVM and k-NN algorithms, respectively. The intelligent

microfluidic viscometer presented here has the potential for automated, real-time viscosity measurements

for rheological studies.

Introduction

Investigating intriguing flow behaviour and rheological
properties of industrially manufactured complex fluids and
naturally occurring biofluids is of great importance in many
fields of science and engineering.1–4 Dynamic viscosity is one
of the most essential material properties of complex fluids.5

Robust viscosity measurements of Newtonian and non-
Newtonian fluids using small sample volumes are crucial in
many applications in health care,6 food processing,7 and
pharmaceutical industries.8 Traditional viscometers employed
to measure the viscosity of Newtonian and non-Newtonian
fluids are typically categorized based on their operating
principles. Major traditional viscosity measurement

techniques include capillary viscometers,9,10 rotational
viscometers,11 coaxial cylinder viscometers,12 falling ball
viscometers,13,14 and vibrational viscometers.15 These
traditional viscometers often use large sample volumes in the
millilitre (mL) range to quantify the viscosity of fluids, which is
highly undesirable for point of care applications.16 There is a
growing demand for robust, portable platforms to rapidly and
cost efficientlymeasure fluid viscosity at the point of need using
sample volumes in the μL to nL range.17 Advancements in
microfabrication, soft lithography and replica moulding in the
past two decades have enabled researchers to design and
fabricate microfluidic devices for viscosity measurements.
Microfluidic devices inherently enable portable platforms that
perform viscosity measurements in a fast and low-cost manner
using small sample volumes. Microfluidic viscometers are
commonly categorized based on their transduction
mechanism, namely, flow rate sensing viscometers,18,19

pressure sensing viscometers,20 surface tension sensing
viscometers,21 comparator viscometers,22 droplet-based
viscometers,23 andmicrosensor-based viscometers.24,25

Microsensor-based viscometers rely on determining the
deflection of microsensor structures under external forces.26

Judith et al.27 reported a magnetically-actuated microsensor
array to measure the viscosity of a fluid with a wide dynamic
range (5–5000 cP) and a sensitivity of 1 cP. We recently
developed a microsensor-based viscometer which relies on
flow-induced deflection of microsensors, thereby eliminating
the need for magnetic actuation.25 Our microfluidic
viscometer comprises an array of microsensors arranged in a
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staggered or zigzag configuration to maximize fluid–structure
interactions. The viscosity of sample fluids was determined
by inserting the deflection of a microsensor tip into a 2nd
order polynomial fit obtained from a calibration curve.25

While this method allows for viscosity measurements within
a range of 2–100 cP and a sensitivity of 0.5 cP using minute
amounts of sample, it also comes with certain limitations.
First, it is an arduous task to construct an accurate analytical
fluid–structure model which is consistent with experimental
results. Second, extracting viscosity values of fluids using the
raw deflection microsensor tip deflection data is a
cumbersome process, as it requires post-processing hundreds
of gigabytes of data. Indeed, a vast majority of the viscosity
measurement methods discussed above require substantial
mathematical modelling to accurately predict the viscosity of
sample fluids. For microsensor-based viscometers, complex
differential equations describing fluid dynamics and solid
mechanics need to be coupled.25 Hence, we posit that new
approaches such as machine learning could facilitate
eliciting useful material properties such as viscosity without
the need for extensive mathematical modelling.

Integration of machine learning with microfluidics and
analytical chemistry in recent years has enabled an
alternative route for continuous monitoring and dynamic
control of microfluidic systems, extracting useful information
by post-processing large amounts of raw data28–32 and
eliminating the need for developing complex mathematical
models representing the system under study. For instance,
digital microfluidics for drug discovery is an emerging field
where machine learning algorithms have been employed to
improve the robustness of data analysis and the throughput
of the systems.33 In addition, microfluidic systems for
screening prostate and breast cancer based on high-content
analysis of cell phenotype biomarkers have also been
integrated with machine learning algorithms to overcome the
shortcomings of conventional biomarker analysis.34 On-chip
cell detection and quantification are of great importance for
medical diagnosis. Deep neural networks (DNNs) can
facilitate fast and efficient analysis of blood cells on
microfluidic platforms to identify a toxic reaction or a viral
infection towards point-of-care diagnostics.35 Machine
learning can also be used to measure various fluidic
properties. Hadikhani et al. used a neural network to extract
these properties from images of water/alcohol droplets
generated within a microfluidic device.36 A large number of
droplet images are recorded and used to train deep neural
networks (DNNs) to determine the concentration of each
component (water/alcohol) in the mixture with 0.5%
accuracy, and measure the flow rate of the same mixture with
a resolution of 0.5 mL h−1. Moreover, the stability of
emulsions inside a microfluidic chip can also be quantified
based on the droplet shape descriptors using machine
learning methods.37

In this study, we integrate our PDMS microsensor-based
viscometer with machine learning algorithms to calculate the
viscosity of both Newtonian and non-Newtonian fluids by

analysing the deflection of PDMS microsensors by fluid flow.
We also demonstrated a biomedical application where we
identified various stages of clot formation during the
coagulation process by classifying viscosity measurements for
human whole blood samples using machine learning
algorithms. Support vector machine (SVM) and k-nearest
neighbour (k-NN) algorithms were used to extract viscosity
values from raw experimental data. To the best of our
knowledge, this is the first study where machine learning
algorithms are used to calculate the viscosity of fluids by
analysing deflection fluid–structure interactions within a
microfluidic device. The SVM and k-NN algorithms presented
in this study eliminate the need for developing complex
mathematical models for measuring fluid viscosity. We show
that ML methods can be easily integrated into measuring
fluid viscosity using microfluidic devices. ML-based methods
can be used to differentiate between data sets featuring
similar characteristics and potentially accelerate the analysis
time.

Materials and methods
Sample fluid preparation

The sample Newtonian fluids were prepared by mixing
glycerol (PamReac Applichem, Barcelona, Spain) with
deionized water (DI water) at different ratios to obtain a
range of viscosities including 5, 10, 15, 25, 50, 75, and 100
cP. Whole blood samples were used as the non-Newtonian
fluid following IRB: 001/2015 and approved by the Ethics
Committee of Koç University School of Medicine and
informed written consent was obtained from each subject
participating in the study. The details of the device
fabrication are given in ESI† S1.

Experimental setup

The experimental setup comprised a microfluidic viscometer
chip, an inverted microscope for imaging (Nikon Eclipse
TS100, Tokyo, Japan), a syringe pump (PHD Ultra 70-3007,
Harvard Apparatus, Holliston, MA) to infuse the sample
fluids into the microfluidic viscometer, a CCD camera (Point
Grey Grasshopper3 USB3.0, Richmond, BC, Canada) and a
computer for recording the experimental videos at 22 frames
per second (fps) as shown in Fig. 1.

Data acquisition

The recorded videos for each experiment were analysed using
an in-house Matlab code to extract microsensor tip deflection
as a function of time as shown in Fig. 2a. The initial 25
frames were acquired for the static conditions (no fluid
infusion into the device) and the remaining frames were
acquired for the dynamic conditions (fluid flow yielding
microsensor deflection). The deflection of microsensors is
quantified by comparing the initial position of the
microsensor tip (first static frame) to each of the subsequent
frames. Fig. 2a depicts microsensor deflection along the
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direction of fluid flow as a function of time for a single
microsensor. We observed that deflection increases rapidly as
the fluid is infused in the microchannel, and then reaches a
plateau, depicting the maximum microsensor tip deflection.
As soon as the fluid infusion is halted, the microsensor
deflection decreases sharply. The duration of each recorded
video was 15 seconds, captured at 22 fps, rendering a total of
330 frames for each measurement. The CCD camera was
employed to record all experimental videos. The spatial
resolution of the microfluidic viscometer device was
determined by dividing the camera pixel size (5.68 μm) by
the magnification (7×), resulting in a resolution of 0.81 μm
per pixel. Following the Nyquist criterion and Shannon's
sampling theorem, we set the sampling interval to two pixels,
such that half the size of the smallest resolvable feature
corresponds to a pixel. Using a sampling interval of two

pixels, our setup yielded a spatial resolution of 1.62 μm.
Microsensor deflection was monitored by continuous
imaging of five microsensors at the centre of the channel as
we observed that microsensor deflection near the entrance
and exit of the channel was smaller compared to the centre.
The microsensor with the maximum deflection value was
chosen for further analysis. For each flow rate, the
microsensor deflection was calculated by taking the average
of all the tip deflection values in the plateau region. The
subsequent decrease in deflection shown in Fig. 2a
corresponds to no-flow (static) conditions where the
microsensor tip relaxes back to its initial position. Fig. 2b is
a collection of raw images depicting the top view of the
device during fluid infusion (t = 0 s), maximum pillar
deflection (t = 12 s) and finally an overlay of the two images.
We can clearly observe that the microsensor tip deflection is

Fig. 1 A schematic of the experimental setup for the microsensor-based microfluidic viscometer. The experimental setup consists of a
microfluidic device, a syringe pump for infusing the Newtonian and non-Newtonian fluid samples into the device, a microscope with a 10×
objective lens (demagnified 0.7 times to render a final magnification of 7×), a CCD camera, and a computer for capturing images of microsensor
deflection within the microfluidic device as the sample fluid flow yields microsensor deflection in the direction of the flow.

Fig. 2 (a) Microsensor tip deflection as a function of time for a single microsensor with aqueous glycerol solution being infused. Tip deflection
increases with time and the saturation region represents the average maximum microsensor tip deflection at a given flow rate. When the flow is
stopped, the microsensor tip returns to its original position. (b) A collection of raw images depicting two stages of the microsensor tip deflection
that is at t = 0 when there is no deflection and at t = 12 s when we have maximum deflection. An overlay of these two images is shown where we
can clearly appreciate the microsensor deflection. The arrow indicates the amount the microsensor has moved from its mean position. See ESI†
(a).
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at its maximum at t = 12 s. Fig. 2b illustrates the distance
between two consecutive microsensor posts and the channel
side walls is sufficiently large to minimize the effect of their
mutual interactions on deflection.

Machine learning methods
Support vector machine (SVM)

Due to our small data set, we focused on machine learning
(ML) algorithms that help build a non-biased model and
avoid overfitting. We considered the most commonly used
supervised learning algorithms including the decision tree
(DT), naïve Bayes (NB), logistic regression (LR), k-nearest
neighbour (k-NN) and support vector machine (SVM). We
selected the SVM and k-NN as the primary ML method for
our study based on their performance in avoiding data
overfitting and their ability to build a non-biased model. The
SVM, first introduced by Vapnik,38,39 is a supervised machine
learning model that classifies nonlinearly separable data in a
definite class. The SVM is known as a maximum margin
classifier because it maximizes the geometrical margin and
minimizes the empirical classification error. The SVM builds
an area of spread vectors in a high dimensional space to
create a maximum-margin separating hyperplane along with
two parallel hyperplanes. The main task of the separating
hyperplane is to expand the span of two parallel hyperplanes.
The separating hyperplane (H) can be defined by eqn (1):

w·H + b = 0 (1)

where w is the n-dimensional vector orthogonal to the
hyperplane, and b is a scalar such that b/‖w‖ is the offset of
the hyperplane from the origin along w. The highest margin
of the separating hyperplane can be denoted by M = 2/‖w‖.

The SVM performs the classification using different kernel
functions such as polynomial, sigmoid, and radial basis
function (rbf) for every nonlinear pattern. In our experiment,
we used a nonlinear kernel, the rbf kernel function, which is
defined by eqn (2):

e−
x − xik k2
2σ2 (2)

where ‖x − xi‖ is usually the Euclidean distance between the
two feature vectors and σ is a free parameter. Detailed
information on the SVM and multiclass classification is given
in ref. 40 and 41.

k-Nearest neighbour (k-NN)

The k-NN is a simple non-parametric classification method
utilized in classification and regression.42 The main idea of
the k-NN is to memorize the training set and then predict the
new sample based on its closest neighbours in the training
set. Distance functions and metrics help to find the closest
neighbours. Euclidian, Manhattan, Chebyshev etc. are

examples of distance functions whereas Minkowski, Cosine,
Hamming etc. are examples of distance metrics.43

We used the Minkowski distance metric in this work,
which handles continuous variables. Minkowski is a
generalized distance metric that can be easily manipulated
by changing its parameter value and is defined in eqn (3):

D xi; xj
� � ¼ Xn

l¼1

xil − xjl
�� ��p !1

p

(3)

In eqn (3), xi and xj are points in n dimensional space, where
xi and xj have coordinates xi1, …, xid and xj1, …, xjd,
respectively. p stands for a parameter value, and the
commonly used p values are p = 1, p = 2, or p = ∞
corresponding to Manhattan, Euclidian or Chebyshev
distances, respectively. In our case, we set p = 2 to calculate
the distance using the Euclidian function as shown below by
eqn (4):

D xi; xj
� � ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
l¼1

xil − xjl
�� ��2 !vuut (4)

For the k-NN algorithm, we took the three nearest neighbours
(k = 3) yielding high bias and low variance.

Results and discussion
Fluid infusion experiments

Experimental results for microsensor deflection were
obtained for fluid flow rates ranging between 15 and 105 mL
h−1 (γ = 60.5–398.4 s−1). A linear trend of increasing
microsensor deflection was observed as the flow rate
increases from 15 to 105 mL h−1 for all viscosities between 5
and 100 cP. The experimental results obtained for
microsensor deflection were confirmed using computational
fluid dynamic (CFD) studies as shown in Fig. 3, S2 and S3.†
The microfluidic viscometer with a zigzag microsensor
arrangement yields higher tip deflection compared to that
with a straight microsensor arrangement due to enhanced
fluid–structure interaction see ESI† S2. The microsensor in
the middle of the array with the highest deflection values was
chosen for data analysis (see ESI† S3).

Fig. 3 presents results from a single microfluidic device
with experiments performed at 7 different flow rates and 4
different viscosities with 3 measurements (n = 3) for each
combination. The elasticity of PDMS microsensors,
influenced by factors such as the base to curing agent ratio
and baking temperature, remained unchanged throughout
the experiments. We observed that the microsensors returned
to their initial position once the fluid flow (shear stress)
ceased, and repeated deflection cycles did not affect the
maximum deflection, confirming the robustness of the
microsensors where any changes in elasticity would
compromise the consistency of the results.

The microfluidic viscometer was further tested using a
non-Newtonian fluid (whole blood). To determine
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microsensor deflection, we adopted a method similar to the
Newtonian fluid case, primarily recording videos as the blood
was infused into the viscometer and then post-processing
using the Matlab code. Similar to the Newtonian fluid case,

an increasing trend for microsensor deflection with
increasing flow rate was observed for whole blood samples as
shown in Fig. 4. As we used the whole blood samples, it
became increasingly difficult for our Matlab code to track the
microsensor deflection especially at higher flow rates. The
microsensor deflection response of our viscometer for whole
blood samples was compared with CFD studies based on the
power law and Carreu model for non-Newtonian fluid flow as
shown in Fig. 4. The results indicate that the power law for
non-Newtonian fluids more accurately models the
microsensor deflection trend for our microfluidic viscometer
when blood is used as the sample fluid. See ESI† S4 for
simulation details. To illustrate the shear-dependent viscosity
characteristics of non-Newtonian fluids, Fig. S4.3† presents a
viscosity versus shear rate plot for a whole blood sample. The
results reveal a shear-thinning behaviour, where the viscosity
decreases with higher shear rates.

The sensitivity and dynamic range of the microfluidic
viscometer depend on the device geometry (micropillar
dimensions and aspect ratio) and the resolution of the
imaging system. The viscometer sensitivity increases with the
aspect ratio of the micropillars. The sensitivity can be
increased by fabricating microsensors with higher aspect

Fig. 3 Comparison of experimental and CFD results for microsensor tip deflection due to fluid flow as a function of flow rate at various fluid
viscosities. (a) 5 cP, (b) 25 cP, (c) 50 cP and (d) 100 cP. For each viscosity and flow rate value, a set of three experiments were performed (n = 3).
The error bars for experiments with the 5 cP sample are clearly visible. However, at higher viscosity values, the measurements are more
consistent, leading to much smaller error bars. Fig. S2(a–c)† show a comparison of additional experimental and CFD results for microsensor tip
deflection at the following fluid viscosities: 10 cP, 15 cP and 75 cP.

Fig. 4 Comparison of experimental and CFD results (power law and
Carreu model) for microsensor tip deflection with whole blood as
sample fluid flow as a function of flow rate. See ESI† (b).
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ratios, which was verified through CFD studies (see ESI† S5
for details). Increasing the resolution of the imaging system
enhances the sensitivity of the microfluidic viscometer, but it
also reduces the device's dynamic range. In our study, we
determined the dynamic range to be 5–100 cP, as the
micropillar tip displacement reached its maximum deflection
beyond 100 cP, and the imaging system was unable to discern
the small changes in displacement due to limited resolution.
The microsensor deflection data discussed in this section
was used to calculate the viscosity of unknown fluids using
machine learning algorithms.

Viscosity calculations

The microfluidic viscometers reported in the literature
employ internal flows for measuring fluid viscosity that
requires mathematical modelling involving fluid dynamics
governing equations. Modelling microfluidic systems with
flexible structures and fluid flow is not trivial as it requires
coupling of fluid dynamics and solid mechanics equations.
We recently developed a facile microfluidic method to
measure the fluid viscosity of both Newtonian and non-
Newtonian fluids using elastomeric microsensors within a
microchannel.25 Our method relies on deflection of the
microsensors due to their interaction with impinging fluid
flow. At a constant flow rate, the microsensor deflection
increases with the fluid viscosity. Accurate modelling of the
mechanical properties of flexible microposts and their
interactions with the fluid flow is very challenging.
Developing a rigorous model that closely matches
experimental data by accurately coupling deformable solids
(microposts) and an incompressible fluid requires precise
viscoelastic characterization of the micropost material at the
microscale and is the subject of ongoing research. To
mitigate these challenges, we experimentally studied flexible
microsensor deflection at various flow rates and fluid
viscosities and obtained an empirical equation that correlates
microsensor deflection to fluid viscosity. Using the
microsensor deflection data for a number of reference fluids
with known viscosities, we derived a calibration curve for the
microfluidic viscometer. Specifically, we used a 2nd order
polynomial fit to the fluid viscosity versus microsensor
deflection data by using eqn (5):

η(x) = I + b1x + b2x
2 (5)

where η is the viscosity of the fluid at a fixed flow rate, x is
the displacement of the microsensor tip, and b1, b2 and I are
constants determined by the fit. To measure the viscosity of
an unknown fluid, we simply insert the experimentally
measured microsensor tip displacement x at a given flow rate
into eqn (5). Developing mathematical models that accurately
reflect the transduction mechanism becomes exceedingly
difficult for microfluidic viscometers where viscosity
measurements are based on fluid–structure interactions.
Hence, alternative methods, such as those based on ML

classification and microsensor deflection data, would prove
useful for applications requiring robust classification of
viscosity. In this work, we employed ML algorithms, for the
first time, to classify the viscosity of Newtonian and non-
Newtonian fluids using a microfluidic viscometer. We used
two machine learning algorithms (SVM and k-NN) to classify
the raw microsensor deflection data in different viscosity
classes.

The raw data were then divided into 1323 samples (known
solution data) and were used to train our machine learning
models. In the case of the SVM and k-NN, 926 of 1323 data
samples (70% of total data) were used as the training data
set, and 397 data samples (30% of the total data) were used
for validation. The SVM and k-NN classified the data into 7
classes (viscosity solutions), i.e., 5, 10, 15, 20, 25, 50, 75, and
100 cP aqueous glycerol solutions. The confusion matrices
provide an insight into the trained algorithm (Tables S2 and
S3 in ESI† S6). The training and validation accuracies of the
SVM and k-NN are shown in Table 1.

The results were then validated by measuring three
performance matrices: precision, recall and F1-score given by
the following equations:

PR ¼ TP
TPþ FP

(6)

RE ¼ TP
TPþ FN

(7)

F1 ¼ 2 PR ×REð Þ
PRþ REð Þ (8)

In these equations, TP refers to true positive, RE is the recall,
FN is false negative, FP is false positive, and PR is the
precision matrix. The F1 score is defined as the harmonic
mean between the precision and recall.

The precision matrix identifies the relevant instances
(unknown solution viscosity data) among the retrieved
instances (known solution viscosity data). The accuracy
matrix on the other hand is a collection of correctly classified
instances. The number of relevant instances which are
retrieved from the total number of instances forms the recall
matrix. The calculated results for the performance matrices
are shown in ESI† S6. After validating the data from all
known viscosities, experimental data (deflection vs. flow rate)
from samples with unknown viscosity were classified. Four
fluid samples with unknown viscosity, 5.74 cP (whole blood),
11.91 cP (decanol), 50 cP and 75 cP (aqueous glycerol
solutions), were classified using the SVM. Reference viscosity
measurements of the unknown samples were obtained either
by using a conventional viscometer or from the commercial

Table 1 Training, validation and test accuracies of the SVM and k-NN

Algorithms Training accuracy Validation accuracy Test accuracy

SVM-rbf 88.12% 89.67% 89.70%
k-NN3 97.94% 98.48% 98.90%
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supplier. 596 data points were obtained for these fluid
samples. Table 2 shows the confusion matrix for the fluid
samples with unknown viscosity along with the
corresponding performance matrices. The results show that
the SVM classified the data with a test accuracy of 89.7%,
yielding a similar result to the validation accuracy obtained
during algorithm training.

As shown in Table 2, each sample was categorized based
on the availability of the closest viscosity class. The whole
blood sample, with a measured viscosity of 5.74 cP, was
classified as a 5 cP solution, which represents the closest
viscosity class available. Similarly, the decanol sample, with a
measured viscosity of 11.91 cP, was classified as a 10 cP
solution, again based on its closest matching viscosity class.
Furthermore, the 50 and 75 cP aqueous glycerol solutions
were accurately classified within their respective viscosity
classes. The data presented in Table 2 suggest that the SVM
provided the highest precision, equal to 1, when classifying
decanol (11.91 cP). The 50 and 75 cP aqueous glycerol
solutions both yielded a precision value of 0.93. The whole
blood sample data (5.74 cP) resulted in a slightly lower
precision value of 0.91.

To improve the data classification accuracy, the k-nearest
neighbour (k-NN) classifier was used to calculate the
viscosities of the unknown solutions. We set the value of k to
be 3, where labels of 3 closest classes were checked. The
trained k-NN algorithm was further validated by calculating
performance matrices. The k-NN classified the data into 4
classes of 596 samples to find the viscosity of the unknown
solutions. This algorithm yielded a test accuracy of 98.9%,
which is significantly higher than the test accuracy of the
SVM algorithm (89.7%). Table 3 provides the confusion

matrix for the classification of the fluid samples with
unknown viscosities along with the performance matrices.
The results in Table 3 suggest that the k-NN also had the
highest precision when classifying the decanol sample with a
precision value of 1. Similarly, the 50 cP aqueous glycerol
solution also achieved the same precision. The 75 cP aqueous
glycerol solution and the whole blood sample resulted in a
precision value of 0.98 and 0.90, respectively. By comparing
the accuracy, precision values, recall and F-measure, we can
safely conclude that the k-NN rendered more reliable values
for these matrices and classified the data with higher
accuracy in comparison with the SVM.

It is difficult to draw a direct quantitative comparison
between ML methods and the traditional methods as the
former are classification methods whereas the latter are
based on determining a single viscosity value. To provide a
quantitative comparison, we calculated the % error in
viscosity measurements for our ML method using eqn (9).

% Error ¼ Classification value −Viscosity of solution
Viscosity of solution

× 100%

(9)

where the classification value represents the classified
viscosity value of the unknown solution. For instance, the
sample solutions classified as 5 and 10 cP with an actual
viscosity of 5.74 cP and 11.91 cP yield an error of 12.8% and
16%, respectively. For the 11.91 cP solution, the percentage
error calculated using the model-based approach (2nd order
polynomial fit to experimental data) varied between 2.6 and
25.6% depending on the flow rate.25 The % errors for both
the model-based method and ML-based method are

Table 2 SVM confusion matrix with 596 data samples and performance matrices for fluid samples with unknown viscosities

Classes

Predicted

Precision Recall F15 cP 10 cP 15 cP 25 cP 50 cP 75 cP 100 cP

Actual 5 cP 149 0 0 0 0 0 0 0.91 1 0.95
10 cP 13 127 9 0 0 0 0 1 0.85 0.92
15 cP 0 0 0 0 0 0 0 0 0 0
25 cP 0 0 0 0 0 0 0 0 0 0
50 cP 0 0 0 17 123 9 0 0.93 0.82 0.87
75 cP 0 0 0 0 8 135 5 0.93 0.91 0.92
100 cP 0 0 0 0 0 0 0 0 0 0

Table 3 k-NN confusion matrix with 596 data samples and performance matrices for fluid samples with unknown viscosities

Classes

Predicted

Precision Recall F15 cP 10 cP 15 cP 25 cP 50 cP 75 cP 100 cP

Actual 5 cP 149 0 0 0 0 0 0 0.90 1 0.99
10 cP 2 147 0 0 0 0 0 1 0.98 0.99
15 cP 0 0 0 0 0 0 0 0 0 0
25 cP 0 0 0 0 0 0 0 0 0 0
50 cP 0 0 0 0 146 3 0 1 0.97 0.98
75 cP 0 0 0 0 0 148 1 0.98 0.99 0.98
100 cP 0 0 0 0 0 0 0 0 0 0
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comparable, confirming that determining viscosity values
through classification using machine learning algorithms
such as the SVM and k-NN provides an effective alternative
approach without compromising accuracy. As defined in eqn
(9), the % error provides a relative measure of how much the
classification value deviates from the actual viscosity of the
sample. When the classification accuracy is lower, we
anticipate a greater deviation between the classification value
and the actual viscosity, resulting in a larger % error. The %
error for the ML method can be reduced by performing
measurements in small viscosity increments (e.g., 1 cP)
spanning the entire dynamic range (5–100 cP) of the
microfluidic viscometer, thereby providing high resolution
data to expand and refine the training data set.

Real time monitoring of blood coagulation

To demonstrate the versatility of our ML-based viscosity
measurement method, we performed blood coagulation
studies and successfully identified various phases of clot
formation. Viscoelastic haemostatic assays (VHAs) are blood
tests which monitor various phases of blood coagulation by
measuring viscoelastic properties of blood during clot
formation and degradation. These tests typically measure
blood viscosity (or clot firmness) as a function of time and
classify viscosity values into distinct regions to determine
phases of blood coagulation. In these tests, the duration of
each phase and the transition time between phases reveal
information about the coagulation process and are used for
diagnosing bleeding disorders. We performed coagulation
experiments with our microfluidic viscometer using human

whole blood samples and employed our ML based method to
classify viscosity values and identify different phases of clot
formation. The purpose of these experiments was to predict
time-dependent changes in blood viscosity during the
coagulation process.44 The experiments were performed
using a coagulation agent (5 mM CaCl2) at a continuous flow
rate of 15 mL h−1 to mimic the physiological flow rate of the
blood.45,46 The results shown in Fig. 5 represent the
microsensor tip deflection as a function of time during blood
coagulation. Overall, we observed that blood viscosity
increases as a function of time where three distinct phases
can be identified.

Using this plot, we identified various phases of blood
coagulation by classifying microsensor tip deflection
corresponding to the characteristic physiological processes
taking place during clot formation (see the ESI† for videos on
blood coagulation experiments). Specifically, we identified
three distinct stages of clot formation, called clot formation
(CF), time to clot formation (TCF), and maximum clot
firmness (MCF), which are routinely determined in rotational
thromboelastometry (ROTEM) tests, a conventional
viscoelastic haemostatic assay. Between t = 0 and 12 min, the
microsensor tip deflection remains between 2.5 and 5.5 μm.
This period, defined as clot formation (CF), corresponds to
the onset of thromboplastin activation and formation of first
fibrins where the change in viscosity is relatively small.
Between t = 12 and 15 min, the microsensor tip deflection
rapidly increases to 21 μm. This period, called time to clot
formation (TCF), represents the kinetics of thrombin
formation and fibrin polymerization. After this point, the
microsensor tip deflection enters a saturation region where
blood viscosity remains stable. This coagulation phase,
termed maximum clot firmness (MCF),47 indicates clot
stabilization by fibrin polymerization. The shape of the curve
in Fig. 5, representing various stages of blood clotting (CF,
TCF and MCF), is used as a diagnostic tool for identifying
congenital or acquired bleeding disorders in a clinical
setting. The magnitude and length of the curve are correlated
to the blood viscosity and the duration of a specific
coagulation stage, respectively. Therefore, accurate
classification of the coagulation stage is of utmost
importance for clinicians for accurate and timely diagnosis.
The ML method discussed above can be extended to viscosity
measurements of blood samples from patients with
coagulation disorders. With large training datasets from
patients, we believe that our approach could facilitate rapid
diagnosis of bleeding disorders in a clinical environment.

The classification of raw microsensor tip deflection data
to identify each of the three blood coagulation stages shown
in Fig. 5 is provided in Table 4. The microsensor tip
deflection data were divided into three classes: 0–10 μm
(class A), 11–20 μm (class B) and 21–30 μm (class C). Each
class corresponds to a unique phase of coagulation (CF, TCF,
MCF) during clot formation, as identified by conventional
blood coagulation tests, with underlying physiological
processes yielding a change in blood viscosity. To determine

Fig. 5 Identification of various stages of blood coagulation using the
microfluidic viscometer and ML-based classification. We measured
microsensor tip deflection as a function of time showing an overall
increase in blood viscosity during clot formation. ML-based
classification of this data reveals three distinct phases of coagulation
as defined in rotational thromboelastometry (ROTEM), a conventional
viscoelastic haemostatic assay: clot formation (CF), time to clot
formation (TCF) and maximum clot firmness (MCF). See ESI† (c) for
blood coagulation experiments.
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these viscosity values, a second classification step was
performed to assign a viscosity value to each class. This was
achieved by using classified data from Table S3 in the ESI†
for all viscosity values (5–100 cP). The viscosities for the
microsensor tip deflection data in classes A, B and C are 5–10
cP, 15–25 cP, and 50–75 cP, respectively. The viscosity ranges
reported here for the three stages of coagulation process are
comparable to those reported in the literature.48 Overall, our
method has the potential to be utilized for determining
blood viscosity to monitor stages of blood coagulation as a
point-of-care diagnostic tool in biomedical applications.49,50

Our machine learning based approach for determining
viscosity features several advantages over conventional
methods. First, using machine learning algorithms to
determine viscosity through unprocessed microsensor
deflection data obviates the need to derive complex
mathematical models and fit equations to calibration curves.
Determination of viscosity for both Newtonian and non-
Newtonian fluids with high classification accuracy, ease of
classification and extracting useful information from raw
data are distinctive advantages of our ML method over
traditional counterparts. Second, the ML-based approach
enables learning from additional data sets thereby reducing
artifacts and improving accuracy. Third, our results suggest
that this method provides the same level of accuracy in
comparison with equation-based models with the potential
for further improvement through acquisition of a refined
training data set. Finally, our ML approach provides
additional benefits for applications such as determining
various stages of blood coagulation where a robust
classification of viscosity is needed. However, our ML-based
method comes with some limitations. First, raw data should
be processed through a relatively slow algorithm, thereby
limiting applications for real-time monitoring of fluid
viscosity. Second, our method does not yield a specific
viscosity value, therefore it is not suitable for applications
where the viscosity behaviour is not known, or classification
does not provide practical information.

Conclusion

The microsensor-based viscometer design was validated by
performing experiments under continuous flow conditions
within the range of 15–105 mL h−1. A computational fluid
dynamics model was used to verify the microsensor bending
for both Newtonian and non-Newtonian fluid samples.
Viscosity values of four unknown solutions were determined

with an average test accuracy of 89.7% (SVM) and 98.9%
(k-NN) using two machine learning algorithms. We
performed coagulation experiments with our microfluidic
viscometer and determined three distinct stages of blood
coagulation by classifying microsensor tip deflection as a
measure of changing blood viscosity during clot formation.

The method presented in this work can be expanded
further for potential biomedical and clinical applications. For
instance, ML-based methods could improve the accuracy of
blood coagulation tests for different blood types where there
are subtle differences among coagulation patterns.51

Moreover, for viscoelastic haemostatic assays, ML-based
approaches can accelerate the analysis by eliciting additional
features from the coagulation kinetics, thereby potentially
reducing the test time. The ML-based approach discussed in
this work would yield a high percentage error if the
classification accuracy is low. The classification accuracy can
be further improved with extended training data sets.
However, obtaining large data sets may not be possible for
many applications. Furthermore, ML classification is carried
out for a set of predetermined viscosities, thereby limiting
the precision of the measurement by the number of classes.
Overall, while our method provides a convenient approach to
measure viscosity, eliminating the need for accurate
modelling of the underlying physical system, we should note
that to improve the classification accuracy and reduce the %
error of potential applications, an extended number of data
sets for training would be required.

We anticipate that ML-based approaches would
significantly improve performance for applications requiring
classification of viscosity values. The microfluidic viscometer
presented here can be modified by integrating multiple
parallel channels with microsensor arrays on a single chip to
enable simultaneous viscosity measurements of multiple (4–
8) fluids using minute samples. A multichannel configuration
can also be used to obtain replicate measurements from a
sample, potentially improving measurement accuracy and
device efficiency. The dynamic range of the microsensor-
based microfluidic viscometer can be extended to measure
viscosities beyond 100 cP by integrating a high precision
imaging system.

Data availability

All data generated or analysed during this study are included
in this published article and the ESI.†

Table 4 k-NN confusion matrix with 33867 data samples and performance matrices for blood coagulation

Classes

Class A Class B Class C

Total Precision Recall F1CF (0–10 μm) TCF (11–20 μm) MCF (21–30 μm)

0–10 μm 8112 0 0 8112 1 1 1
11–20 μm 0 7 0 7 0.020 1 0.04
21–30 μm 0 336 25 419 25 755 1 0.98 0.99
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