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in vivo measurements of dopamine
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Measurements inside the human body are complicated. Here, we provide a short introduction of the main

requirements for the successful in vivo determination of dopamine concentrations, together with a

discussion of how the type of the measurements, short-term vs. long-term and dynamic vs. basal

measurements, affects what is expected from the sensor material. Next, we provide a step-by-step guide

for characterising electrode performance and performing in vivo measurements with practical tips. Finally,

we discuss the typical approaches for overcoming the challenges set by the environment.

1. Requirements for successful
detection in vivo

Since its discovery as a neurotransmitter in the 1950s,1

neuroscientists have tried different means of accurate and
convenient determination of dopamine (DA), other
neurotransmitters, and their metabolites. DA is a
neurotransmitter that plays essential roles in motor control,
motivation, arousal, reinforcement, and reward systems.
Abnormal DA transmission has been connected with several
neurological and psychiatric disorders, e.g., Parkinson's
disease, schizophrenia, and Huntington's disease.2 The
accurate measurement of DA would provide a better
understanding of these diseases and a tool to follow up the
output of the treatments. Electrochemistry offers a cheap,
in vivo-compatible option for the real-time detection of DA.

As a catecholamine, DA (3,4-dihydroxyphenethylamine) is
an electroactive compound that can be directly detected by
electrochemical methods as they undergo redox reactions at
the surface of an electrode. DA oxidises in a 2e− 2H+ transfer
process to form dopamine quinone (DAQ), as shown in
Fig. 1. In its neutral form, DAQ undergoes intramolecular
cyclisation via 1,4-Michael addition forming the easily
oxidisable leucodopaminechrome (LDAC). This is followed by
another 2e− oxidation reaction forming dopaminechrome
(DAC). The overall reaction pathway follows the widely used
ECE model (electron transfer – chemical reaction – electron
transfer).3 A different mechanism, where DAQ oxidises LDAC
to form DAC, is referred to as the ECC model.4 DAC is a

reactive molecule that easily rearranges into
5,6-dihydroxyindole and further oxidised into
5,6-indolequinone. These last two DA oxidation products
were found to have a high tendency to polymerise.5

The main requirements for the successful in vivo
determination of DA concentrations include sensitivity,
selectivity, temporal resolution, spatial resolution, and
stability. However, the precise goal of the measurement
defines the relevance of the requirements. For example, for
the dynamic measurement of DA concentrations, the
temporal resolution is essential, but the selectivity towards
downstream metabolites, which concentrations can be
considered stable compared to DA concentrations, becomes
less critical. For short measurements, stability and biofouling
are still issues to be addressed, but the implant integration
into the host tissue does not have time to occur. On the other
hand, for the measurement of basal concentrations of DA
and long-term measurements, the temporal resolution is less
critical, but the selectivity is of utmost importance.

1.1 Selectivity and sensitivity

International Union of Pure and Applied Chemistry (IUPAC)
defines selectivity as the degree to which a compound
interferes with analyte detection, while sensitivity is a
numerical expression of how the signal changes with analyte
concentration.6 In developing a sensor for the in vivo
detection of DA, one must estimate the basal DA
concentration in the extracellular brain fluid, know what
other electroactive components are present, and understand
how these compounds interfere with the detection of DA.1 In
practice, it is desirable to have a linear signal response in the
physiological range of DA concentrations.

During the 1970s, the group of Adams introduced the
possibility of detecting neurotransmitters in vivo using
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electroanalytical techniques such as voltammetry.7–9

However, this promising and inspiring discovery did not
come without challenges. The brain is a complex and
heterogeneous structure, to begin with. At the initial stages
of utilising voltammetry in neurophysiology, the detection
limit was high, typically in the micromolar range.7 Sensitivity
was a considerable concern due to the small and fluctuating

concentration of DA in the extracellular brain fluid. Another
significant issue is selectivity due to the abundance of
electroactive species that oxidise within the set potential
window. Selectivity is not achieved when the oxidation
potentials are too close to each other, producing poorly
resolved peaks or a single peak corresponding to multiple
species.7,9

Fig. 1 Oxidation pathway of dopamine.
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This was primarily addressed using microelectrodes and
taking advantage of the aforementioned brain heterogeneity.
In certain brain regions, such as the striatum, DA
concentrations can be adequately high and even within the
detection range of electroanalytical techniques.9 The striatum
is composed of the caudate nucleus and another brain
structure called the nucleus accumbens.10 One promising
approach is to implant the electrodes as close as possible to
these brain regions with minimal interfering compounds and
a high estimated concentration of the target DA analyte.11

Almost all the succeeding in vivo measurements were
performed in these structures. The cerebrospinal fluid (CSF)
that carries different molecules from the brain, such as
neurotransmitters, is also a typical sample for in vivo
measurements. Changes in their respective concentrations
were related to neuronal activity.7

Other analytical techniques that offer good sensitivity and
selectivity helped establish concentrations of DA and its
common interferences and are good reference points for
developing electrochemical sensors. When sampling is
strategically done, DA can be quantified using different
analytical techniques, such as radioenzymatic assays.12,13 The
need for radioactive labelling was eliminated by developing
procedures for liquid chromatography with electrochemical
detection (LCED), which allowed the simultaneous detection
of multiple analytes. Small volumes of extracellular brain
fluid were obtained for such analyses by the perfusion
“push–pull” method.13–16 This was later modified into the
microdialysis perfusion method, which allowed a further
improvement in sample clean-up leading to better
selectivity.17 Initial in vivo experiments using microdialysis
coupled with LCED emphasised the excellent sensitivity and
selectivity contributed by the good chromatographic
resolution prior to electrochemical detection.14,18 With this,
extracellular DA concentrations of 20–30 nM (ref. 19) and 10–
15 nM,20 were detected in the rat striatum. In the caudate
nucleus, as low as 30 nM (ref. 11) extracellular DA
concentrations were recorded, while 4 nM (ref. 21) and 10
nM (ref. 22) were detected at the nucleus accumbens of rats.

Unfortunately, the dimensions of the dialysis probes are
usually in the millimetre range, which makes it quite
challenging to access smaller brain regions.11 Moreover, the

perfusion rates are typically slow to ensure equilibrium inside
and outside the probe, leading to a good approximation of
DA in the extracellular fluid. The sampling time generally is
in the minute scale.11,20 More recently, a one-minute
temporal resolution for DA monitoring was reported.23 Still,
better temporal resolution is desired to complement neural
stimulation experiments, considering the release pattern of
DA is in the millisecond time scale (see Table 1). Temporal
and spatial resolutions are another critical factor to consider
in DA detection, which will be discussed in more detail in
the following sections.

1.1.1 Interferents. When placed in a biological medium
for in vivo determination, the sensory surface is exposed to
various biomolecules and interfering agents. Proteins, ions,
and mimicking compounds are some examples. At
physiological pH, the amino group of DA is protonated,
giving the molecule a positive charge (see Fig. 2a). Aside from
DA detection, LCED was also used in listing possible
interfering compounds in the extracellular brain fluid and
establishing their concentrations. Ascorbic acid (AA), uric
acid (UA), 3,4-dihydroxyphenylacetic acid (DOPAC), and
homovanillic acid (HVA) were some of the electroactive
components identified in the extracellular brain fluid, and
the measured concentrations, typically 2–3 orders of
magnitude larger than DA parallel those determined by
voltammetry.7,11,14,17 Based on the present co-existing
molecules, in the case of sensors intended for DA detection
in the brain, AA and UA can tamper with the electroanalytical
signal more than the rest due to similarities with DA in terms
of 3D structure and electrochemical behaviour. Furthermore,
the oxidation potentials of AA and UA often overlap with DA,
and because their concentration is considerably higher than
DA, the effect on the electrical current can be problematic.
This issue is not always addressed; low AA and UA
concentrations are used in selectivity studies. Fig. 3 gives an
example of selective DA detection in the presence of UA and
AA at their physiological concentrations.

Most of these interferents (AA, UA, DOPAC, and HVA) are
metabolites that are not rapidly released. Thus, the
electrode's selectivity towards these compounds is not critical
in fast-scan cyclic voltammetry (FSCV), which focuses on
dynamic changes of DA. However, when one considers the

Table 1 Physiological concentrations and release pattern of dopamine and its common interferents

Compound

Charge at
physiological
pH

Physiological
concentration/μM

Approximate oxidation potential
in vivo (using a carbon paste
electrode vs. Ag/AgCl)/V (ref. 9 and 46) Release pattern

Dopamine + 0.004–0.030 +0.2 Neurotransmitter,
rapid (ms) release

Serotonin + <0.1 +0.8 Neurotransmitter,
rapid (ms) release

Ascorbic acid — 100–500 +0.2 Nutrient not synthesised
by primates, slow

Uric acid — 17–30 +0.3 Purine metabolite, slow
3,4-Dihydroxyphenylacetic acid — 0.5–30 +0.2 Dopamine metabolite, slow
Homovanillic acid — 0.6–26.6 +0.5 Catecholamine metabolite, slow
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basal concentrations or long-term measurements, the
selectivity of all interferents becomes critical. This section
discusses how the interfering compounds affect DA
detection, and Table 1 provides a summary of their
electrochemical properties, physiological concentrations, and
release pattern.

Serotonin, or 5-hydroxytryptamine (5-HT), is a tryptophan-
derived neurotransmitter that can be found in almost all
regions of the brain. Like DA, its primary amine nitrogen
accepts a proton, making it cationic at physiological pH (see
Fig. 2b) and giving it hydrophilicity. Moreover, DA and
serotonin have similar regulatory proteins, metabolism, and
temporal and spatial scales, e.g., sub-second release and
uptake.25

The two electroactive neurotransmitters also have similar
oxidation potentials (see Table 1), and the oxidation products
of serotonin quickly polymerise and coat the electrode

surface,26 making selective DA detection challenging.
However, the reduction potential of serotonin is about 200
mV more positive than DA, so their reduction peaks can be
discriminated using FSCV, which allows monitoring of DA
and serotonin concentrations in the rat striatum after
stimulation.27 However, the use of FSCV for serotonin
measurements was only established years after DA, and its
concentration is estimated to be typically less than 100 nM,
even after stimulation.25

Ascorbic acid (AA) is a water-soluble vitamin that
functions as an antioxidant, serves as a cofactor in several
enzymatic reactions, and participates in some synthetic
pathways in higher primates.28 It exists as the anion
ascorbate (see Fig. 2c) and is a powerful reducing agent at
physiological pH.29 Because of its high concentration and
similar oxidation potential to DA, AA is believed to be one of
the most significant interferences in DA detection in vivo.
Due to the high physiological concentration, AA occupies
many of the sensors' active sites.30 Moreover, AA can
indirectly contribute to the measured current in DA
determinations by reducing DAQ back to DA.31 This
regeneration step is typically not considered in published
papers.

Extracellular AA concentration was estimated by
voltammetry to be around 100–500 μM, depending on the
location.29 Using carbon fibre microelectrodes (CFME) and
FSCV, 200–400 μM AA was estimated in rat extracellular fluid
and 500 μM in CSF.32 Succeeding experiments showed good
agreement with these values.33–36 However, it was proven very
recently that it is possible to perform DA measurements
in vitro without considering AA as an interference. The rapid
decay of AA in a cell culture medium was investigated, with
an estimated half-life of about two hours.37

Uric acid (UA) is the end product of purine catabolism in
higher primates due to the lack of the enzyme uricase.38 It is
a heterocyclic organic compound and a weak acid that exists

Fig. 2 Structure of dopamine and its common interferents at physiological pH. (a) Dopamine cation, (b) serotonin cation, (c) ascorbate, (d) urate,
(e) 3,4-dihydroxyphenylacetate, (f) homovanillate.

Fig. 3 Cyclic voltammograms showing the selectivity of the 50 nm
tetrahedral amorphous carbon/carbon nanotube electrodes. Scan rate
50 mV s−1. Reproduced from ref. 24 with permission from Elsevier,
copyright 2018.
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mainly as urate (see Fig. 2d) at physiological pH.39 Multiple
studies have estimated the basal concentration of UA in the
brain with a rough average of 20 μM using
chemiluminescence assay,34 enzymatic method,40 and high-
performance liquid chromatography (HPLC) with UV-
detection.41,42

3,4-Dihydroxyphenylacetic acid (DOPAC) is a major
product of DA metabolism from the reaction catalysed by
monoamine oxidase.43 Like AA, DOPAC is a weak acid, and it
can be found as a negatively charged species (3,4-
dihydroxyphenylacetate, see Fig. 2e) at physiological pH.11

Using differential pulse voltammetry (DPV) and
electrochemically pre-treated CFME implanted in the
striatum of rats, a DOPAC concentration of 22 μM was
detected.43 Like other metabolites in the brain, its
concentration is affected by the brain region where the
measurement was done. By performing microdialysis and
HPLC, 0.5, 3, and 7 μM DOPAC was estimated in the frontal
cortex, striatum, and nucleus accumbens of rats,
respectively.44 Succeeding experiments produced agreeable
results.20,21 Due to its high concentration and similar
oxidation potential, it is challenging to distinguish DA from
DOPAC without a powerful separation technique such as
HPLC. In earlier studies, DOPAC synthesis was prevented by
introducing a monoamine oxidase-inhibiting drug such as
pargyline.45

Homovanillic acid (HVA) is another metabolite of DA, a
weak acid that is negatively charged (homovanillate) at
physiological pH (see Fig. 2f). In earlier measurements where
electrodes were placed in a fluid cavity instead of being
directly implanted in the brain tissue, spatial separation and
time delay led to the detection of HVA instead of DA.

1.2 Spatial resolution

Spatial resolution is critical for obtaining information about
neuronal communication. For the measurement of cellular
dynamics, a spatial resolution in the scale of 10–100 s μm is
required. A resolution of 10–100 μm enables the
measurement of neuronal communication between
individual cells, while a resolution of 100–500 μm allows
communication between bundles of cells to be recorded.47 To
measure synaptic release events, it is necessary to consider
vesicles with a size of ca. 50 nm, with distances between
synapses (site of release and uptake) in the single-digit
nanometre range.47,48

1.3 Temporal resolution

The goal of the measurement defines the relevance of the
temporal resolution of the sensor. It is of utmost importance
for recording dynamic changes in DA levels but not so
relevant in basal DA levels. To put requirements for the
temporal resolution in context, we will briefly describe the
operation of dopaminergic neurons. Dopaminergic neurons
are a group of neurons in the midbrain responsible for
synthesising and releasing DA in mammals. Predominantly,

they are localised in 3 major groups, the retrobulbar field
(RRF-A8), the substantia nigra pars compacta (SNc-A9), and
the ventral tegmental area (VTA-A10).49,50 The latter two have
been the subject of most in vivo DA studies. DA releases
initiated from mentioned areas are sent to the dorsal and
ventral striatum and other brain sub-regions. Then two types
of signalling are observed, phasic and tonic.51 These release
patterns have distinct waveforms showing slow rates for tonic
firing (2–10 Hz) and rapid, phasic bursts (10–30 Hz), which
periodically interrupt the tonic releases.52,53 The ever-varying
concertation in the multitudes of brain regions across
individuals makes it challenging to pinpoint a specific
release and intake speed. Therefore, a range of 0.2 to 10 Hz
firing pace can be reported in the midbrain neurons as the
regular release rates.54 Axonal DA release is remarkably rapid,
occurring within sub-seconds, and the exocytosis is directed
to spaces opposite postsynaptic receptors. When released
into the synaptic cleft, most DA molecules are in taken within
less than a millisecond due to fast diffusion.55–57

1.4 Stability

The electrode properties can already be affected by storage.
For example, in FSCV measurements, a freshly trimmed
electrode is known to improve analyte adsorption and
sensitivity. Therefore, in-depth surface characterisation
should be compared on freshly made vs. stored electrodes
when developing novel electrode materials. Grave concerns
for the electrode's stability are the fouling and host response,
which will be discussed in greater detail below.

1.4.1 Electrochemical fouling. Electrochemical fouling
means the formation of an insulating film on the electrode
as a sequence of the reaction used for the detection. This
electrochemical fouling is typical for DA as its oxidation
products are very reactive. Under a proper environment (pH
>7.5, DA concentrations higher than 2 mg mL−1),
polydopamine formation occurs spontaneously.58 The
polydopamine formation results in signal attenuation and
compromises the quality of the measurements, as the thick
layer may prevent or hinder electron transfer. In addition, the
electrochemical oxidation of DA is an inner-sphere reaction
involving surface adsorption, which the fouled layer may
block.

Liu et al. proposed several mechanisms for the formation
of polydopamine, but the precise molecular mechanism is
still under scientific debate. DA undergoes a complex redox
process, generating a series of intermediates during the
polymerisation and reaction processes. Consequently, many
functional groups, including planar indole units, amino
groups, carboxylic acid groups, catechol or quinone
functions, and indolic/catecholic π-systems, are integrated
into polydopamine.59 As a result, polydopamine has a robust
adhesion capability to virtually all surfaces.58

When comparing the electrooxidation of DA on the
unmodified surfaces of five different classes of carbon
electrodes (glassy carbon, oxygen-terminated polycrystalline
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boron-doped diamond (BDD), edge plane pyrolytic graphite,
basal plane pyrolytic graphite, and the basal surface of highly
oriented pyrolytic graphite), the polycrystalline BDD was the
least sensitive material to DA surface fouling. Polycrystalline
BDD also showed sluggish DA reaction kinetics, while highly
oriented pyrolytic graphite, which gave the best voltammetric
signal to DA, was very susceptible to blocking by
dopaminergic products.60 Heterogeneous surface chemical or
geographical modification can offer the best approach to
reducing the risk of fouling while maintaining strong
voltammetric signals. For example, heterogeneous
amendment of carbon electrodes with carboxyl-amine
functionalities protects against the formation of an insulating
polydopamine layer while retaining the ability to detect DA.61

The benefits of the heterogeneous termination are proposed
to be due to the electrostatic repulsion between amino-
functionalities and DA. Another study suggests that a carbon
nanotube (CNT) fibre microelectrode is less prone to DA
fouling than a typical CFME due to a decreased binding
affinity of the insulating film to the CNT fibre surface.62

1.4.2 Biofouling. Another type of fouling is biofouling,
which is the undesirable accumulation of proteins and other
biological molecules on the sensor surface. Typically, the
adsorption of different molecules on the electrode surface
interferes with the DA adsorption process, decreasing the
sensitivity of the electrode in orders of magnitude and
significantly increasing the ΔEp. Interestingly, biofouling
affects inner and outer sphere redox probes differently.63 To
preserve sufficient functionality of the electrode in a
biological environment, surfaces that promote the spreading
of the proteins, resulting in completely blocking the access of
the probe to the inner sphere, should be avoided.

The combined effect of biological and electrochemical
fouling is critical for the evaluation of the functionality of a
sensor.64

1.4.3 Scar formation. The main reason for the sensor
failure in vivo is considered an electrode fouling which can
induce uncontrolled host response.65 Host response causes a
foreign body reaction (FBR), a response to any materials
implanted in the body.66 Primarily, FBR is caused by host cell
recognition of the biomaterial surface. The problem with
host response and biosensors is glial scar formation around
the sensor and chronic inflammation in the target tissue,
which disrupts the interface between the implant and the
target tissue.67 The capsule around the sensor leads to
reduced analyte diffusion and perfusion to implanted
sensors, severely affecting the analytical characteristics of a
sensor.

Nervous tissue consists of neurons and glial cells. Glial
cells are supporting cells protecting neurons in the central
nervous system (CNS) and the peripheral nervous system. In
the CNS, glial cells include microglia, astrocytes,
oligodendrocytes and ependymal cells. Due to their
capsulation formation, microglia and astrocytes are the most
studied glial cells in response to brain implants.67 Elsewhere
in the body, the study of scar formation is focused on

fibroblasts. However, fibroblasts are restricted only to
vascular and meningeal niches in the brain tissue, so their
participation in glial scarring is partly unclear.

Acute phase reaction begins immediately after sensor
implantation due to tissue damage and the rush of
inflammatory cells to the area.67,68 Different adhesion
proteins, many of which have arrived from blood, become
non-specifically adsorbed to the sensor's surface, followed by
the recruitment of inflammatory cells.68,69 The first arriving
inflammatory cells are neutrophils. Together with chemical
signals resulting from blood clotting and mast cell activation,
neutrophils attract monocytes into the area. Neutrophils are
soon beginning to be replaced by monocytes.68 In target
tissue, monocytes differentiate into macrophages, in brain
microglial cells, which become the dominant cell type around
the biomaterial.70,71

Up to this stage, the inflammatory response to device
implantation is like any injury. However, as microglia
populate the implantation site, this initial acute
inflammatory response develops into FBR.68 Microglial cells
recognise the implant as foreign through the adsorbed
protein layer and try to degrade the foreign material.
Activated microglial cells near the sensor start to extend
processes toward the implant surface, adhering through
integrins.68,72 However, microglial cells cannot phagocytose
the entire sensor due to its large size, so the degradation
fails, and they start to cover and form a thin cellular sheath
encapsulating the sensor. Later astrocytes are also activated,
and approximately 2–3 weeks after implantation, they begin
to create a cellular sheath around microglia.72,73 Little by
little, glial cells form a physical barrier, a scar-like capsule,
around the sensor surface with lamellipodia to isolate it from
the rest of the body.67,70,73 This cellular sheath encapsulation
is called the chronic phase of FBR (Fig. 4).

2. Basic principle of electrochemical
measurement

CV is a fast, versatile and relatively simple method for
investigating electrochemical reactions and electrode
materials. In CV, the working electrode's potential is scanned
linearly between an initial and switching potential. The
direction of the linear scan is reversed at the switching
potential, and this potential range is then scanned for several
cycles. The scan rate (υ) indicates the speed at which the
potential changes. The oxidation and reduction of the desired
electroactive species (i.e., DA) should lie within the
measurement window. The forward or anodic scan causes the
electroactive species to oxidise, while the reverse or cathodic
scan causes it to reduce back to the initial state. Both
reactions are observed as current peaks in the cyclic
voltammograms since electrochemical reactions involve the
transfer of electrons.

The fast temporal resolution of CV makes it the most
frequently used technique for investigating rapid
neurotransmission events. However, other methods, such as
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DPV, offer higher selectivity.46 DPV and square-wave
voltammetry (SWV) are forms of linear sweep voltammetry.
DPV involves a series of regular voltage pulses superimposed
on the potential linear sweep or stairsteps, while SWV
combines a square wave and staircase potential applied to a
stationary electrode. For the in vivo measurements, FSCV,
which is CV with a very high scan rate (up to 1 × 106 V s−1), is
commonly applied.

There is an excellent practical beginner's guide to CV74

and a more specialised guide for in vivo FSCV.75

3. Characterising electrode
performance

The process of fabrication and evaluation of an
electrochemical sensor requires multiple assessments. One of
the earlier steps is overseeing how is the initial electrode
performance and how the modifications and measurement
techniques influence the electrochemical response. It is
strongly recommended that in the case of in vivo sensors,
biocompatibility and electrode response in various biological
mediums be investigated as well. The upcoming passages will
provide a comprehensive view of the mentioned matters.

3.1 Electrochemical characterisation in saline

The measurements are typically started in buffer solutions
when developing a new electrode material. Electrochemical
properties such as pseudocapacitance, potential window and

open circuit potential can be defined in various buffers, with
pH varying from acidic to alkali. In addition, the
heterogeneous electron transfer kinetics are often determined
for outer-sphere redox probes, such as
hexaammineruthenium(III) chloride and iridium chloride.

The solvent window of an electrolyte is defined as the
potential range between the oxygen evolution reaction and
hydrogen evolution reaction, which occur at the cathodic and
anodic ends, respectively. The analytical potential window is
defined using a self-chosen threshold current value and is, by
definition, narrower than the solvent window. The purpose is
to determine the window where the analyte signal can be
precisely measured.

Pseudocapacitance is a faradaic property that arises on
electrode surfaces during electrochemical reactions. Several
electrochemical processes contribute to pseudocapacitance,
including adsorption, intercalation and surface redox
reactions. The amount of pseudocapacitance depends on the
surface area, material and structure of the electrodes, and it
helps compare complex surface structures. The numerical
value of the pseudocapacitance can be determined from the
difference between anodic and cathodic current densities
(defined from the measured current dividing it by the
geometric area of the electrode) at different scan rates, and
the equation Δj = 2 × C × v, where j is the current density, C
the pseudocapacitance and v the scan rate.

Peak potential separation (ΔEp) and the ratio of the
oxidation to the reduction peak current (Ip,a/Ip,c) are often
defined to characterise the CV. In addition, these values help

Fig. 4 A visualisation of a foreign body reaction and glial scar formation in response to neural sensor implantation. A) Acute phase starts
immediately after sensor implantation by protein absorption and cellular activation. B) In the chronic phase, microglial cells and astrocytes form a
scar-like capsule to isolate the sensor from the rest of the body. C) The purpose of a biocompatible sensor is to reduce tissue trauma, foreign body
reactions and glial scar formation while increasing neural cell adhesion and growth.
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define the reaction type, whether it is reversible, quasi-
reversible or irreversible. In the first stage of testing, the DA
measurements are typically done in phosphate-buffered
saline (PBS, pH 7.4) to mimic the pH in the body. Typical
values to be defined are the limit of detection (LOD) and
sensitivity of the sensor. One can determine the LOD as the
lowest amount of the analyte that may be detected to produce
a response significantly different from that of a blank.
However, the LOD is more commonly calculated using the
equation LOD = 3.3 × σ/S (where σ is the standard deviation
of the blank CVs and S the sensitivity). For the definition of
sensitivity, a concentration series of DA is measured. A
calibration curve is defined from the oxidation current versus
concentration plot. The slope in the linear part of the
calibration divided by the electrode area gives the sensitivity
of the electrode. It is desirable to have a linear response in
the physiologically relevant concentration range.

As DA is an inner sphere redox probe, and the adsorption
and electron-transfer kinetics are strongly sensitive to the
structure and composition. Many surfaces show self-catalysis
of DA oxidation, in which adsorbed DA catalyses the
oxidation of solution-phase DA, likely facilitated by
H-bonding interactions.76 Nonetheless, a pristine (albeit
oxidized) electrode surface, such as pre-treated glassy carbon,
can show rapid kinetics without any observable adsorption.77

Interestingly, nanostructured surfaces appeared to increase
the time required for DA to adsorb on available surface
sites.78 Importantly, both surface nanostructures and

chemistry are important for adsorption and charge transfer
kinetics.77 Therefore, a comprehensive characterization after
surface modification should be a standard protocol.
Unfortunately, the effect of surface treatment on different
surface characteristics is often neglected. For example, when
the surface is structured, only surface morphology changes
and not chemistry is measured. Similarly, only surface
chemistry is characterized after chemical treatment, and
changes in structure are not considered.

Whether the reaction kinetics is defined by diffusion or
adsorption can be evaluated from the logarithmic plot of
oxidation current versus scan rate. Fig. 5 provides an example
of the measurement of the DA concentration series and the
definition of the reaction kinetics. The slope for a diffusion-
controlled process should be 0.5, and for an adsorption-
controlled process, it should be 1. In addition, a
computational approach to the DA–material system can
provide more detailed insight into the interactions. Density
functional theory is a computational quantum mechanical
modelling method used to investigate the electronic structure
of many-body systems. For example, in recent years, several
publications have utilised density functional theory for
studying the DA–carbonaceous material system.61,79–81

However, it should be noted that calculations carried out on
graphene or diamond only cannot be directly generalised for
all carbonaceous surfaces.

For the measurement of selectivity, DA is often measured
with AA and UA. In the typical experiment, the concentration

Fig. 5 Cyclic voltammogram of the pyrolytic carbon (PyC) (A and D) and PyC–O2 (B and E) electrodes in DA with varying scan rates (A and B) and
concentrations (D and E). Panel (C) shows the linear dependence of peak oxidation current and scan rate and (F) the sensitivity of the electrodes.
Reprinted from ref. 82 with permission from the Royal Society of Chemistry.
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of two of the three is kept constant, while one is varied. As a
result, it is desirable to obtain a sufficient peak-to-peak
separation, which is critical for selectivity. In the selectivity
measurements, it is essential to perform the measurements
at the physiological concentrations of each compound
(Table 1), so that the selectivity measurements have relevance
to the application. It is to be noted that the interferents, like
AA and UA, have orders of magnitude higher concentrations
than DA.

The electrochemical fouling of DA can be measured to
evaluate the DA–material interaction further. For example,
the change in the rate of electron transfer kinetics at the
fouled electrode surface can be determined by scanning
electrochemical microscopy approach curves.61 In addition,
scanning electrochemical microscopy imaging allowed the
determination of different morphologies, such as continuous
layers or islands, of insulating material.

3.2 Measurements in a biological environment

None of the above-mentioned measurements considers the
biological environment. Literature is more focused on ways
to prevent biofouling, and no standardized methods for the
measurements in a biological environment exist. Considering
that this paper aims to provide information regarding in vivo
determination of a neurotransmitter, the biological medium
we should focus on is a cerebrospinal fluid which has quite a
different composition than blood or plasma. However,
limited studies use this medium, and those studies mostly
strategize on developing antifouling techniques rather than
tuning biofouling. Nevertheless, in the upcoming passage,
some approaches incorporated into minimalizing biofouling
effects in the electro-determination of dopamine in biological
environments are discussed.

For example, pre-incubation of the electrodes in well-
defined protein solutions before the above-described
experiments can indicate how biofouling affects the redox
kinetics of DA. Most utilised proteins for such purposes
include bovine serum albumin, fibronectin and fibrinogen,
often as single solutions. Albumin is the most abundant
protein in the blood and cerebrospinal fluid, while
fibronectin and fibrinogen adsorption affects cell adhesion to
biomaterials. Fibrinogen also plays a critical role in blood
clotting. Their size differences are also interesting from the
biofouling point: albumin is small (67 kDa) and forms 77
contacts per molecule, while fibrinogen is large (340 kDa)
and forms 703 contacts per molecule.83

Single-protein solutions can give some first insight into
biofouling. However, the examination of competitive protein
adsorption shows that conclusions drawn from studies on
the adsorption of individual proteins cannot be extrapolated
to forecast the composition of the protein adsorption layer in
the case of multi-protein adsorption.84 In addition to single-
or binary protein solutions, pre-incubation in plasma, full
serum, or blood can be used to estimate biofouling. However,
these pre-incubation approaches might not provide a good

understanding of electrode performance in a biological
environment. For example, pre-incubation approaches do not
consider the possible impact of the applied potential on the
proteins on the surface. An electric potential can directly
influence surface interactions.85

Another technique is to take advantage of deproteination
methods. Deproteination eliminates protein structures by a
chemical reagent such as protease enzymes, methanol, or a
strong acid/base compound.86–89 More specifically, the
reagent acts in the biological medium and does not impact
other factors, such as pH or the integrity of other present
molecules, the closer the final solution to a real sample.
These methods, if carried out in the lab, are usually followed
by centrifuging to remove the undesirable portion of the final
product, but there is a possibility to purchase pre-
deproteinized plasma commercially.90 An issue with this
process is it is not deemed suitable for in vivo studies, based
on the consequences of entering biological altering agents.
An alternative solution for estimating the sensor's performance
in a biological environment, even though the measurements
should be done in an undiluted biological medium, such as
blood, is performing measurements in 10–1000× timed diluted
media (most commonly by buffer solutions) with spiked
concentrations of the analyte (e.g.,91–93). This common practice
decreases protein concentration levels significantly and limits
the probability of active site occupation by interfering
species. Still, one must point out that this procedure severely
mutates the physiological characteristics of the solution and
might not produce applicable results in terms of in vivo
measurements.

3.3 Approaches to investigate the biocompatibility of a brain
sensor

Biocompatibility means the ability of materials to locally
trigger and guide normal wound healing, reconstruction and
tissue integration.94 By this definition, present materials in
biosensors are only biotolerable. Today, the goal is to develop
innovative materials with superior biocompatibility. The first
step can be the assessment of possible toxicity, followed by
more detailed in vitro-, ex vivo- and in vivo – techniques. ISO
10993-5:2009 describes test methods to assess the in vitro
cytotoxicity of medical devices. Many in vitro-, ex vivo- and
in vivo – techniques and experimental models are used for
studying the tissue response of different neural implant
materials.95

3.3.1 Cell toxicity tests. Various cytotoxicity assays are the
most common methods to study material toxicity to neural
cells.96–98 Assays measure cell reactions, cellular or metabolic
changes, viability and proliferation in cell cultures. Standard
cytotoxicity tests are colourimetric MTT/XTT/MTS/WST-1
assays based on different tetrazolium salts measuring
mitochondrial activity. Other used assays are based on
various molecules, like lactate dehydrogenase, which detect
damaged or lysed cells or oxidative stress. Dye exclusion
viability tests, such as trypan blue and neutral red, based on
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cellular contents to leak out. Pro-inflammatory cytokines or
protein signals of the inflammatory response are detected
using enzyme-linked immunosorbent assays (ELISA). All
potential interferences must be considered when choosing a
valid assay to avoid false results.99 A good example is CNTs
attached to the MTT-formazan crystals that were formed after
the reduction of MTT and were not soluble in the solvents.
As a result, reduced cell viability was observed in the MTT
test.100 In addition to assays, with flow cytometry, gel
electrophoresis and DNA microarray studies, it is possible to
determine DNA damage in the cells. Changes in cell and
nuclear morphology can also be observed microscopically.
Finally, cell proliferation is studied with different agar overlay
methods.

3.3.2 In vitro models. In vitro, 2D cultures are the standard
and straightforward model to investigate the responses of
new electrode materials or coatings biocompatibility and cell
interactions. Fibroblasts are one of the most common cell
types to study material biocompatibility due to fibrotic
scarring in response to tissue injury. Of course, glial cell lines
are an important target due to their central role in brain
tissue and glial scarring. Commonly used cell lines include
the L929 mouse fibroblast cell line, NIH/3T3 mouse
embryonic fibroblast cell line, C6 rat astrocytoma cell line,101

PC-12 rat pheochromocytoma cell line,102–104 and BV-2 mouse
microglia cell line.105

Immortalised cell experimental conditions are controlled,
and cells are simple to culture, genotypically stable and can
be grown long times. However, immortalised cell lines
display evident phenotypic and physiological differences
from the cell type of origin. Primary cell lines are more
reliable as they do not have a tumor origin or were not
manipulated, and therefore, they more closely recapitulate
the neural cells' characteristics in vivo.95 However, their use
has ethical and economic limitations because primary cells
are isolated from animal models. Recent advances in
neuronal cell derivation from pluripotent stem cells can
provide valuable models in the future.106,107

In the study of glial scars, 3D matrices provide applicable
models before in vivo studies.108–110 3D cell cultures enable
mixed cultures with different matrix components and
bioactive factors by mimicking CNS tissue. However, many
challenges are associated with this technology, and
optimisations are still required to ensure controlled culture
conditions as close as possible to the in vivo environment.

3.3.3 Ex vivo models. Organotypic cultures are tissue
explants from animals or obtained from human biopsies,
most often brain slices from rodents, and cultured
in vitro.95,111 The advantage of organotypic cultures is the
long-term assessment of the host response reactions and
biocompatibility of the electrode materials. However, in
addition to ethical and economic challenges, the problem is
tissue and neuron injury caused by slice preparation.

3.3.4 In vivo models. Animal models, most often mice and
rats, help finding answers to biological questions concerning
the role of different cell types in FBR.95 The standard method

to assess the tissue response is to implant model sensors into
test animals and sacrifice the animals at various time points.
Sensors are removed following tissue fixation, and the
excised tissue surrounding the implant is sectioned and
stained to evaluate cell types and locations. The first tissue
dyeing technique was hematoxylin and eosin to determine
the location of different cell types around the implant.70 To
gain more specificity of cell types, immunostaining for cell-
type-specific proteins is a widely used dyeing technique to
analyse cell density in brain tissue around the implant.112,113

Bio-imaging allows the imaging of living animals with
high resolution.95 Two-photon laser scanning microscopy has
been used to investigate the nervous tissue response to new
electrode coatings114 and glial cell characterisation.115

Optical coherence tomography and X-ray micro computed
tomography are an alternative to histological staining to
quantify and characterise the tissue around electrode
implantation.116,117

3.4 Fast scan cyclic voltammetry measurements in vivo

Over the last few decades, FSCV has become a predominant
method for making in vivo measurements of
neurotransmitters like DA in the brain.51,118 FSCV is an
electroanalytical technique which involves applying voltage
sweeps to an electrode at rapid scan rates to oxidise or reduce
electroactive neurochemicals. The typical electrical waveform
used for DA detection involves holding at −0.4 V, ramping to
1.3 V and back at a rate of 400 V s−1, and a frequency of 10
Hz.119 This waveform enables 100 ms temporal resolution,
resulting in the ability to monitor subsecond fluctuations of
electroactive neurochemicals in the brain. Due to the rapid
scan rates, large non-faradaic charging currents are
generated; however, background subtraction is used in FSCV
to remove this capacitive current. Because of this, all cyclic
voltammograms presented from FSCV experiments are
background subtracted. To do this, specialised software built
for FSCV analysis is typically used. Background subtraction
presents both an advantage and disadvantage of the
technique. FSCV is only capable of measuring rapidly
changing electroactive neurochemicals resulting in less
interfering analytes during in vivo detection. Conversely, this
provides a relatively narrow analyte window for detection.
Despite this disadvantage, recent advancements in FSCV
capabilities have combined the concept of rapid anodic
stripping voltammetry to aid in quantification of basal levels
of neurotransmitters.120–122 Additionally, the stability of the
background current is vital for accurate removal and
ultimately accurate quantification in vivo. FSCV suffers
tremendously from background drift, especially in biological
samples.123 Over the last several years, advances have been
made to combat the background drift problem including
novel waveforms for drift removal and using high pass
filtering.123,124 Practically though, many researchers cycle the
electrode for at least 30 minutes prior to the experiment at
extended waveforms scanning to at least 1.3 or 1.4 V and at
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varying frequencies (10–60 Hz) to improve equilibration and
robustness of the electrode for in vivo sampling.

The potential limits and scan rate of the waveform are
strategically chosen to maximise analyte adsorption to the
electrode surface,119,125 avoid detrimental chemical
fouling,126–128 and to improve selectivity between chemically
similar neurotransmitters.129–131 Over the last several years,
these advancements in waveform development have
expanded FSCV detection to many neurochemicals beyond
DA, including serotonin,26,132 adenosine,133 guanosine,134

hydrogen peroxide,135 neuropeptides,130 among
others.126,136,137 The most common electrode material used
in FSCV is the CFME. Carbon-fibre is most often made from
wet-spinning polyacrylonitrile (PAN) or melt-spinning pitch.
Carbon-fibres are excellent electrode materials for in vivo
detection due to their small size (typically 5–10 μm), resulting
in less tissue damage compared to typical microdialysis-
based sampling methods,138 background current stability,
low limits of detection, and their relatively bio-inert surface.
Despite these advantages, carbon-fibre is susceptible to
electropolymerisation fouling and biofouling, presenting a
significant challenge in chronic in vivo measurements.
Recently, researchers have expanded beyond amorphous
carbon-fibre, to more highly structured carbon-based
materials including CNTs,139 carbon nanospikes,140 and
graphene-based microfibres.141 These new carbon-based
materials have provided an improvement in fouling-resistant
surfaces to advance long-term in vivo recording.

Neurotransmitter detection with FSCV is often done
through either evoking neurotransmitter release by electrical
stimulation119,122 or with optogenetically-controlled
stimulation,142 or measuring spontaneous (unevoked)
transient neurochemical release.135,143 These approaches
provide a powerful method to either evoke an endogenous
response or to measure transient neuromodulatory
signalling; however, implementing these strategies well
in vivo can be challenging. A practical tip for improving the
robustness of in vivo detection is to use freshly made
cylindrical CFME, cut to at least 150 μm in length, as
opposed to electrodes that are shorter and fabricated days
prior. It is unclear exactly why a freshly cut electrode
improves the likelihood of in vivo detection. We speculate
that it could be due to the oxide functionality present on a
freshly trimmed electrode which is known to improve analyte
adsorption and sensitivity; however, more in-depth surface
characterisation should be compared on freshly trimmed vs.
days-old electrodes to detangle this observation. Additionally,
some researchers have discovered that eliminating the typical
epoxy-sealing step for CFME fabrication drastically improved
their chances of getting a signal in vivo. To do this properly,
one must be sure that the seal between the glass capillary
and the carbon-fibre is tight to eliminate the chance of
having a “leaky” electrode. Eliminating the epoxy-sealing step
may reduce the likelihood of the active sites on the carbon
surface from being covered with epoxy, leading to limited
surface area available for electrochemical detection.

Overall, FSCV in vivo detection has significantly advanced
our understanding of neurotransmission in the brain during
behavior, addiction, various diseases and brain injuries.
Despite its many capabilities, widespread adaptation of the
technique has been limited to a handful of researchers
worldwide. FSCV is a very niche field, requiring specialised
training in its use and implementation. Additionally, most
CFMEs are made in-house, requiring training from an
experienced FSCV scientist to make robust electrodes for
in vivo. Improvements in the translatability of the technique
are certainly necessary in the future to expand its use to a
wider array of researchers. Many of the tips to get started
with in vivo FSCV detection involve paying careful attention
to the electrode. To summarise and expand on some of the
tips presented in this tutorial review for getting started in
FSCV in vivo detection: (A) make freshly cut, cylindrical CFME
on the day of the experiment, (B) adjust the parameters on
the capillary puller to improve the seal between the glass
capillary and the carbon-fibre so that you can eliminate the
epoxy sealing step, (C) cycle your electrode for at least 30
minutes at an extended waveform in vivo prior to
measurement to improve electrode calibration and surface
reactivity, and (D) use a software like HDCV144 so that you
can monitor the background current in real-time-this enables
you to visualise the drift and either change out the electrode
if appropriate or wait for the background current to stabilise.

4. Current state and approaches to
overcome the challenges
4.1 Selectivity on different electrode materials

There are several solutions for improving the selectivity of DA
sensors. Besides material-based approaches, which are
discussed below, an attractive approach, due to its availability
and simplicity, is cycle rate and potential adjustment, i.e.,
holding the potential at −0.4 V preconcentrates the positively
charged DA ion and high scan rates let the DA oxidation that
has a faster electron transfer rate than AA take place more

Table 2 Comparison of LODs achieved using selected electrode
materials

Electrode material
Electrochemical
technique LOD/nM Ref.

Tyrosinase/ZnO-rGO/ITO DPV 0.009 182
Fe/N-GR/GCE DPV 0.027 185
Nano-Au/PPyox/GCE DPV 0.15 170
PEDOT:Nafion/CFMEs FSCV 4–5 158
CFME with electrochemical
pretreatment

DPNV 5 45

CNH/CFMEs, and subsequent
oxidative etching

FSCV 6 160

CNT on Nb wire FSCV 11 179
Interfacing aptamers with CFMEs FSCV 13 163
CNTyarn-discs microelectrode FSCV 13.4 157
MWCNTs/ta-C CV 42–85 181
ND/ta-C CV 50 30
Tyrosinase/NiO/ITO/PET CV 1038 184
Tyrosinase-SWCNT-Ppy Amperometry 5000 183
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efficiently, also using alternative electroanalytical methods
such as DPV and SWV instead of CV adds to sensitivity and
selectivity.145

Table 2 summarises the LODs achieved using selected
electrode materials. However, it is essential to note that
multiple factors must be considered for successful in vivo DA
detection.

4.1.1 Carbon-based electrodes. Carbon-based
microelectrodes have been used in the early voltammetric
detection of DA and other neurotransmitters due to their
biocompatibility, enabling implantation and in vivo
measurements as close to the synaptic region as
possible.11,146,147 Multiple studies involving the treatment
and modification of the electrode materials were performed
to address the sensitivity and selectivity problems and
improve detection capability.

For instance, the electrochemical treatment of CFME by
applying a triangular wave potential was observed to improve
selectivity, sensitivity, and reproducibility, allowing the
correct identification of oxidation peaks which was not
possible in the untreated electrode material.43 Following the
same pretreatment for CFME implanted in rat striatum, a DA
concentration of 15–25 nM was recorded, and a detection
limit of 5 nM was achieved through differential normal pulse
voltammetry (DNPV).45 Using carbon-fibre microelectrodes
and amperometric measurements with a detection limit of
less than 20 μM, a basal DA concentration of 30 μM was
predicted, consistent with values obtained using
microdialysis.148

As a surface phenomenon, the sensitivity and selectivity of
electrochemical detection are typically enhanced by
modification of the electrode surface. The chemical
modification involves the introduction of charged groups
onto the electrode material to shift the oxidation potential of
the interfering compounds. At physiological pH, primary
neurotransmitters such as DA are protonated, while most
interfering compounds are negatively charged (see Table 1),
so cation-exchangers such as carboxylic and sulfonic groups
are desirable. One of the first examples of this is the
incorporation of stearic acid into graphite paste electrodes
enabled the selective in vivo monitoring of DA in the
presence of AA and DOPAC.149 Still, on graphite electrodes,
dip-coating with Nafion, a perfluorosulfonated polymer, was
found to strongly reject DOPAC with minimal response to
AA.150

Through extrapolation, a value of as low as 6 nM was
estimated for the unstimulated synaptic striatal DA CFME
dip coated with Nafion and FSCV.151 Other surface
modification techniques on CFME, such as overoxidation,
resulted in improved surface adsorption and led to a 9-fold
increase in sensitivity, but at the expense of electrode
response time and selectivity.152 Chemical pretreatment of
CFME by covalent attachment of 4-sulfobenzene after
electroreduction increased the adsorption of DA at the
electrode surface without affecting the response time using
FSCV, improving the sensitivity and selectivity only to a

certain extent because it remains permeable to negatively
charged compounds.153

Carbon nanomaterials are widely used in electrochemistry
and sensor research because of their brilliant electrocatalytic
properties for the selective detection of DA, even in the
presence of mentioned interfering species. A review by Yang
and Venton contains detailed information on using carbon
nanomaterials as electrochemical sensors for the direct
detection of DA, highlighting its advantages, such as cheaper
cost and the possibility for batch fabrication.154

Immobilisation of single-walled CNT (SWCNT) onto CFMEs
performed by dip-coating produced larger measured currents
and S/N ratios due to increased surface area, but the results
had poor reproducibility because of the inconsistencies in
the orientation and density of CNTs during deposition.27 A
study on the effect of different surface functionalities of
SWCNTs on dip-coated CFMEs showed that carboxylic acid
functionalisation improved the sensitivity of the electrodes
even after implantation, but reproducibility is still to be
improved.155 More control was achieved through the
chemical self-assembly of carboxylic acid functionalised
SWCNTs, producing aligned CNT forests that maximised
accessible electroactive surface and increased signal-to-noise
ratio by 1.8 times compared to dip-coating.156 Using multi-
walled CNT yarns disk (CNTy-D) microelectrodes to measure
DA in live brain tissues, a LOD of 13.4 nM was achieved.157

CFMEs coated with poly(3,4-ethylenedioxythiophene)
(PEDOT):Nafion composite polymer resulted in increased
sensitivity compared to bare electrodes and LOD of 4–5 nM
DA, depending on the density of the monomer
3,4-ethylenedioxythiophene (EDOT). When implanted in the
nucleus accumbens of rats, 5–200 nM DA transients were
recorded. In a span of 30 minutes, uncoated electrodes
exhibited a 60% and 33% reduction in sensitivity when
implanted in the prefrontal cortex and nucleus accumbens of
rats, respectively, while the modified CFMEs lost only 9%
after 6 hours.158 In another study, PEDOT and graphene
oxide were electrochemically copolymerised on CFMEs and
implanted into the dorsal striatum of rats, achieving about
an 880% increase in DA sensitivity and a 50% decrease in
LOD compared to bare electrodes using the optimal PEDOT/
GO polymer deposition time.159 Deposition of carbon
nanohorns (CNH) to CFMEs and subsequent oxidative
etching resulted not only in the increase of surface oxide
groups for DA adsorption but also in the electrostatic
repulsion of negatively charged interferences such as AA,
obtaining a LOD of about 6 nM.160

Supporting experiments using conducting polymers and/
or carbon-based nanomaterials showed that the enhanced
electrode performance is due to the increase in surface area,
charge (capacitance), or both. Thicker deposited material
often leads to higher sensitivities, but at the expense of
response time due to slower adsorption and electron transfer
kinetics.158,159

Another study performed in 2017 demonstrated that by
employing CNT yarn 3D printed electrodes, the final sensor
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can present distinguishable peaks of UA, AA, and DA by three
folds near physiological concentrations.161 In 2018, a carbon
black and CNT co-doped polyimide (PI) mixture was used to
modify a sensory unit. The information published in this
paper showed the sensor could distinguish between DA, AA
and UA oxidation peaks in CV and DPV.162 The
concentrations were close to biological mediums, and the
effect of a steady increase in one species was studied. In a
2022 paper, interfacing aptamers with CFME posed an
excellent solution for minimising the impact of interferences
by showing a 5-fold higher sensitivity toward DA than AA.163

In the same year, a fast-scanning potential-gated organic
electrochemical transistor (OECT) was introduced that its
measurements were validated in living rats' brains, showing
an acceptable selectivity for DA (50 μM) against AA (200 μM),
UA (50 μM), and DOPAC (50 μM).164

4.1.2 Metal-based electrodes. Metals have desirable
properties as electrode materials, such as high electrical
conductivity and electrocatalytic activity, high specific surface
area in the case of metal nanoparticles, and ease of
fabrication into microarrays.46,165–167 Noble metals such as
gold and platinum are common electrode materials, but not
particularly in the direct in vivo detection of electroactive
neurotransmitters such as DA. Compared to carbon
materials, metals easily undergo electrooxidation resulting in
a smaller potential window for measurements.46 Moreover, it
has less biocompatibility and is more prone to fouling.75,168

For instance, one common problem for Pt electrodes is the
pH-dependent surface oxidation and chemisorption of many
species, while thiol adsorption is typical for Au.168

One of the first successful in vivo neurotransmitter
experiments using metal electrodes was performed by Lane
and Hubbard in 1976 with an iodine-modified platinum
surface that could distinguish DA from AA using DPV.168

However, surface fouling is a problem, resulting in high
background currents and irreproducible results, making it
unsuitable for quantitative analyses.

In the succeeding years, several studies using metal
nanostructures and techniques such as lithographic
fabrication enabled more control over the electrode surface,
improving sensitivity and selectivity compared to thin metal
films.169 In 2007, a nano-Au/PPyox composite-coated glassy
carbon electrode (GCE) sensor was developed to detect DA
and serotonin simultaneously. It has been reported that
utilising the mentioned modification resulted in a LOD of
0.15 nM for DA in the presence of overlapping peaks of 1000-
fold AA.170 Another choice is sensor modification with
metallic NPs such as gold, silver, palladium and
platinum.171,172 Metallic electrodes can also be easily
assembled into microarrays for simultaneous and/or
improved detection of DA in the presence of interfering
compounds.165,167,173–176

However, insufficient selectivity and sensitivity are still a
challenge in detecting DA in vivo.166,177 Because of this and
the persistent problem of fouling, noble metals were typically
used in combination with other materials like conducting

polymers,178 self-assembled monolayers,176 and carbon
nanomaterials173,179 to investigate its effect on selectivity and
sensitivity, but most of the measurements were made in vitro.

4.1.3 Integrated structures. A study in 2013 demonstrated
after a baseline correction, the presence of an array of
vertically aligned carbon nanofibres (CNFs) grown by plasma-
enhanced chemical vapour deposition with Ni as a catalyst
on the sensor surface can distinguish the individual
compounds in a ternary mixture of AA, DA, and serotonin,
with AA close to its biological concentration.180 Later on,
metals such as Nb, Ta, Mo, W, Pd, and Ti were tested as
substrates for the growth of aligned CNTs. These metals have
higher conductivity than CFMEs but do not have any
electrochemical reactivity to DA. Metal wires were used
instead of planar substrates to be more suitable for
implantation. Among the metals, CNT-Nb exhibited the best
LOD of 11 nM for DA.179 More studies were conducted on the
effect of different metals on DA detection. For example,
carbon nanostructures grown from Ni and Al + Co + Fe
hybrid were reported to satisfy the required sensitivity and
selectivity for DA detection.177

Another interesting material is tetrahedral amorphous
carbon (ta-C) with an expansive water potential window, and
it has been reported to improve the sensitivity of DA
detection. Integrating nanodiamonds (NDs) with ta-C films
deposited on Ti-coated Si-substrates lowered the LOD to a
physiologically relevant value of 50 nM.30 Furthermore,
unmodified and multi-walled CNT (MWCNT)-modified ta-C
films deposited on Si wafers were found to have LODs in the
range of 42–85 nM DA. The unmodified ta-C films have
higher sensitivity and a broader linear range, but the
deposition of MWCNTs provided the selectivity needed for
the simultaneous detection of DA, AA, and UA at
physiologically meaningful concentrations.181

4.1.4 Biorecognition elements. Immobilising
biorecognition elements on the electrode surface is another
way to improve the sensors' detection capabilities. Tyrosinase
is an enzyme that catalyses the oxidation of DA into DAQ,
leading to higher oxidation currents.182 In general, the
addition of the enzyme led to good selectivity in the presence
of interfering compounds, while sensitivity, LOD, and linear
range are typically in the nM–μM range. A LOD of 5 μM for
DA by amperometry using tyrosinase-SWCNT-polypyrrole
(PPy) composite electrodes,183 but when tyrosinase was
adsorbed on NiO nanoparticles deposited on indium tin
oxide (ITO), a lower LOD of 1.038 μM was obtained.184 There
were a few more studies employing tyrosinase, and there is
no doubt that it improves analyte recognition in the presence
of interferences, but the LODs remain in the micromolar
range due to the enzyme's slow electron transfer
capabilities.182 Therefore, more recent studies employed
materials with excellent electron transfer capabilities, such as
graphene oxide, obtaining LODs in the picomolar range. For
instance, a LOD of about 9 pM was achieved using ITO
electrodes deposited with tyrosinase on ZnO-reduced
graphene oxide (rGO) nanocomposite films.182 This is the
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lowest LOD value obtained for DA so far. Very recently, a non-
enzymatic electrochemical biosensor composed of Fe-sites
dispersed in N-doped graphene (Fe/N-GR/GCE) achieved a
LOD of 27 pM due to the abundance of exposed active
sites.185

4.2 Stability of the sensors

When investigating the sensor's performances, one key
aspect is the sensor's ability to stay stable during extended
periods of measurement, especially in studies centred around
in vivo implants. Unfortunately, due to many issues such as
sensor surface degradation, over-concentration of sensor
active sites, the reaction of neighbouring cells and tissues to
a foreign agent, uncontrolled release and everchanging
concentration of DA, and sub-reactions taking place nearby
the sensor, the duration of in vivo DA measurements is
limited compared to other conventional sensors and
mediums. Therefore, increasing the determination timeline
remains an obstacle.

A notable matter on electrochemical DA determination is
that a considerable portion of the studies revolves around
detecting DA only in buffer solutions, pre-treated biological
mediums such as urine and blood or on cell cultures and
tissues in vitro. This leads to result maladjustments to in vivo
applications. However, those sensors are utilised for DA
detection, which cannot be overlooked.

Starting with the broadest group, electrochemical sensors
developed and optimised in buffer solution, and pre-treated
biological fluids demonstrate significant outcomes. Their
detection limit, durability, selectivity, and linear range
outperform other categories,186 but how replicable are these
results in in vivo measurements? Even though recently, more
and more studies are concentrating on experimenting in the
simulated cell environment, such as solutions containing
glucose and salt and exposing the electrode in the solution
for extended periods, due to cautiously selected solution
environments, there are limited, if any, interferences present.
For example, the target molecule is often spiked, and blood/
urine proteins are eliminated with various procedures. In
most cases, the sensor's exposure to the solution is short,
and its surface is regularly cleaned and polished physically
and chemically. Therefore, faced with reports of 2 weeks,187

30 days,188,189 60 days,190 or 68 days191 of sensor stability, it
is necessary to pay attention to the determination
environment.

Moving from mentioned types of detection to in vivo
implants, several studies have been successful in implanting
a sensor for relatively long periods. However, it is worth
noting that based on the subject specie, the sensor's size,
width, geometry, and design changes drastically. Since the
nervous system and brain structure vary, head movements
significantly impact the implant's stability and durability. In
vivo studies have been performed on several species: insects,
rats, and primates.192 The detection technique can differ as
well. Some in vivo measurements are done momentarily by

drilling several holes in the skull and inserting the
electrodes, like in the case of micrometre-sized tungsten
wires deposited with BDD,193 but the method in this paper's
scope is the long-term implants placed on the brain tissue.
The most prominent studies revolving implanting a stable
and durable brain starts with Adams,7 utilising a carbon-
based micro-electrode to detect DA levels in the brain of a
live open-skulled rat. Still, the question is, can long
measurements be reliably performed? In 2007 Seymour et al.
worked on durable implants based on perylene that lasted
about four weeks in the brain without significant changes in
response.194 Between 2014 to 2016, some notable studies
focusing on live DA detection in non-human primates were
published that were able to operate and stay stable in a
couple of hours, therefore not suitable for long-term
observation.195–197 In 2017, an extensive study on the stability
of silicon probes in brain tissues was done to investigate the
scarring effect in live mice. The probes were demonstrated to
show stability for up to 8–10 weeks.198 In the same year, a
paper was published by Schwerdt et al. on implanting sensors
in primates, reporting over 100 days of sensor stability199 and
the following year, a staggering timeframe of 398 days of
stability in rodents was written by the same group.200 A 2021
study by Schwerdt's group on rodents and non-human
primates' brains showed months of implant functionality.201

Subsequently, it is safe to infer that as new materials and
techniques are introduced, the chances for long durable
implantation are rising.

4.3 Temporal resolution of the sensors

One of the critical factors in the fabrication of
electrochemical sensors for the determination of
neurotransmitters, especially DA, is their capability of rapid
detection and result production. Thus far, sampling and
response time are not fixed across the proposed sensors. The
possibility of collecting results at nearly the same time as DA
release paves the way for more real-time studies of brain
functions. Several aspects affect the overall time efficiency of
the electrochemical sensor. Some of these factors are 1)
electroanalytical method (FSCV, DPV, and SWV), 2.
electroanalytical variables (scan rate, potential limits, and
waveform frequency), 3) materials and geometry of sensory
unit, and 4) determination medium (saline, biological fluids,
and in vivo environment). Most often, the waveform for DA
ranges from −0.4 to +1.3 V.202 Studies have shown that by
increasing the scan rate to >400 V s−1, the timescale for DA
detection can be reduced to milliseconds.202,203 To prove this
point, several studies have been conducted showing that only
with tampering with the scan rate119,204 and changing the
frequency of the waveform, overall changes in the timeframe
for DA detection are visible. However, based on the electrode
material, scan parameters might affect the sensitivity
insignificantly or greatly.121,205 Another factor that can affect
the sensor's speed tremendously is the incorporation of
various modifications that would enhance the electron
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transfer rates, generating higher current in shorter periods.
In 2018 such modifications of glassy carbon electrodes with
Fe2O3 and graphene nanosheets increased the electron
transfer rate.206 In the same year, two other studies
experimenting with different modifications, i.e., poly(3,4-
ethylenedioxythiophene), a conductive polymer207 or MWCNT
embedded with CeO2, demonstrated that these modifications
prove effective in increasing the electron transfer rate and
subsequently, faster detections.208 Like the previous passage,
it is worth mentioning that many sensors developed for DA
detection have only been tested in solution and in vitro
mediums. Therefore, the timescales provided in these papers
can rarely match the actual performance in vivo. For example,
in a study conducted in 2010,209 even though the sensor was
developed with the intention of in vivo determination, only
the response time of measurements in solutions are reported
(<8 s to ∼20 s). In 2016, a biosensor based on surface-
functionalised nanostructured nickel oxide platforms had a
response time of 45 seconds.184 A sensor based on gold
nanoparticles anchored nitrogen-doped graphene was
introduced in 2016 for simultaneous detection of glucose and
DA, showing an 8-second response time.210 In 2018, a flexible
electrochemical transducer platform based on PEDOT-titania-
poly(dimethylsiloxane) was developed to detect various
neurotransmitters simultaneously. They reported a 15 s
response time and speculated the platform could be modified
to perform decently in vitro and in vivo.172

When considering the requirements for the temporal
resolution, one needs to consider the three major forms of
DA presence in the body: 1) transmissions, which occur in
milliseconds, 2) ramps lasting possibly for a number of
seconds, and 3) oscillations that might last up to a few
hours.57 Because neurotransmission is a notably fast
procedure, the need for an instrument which can operate
between the release time and the compound termination is
dire.202 The sensing unit must be able to perform consecutive
measurements in ultrashort spans of time in the same area
and map the changes in the analyte concentration. This
variable is defined as temporal resolution. Most DA sensors
intended for in vivo applications are carbon-based electrodes
utilising the FSCV method. FSCV with tremendously high
scan rates (≥400 V s−1, even stretching to 1200 V s−1),
ultrafast cycle durations (about 100 ms), and frequencies
ranging from 10 to 110 Hz, provides the opportunity for
obtaining sets of data with high temporal resolution. For
comparison, DPV can provide 10 m resolution while FSCV
has sub-second intervals. In this method, DA kinetics is
studied according to the changes in various scans over a fixed
time.145 A prominent feature of FSCV is the possibility for
multiplex studies that pave the way to investigate other
present compounds, be it other neurotransmitters or
interferences. Because in FSCV measurements, the time
periods between oxidation and reduction phases are
drastically small, it results in longer electrode lifetimes and
more linear responses.203 It is notable that the most accurate
results are obtained when DA is at its peak

concentration.119,165,211 In the existing literature, diverse
amplitudes of temporal resolution are reported. From 45-
second resolution184 in a solution environment to single-digit
milliseconds in vivo measurements. A problem raised in the
study survey is the lack of scientific clarity of reported
temporal resolutions. Many electrochemical DA detection
in vivo and/or in vitro papers claim to develop methods or
sensors that would increase the efficiency of temporal
resolution but fail to affirm them using figures, tables, and
statistically approved numbers. What they provide is, at best,
a repetition of this sentence “This method demonstrates
higher than average temporal resolution”. This issue creates
uncertainty and vagueness because they cannot be tested nor
confirmed and confuses the researchers who go through the
previous studies to fix their shortcomings. However, this
being said, here are some recent studies that did include
comparable results regarding temporal resolution. A one-
minute temporal resolution was reported by Gu et al. for
in vivo detection of DA with coupling online capillary LC and
microelectrodes.23 A study in 2019 utilised the SWV method
for DA detection using a poly(3,4-ethylenedioxythiophene)
based nanocomposite on functionalised CNT (PEDOT/CNT)-
coated CMFE and reported a 15 s temporal resolution.212 In
the same year, a 0.01 s temporal resolution was reported for
a DA microelectrode array system modified with platinum
nanoparticles and reduced graphene oxide nanocomposites
utilising FSCV.213

4.4 Spatial resolution of the sensors

The design and sensor's size can drastically impact the
overall outcome of sensing efficiency. Even though the
structure must offer robustness and rigidness, at the same
time, it must cause minimal damage when implanted in the
brain as well.75,192 Considering DA's various local
concentrations,214–216 it is essential to pay attention to
affinity and dynamic range as well as sensor scaffoldings and
kinetics.171 At the same time, it has to be as small as possible
to penetrate the Synaptic spaces and not deteriorate due to
its micro-scaled size.192 The ability of the sensor to detect the
concentration variance between individual cells or bundles of
cells in specific requires 10–100 and 100–500 μm spatial
resolution. In contrast, in synaptic gaps, nanometric spatial
resolution is needed.217 Spatial resolution can be defined in
several ways regarding electrochemical sensors. From one
perspective, it can be defined as the smallest area the sensor
can detect the concentration without confusing it with the
adjacent spaces, or it can be defined as a specific area that
can be scanned in fixed time intervals. This leads sensor
fabrication into introducing microelectrodes and arrays.
Recent sensors mostly utilising carbon-based materials such
as pyrolytic carbon fibres, have introduced micro-electrodes
with small diameters in orders of 30, 10, and 8
μm.51,216,218,219 Their most conventional forms are either
cylindrical carbon fibres encapsulated in glass capillaries for
acute recordings (hours to days) or fibres encapsulated in
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fused-silica tubing for chronic recordings (weeks to
months).75 The sensor's diameter can indeed correlate to
better spatial resolutions, but it is not the cause for it.
Compared to other in vivo techniques, electrochemical
sensors' spatial resolution offers an acceptable spatial
resolution, ranking better than micro-dialysis but falling
behind when tested next to optical sensors.192,220,221

However, there is a contradictory opinion in some studies
that optical sensors bridge the spatial resolution accuracy
between micro-dialysis and electrochemical sensors. This
claim is not as highly supported as the last, but it might
point out that the results are heavily based on
instrumentation and implanting techniques. In vivo
electrochemical sensors provide <10 μm spatial resolution so
far. Like the temporal resolutions a similar issue is seen in
the studies focused on temporal resolution, however much
more pronounced. Aside from a considerable percentage of
papers that do not dedicate a part of their sensor
development procedure to spatial resolution, many articles
claim to have improved the spatial resolution but fail to
provide numerical comparisons or present data in
comparative tables. Once again, this matter makes it
significantly hard to validate these scientific reports and
poses a problem for building upon the results.

Even though much research has been conducted on
detecting sub-second phasing DA, determining the resting
DA concentration is still challenging. It is heavily dependent
on the determination technique. The most common way is
micro-dialysis.222,223 Utilising this method has led to several
studies on the matter, reporting the basal concentration
between 2.5–15 nM. However, when FSCV is the primary
technique, because of the electrochemical nature of
measurements and interferences present in the environment,
as well as the fact that FSCV is a differential method and the
background subtraction is inevitable in the final results, it is

almost impossible to detect resting DA levels with it.222,224 A
solution to this problem is to induce pharmacological
manipulations, which up to this point have offered results
indicating DA ionic liquid basal presence of more than 2.6
μM. Other electrochemical methods have been studied for
this purpose showing promising results. For instance, fast
scan-controlled adsorption voltammetry estimated 90 ± 9 nM
DA in mice, and convolution-based FSCV did measure basal
DA concentration in rats around 41 nM, also with differential
normal pulse voltammetry, the basal DA level was detected to
be 26 ± 8 nM in the pargyline-pretreated rat striatum.212

Therefore, it can be concluded that advances in
electrochemical methods and utilising more novel sensor
structures make it feasible to quantify the DA basal
concentration more accurately.

4.5 Approaches to avoid glial scarring

Currently, the interface limits the use of recording sensors,
as the glial scar reduces the effective transfer of signal.
Prevention of scar-like capsule formation would increase the
lifetime and effectiveness of biosensors. When improving
better biosensors, the idea is to get the sensor integrated into
the tissue as well as possible and perform with an
appropriate host response. Ideally, brain sensor materials
should promote the growth of neurons and the formation of
synapses while decreasing the viability of glial cells.
Furthermore, materials should reduce the footprint and
enhance surface porosity to mitigate immune responses and,
at the same, have good electrical properties.67 Potential
strategies have been explored to develop biocompatible
neural sensors: low-fouling materials, biomimetic coatings,
soft and flexible sensor materials or coatings, porous
materials, bio-inert materials, anti-inflammatory compounds
and topography properties of the sensor (see Table 3).68,73,225

Table 3 Summary of sensor material properties to avoid glial scar formation

Sensor
properties Methods and materials How glial scarring is prevented Ref.

Chemical Anti-inflammatory compounds Anti-inflammatory compounds reduce
inflammatory reactions and that way,
prevent glial scarring
Surface coatings reduce adhesion of glial cells
Adhesion molecules, bioactive molecules and
functional groups increase the adhesion of neurons

67, 73, 228, 231–235
Adhesion proteins
Bioactive molecules
Biological coatings
Non-biological coatings
Surface functionalities

Physical Small electrode size Small and rounded electrodes avoid tissue injury,
and that way FBR and glial scarring
Nanostructured surfaces render neuron adhesion
and neural networks and prevent biofouling

68, 72, 73, 94, 236–242
Rounded shape
Small cross-sectional area nanostructured
surface topography

Mechanical Softness and flexibility mimicking brain
tissue stiffness

Materials with the same stiffness as the brain tissue
avoid tissue injury and increase sensor integration
to the tissue

67, 73, 225, 227, 243, 244

Electrical Metals and metal oxides Sensor material should have good biocompatibility
with neural tissue and good electrical properties to
avoid host response and improve signal transduction
and long-term electrical stability

166, 171, 177, 226, 228, 245
Conductive polymers
Organic semiconductors
Carbon-based materials
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The biocompatibility and performance of the sensor in
the neural interface depend on the material's physical,
chemical, mechanical and electrical properties. Before most
antifouling strategies for electrode integration into neural
tissue have been improved with a protective layer or barrier.
However, these strategies reduce the sensitivity and temporal
resolution of a sensor and the effectiveness of a stimulating
device. Today the focus on neural sensor materials is on
different nanomaterials due to their good biocompatibility.220

Common materials are metals, semiconductors, conducting
polymers and carbon-based materials, which are widely used
to modify electrodes to detect DA directly.166,171,226–229 In
addition, the sensor material cell adhesion has a pivotal role
in the formation of glial scars in brain tissue.67,230

4.5.1 Physical properties. Sensor implantation cause
always pressure changes and traumatic injury in the target
tissue. FBR is related to that injury, as inflammation attracts
immune cells to the area, which can join the reaction against
the implant. Hence, the effective strategy to avoid glial
scarring is to design sensors that minimise the trauma.246 In
addition, sensor movement in tissue can cause injury even
after implantation. Reducing tissue injury, and that way, glial
scar formation can be affected by electrode size and
shape,72,194,247 cross-sectional area,242 and surface
topography.248 Smaller electrode size and cross-sectional area
and rounded electrode tip shape reduce the impact of tissue
displacement and injury.72 In neural sensors, feature sizes
below 10 μm have been observed to minimise gliosis and
preserve neuronal density.240

Sensor surface nanotopography affects protein adsorption,
vascularity, cell adhesion, morphology and activation in
neural tissue.95,249 Nanostructure modifications and
nanoporous structures on electrode surfaces have been
noticed to reduce glial scar encapsulation while maintaining
neural cell adhesion.105,237,250 In CNS, neurons form
functional networks where their efficiency depends on
network topology. Cells attach to the environment with cell
adhesion molecules. With textured, porous and rough
surfaces, it is possible to increase neural cell adhesion and
growth, which improves sensor integration into neural
tissue.251 Potential nanomaterials for topographical surface
modifications are metals, such as gold237,250 and carbon
materials.252 Hybrid carbon nanomaterials are promising
materials for the electrical detection of DA. By tuning the
nanofibres on surface geometry, it may be possible to control
host response in neural tissue.238,239

4.5.2 Chemical properties. There are plenty of chemical
modifications in the neural interface that can modulate the
inflammatory response.67,73,232 For example, anti-
inflammatory compounds,253 adhesion proteins,249 biological
and non-biological coatings,234 like peptides,254 hydrogels,233

and polymers.231 Anti-inflammatory compounds reduce
inflammation reactions which prevent FBR and glial scarring.
Cell adhesion is based on transmembrane proteins' surface
functionalities between the electrode and neural tissue,
affecting protein interaction. Adhesion proteins and other

biological compounds at the sensor surface can potentially
enhance tissue integration and improve biocompatibility
affecting the cell interactions like neural cell adhesion. The
idea of biocompatible coatings is to functionalise the
electrode surface with a buffer layer to reduce the adhesion
of glial cells at the implant surface.235 For the detection of
neurotransmitters, challenges with coatings are increased
background electrode capacitance and impedance and acting
as a diffusion barrier. Today, the purpose is regulating the
FBR just with the electrode material. Functional groups affect
surface functionalities and cell interaction.155,255 Oxygen
groups, for example, on graphene, render the surface
hydrophilic and improve cell adhesion and viability.256

Hydrogen or mixed carboxyl/amino functionalities also
potentially improve tissue integration and prevent glial scar
formation.238

4.5.3 Mechanical properties. Brain tissue is one of the
softest tissues in the body; the stiffness is around 1 kPa.
Earlier, the most used materials for neural sensors were rigid
materials, such as silicon, whose stiffness can be even 150
GPa. However, that mechanical mismatch causes tissue
trauma during implantation and continuous injury and
chronic inflammation of brain tissue, which activates
astrocytes and microglia.230 Rigid materials also upregulate
pro-inflammatory cytokines in neural tissue.73 The purpose
of designing next-generation devices are soft and flexible
materials that could mimic the stiffness of the brain tissue
and reduce mechanical mismatch.67,227,243,244 Conductive
polymers are potential sensor materials due to the
mechanical properties matched with biological tissues. Rigid
materials can also be coated with elastic coatings, such as
hydrogels.234,257

4.5.4 Electrical properties. Good electrical properties are
essential for better biocompatibility in neural applications
for successful and long-time signal transduction at the
electrode-tissue interface.232 Metals, metal oxides and
conductive polymers are widely used sensor materials to
decrease impedance in electrodes. Metals and metal oxides
have been the most used electrode material for the past 50
years.166,226,227 Common metals for neural sensor electrode
materials are gold (Au) and platinum (Pt). Organic
semiconductors, such as silicon, and conducting polymers,
such as PEDOT, have both good electrical and mechanical
properties in neural sensors.166,226–228,231,258 Carbon-based
materials have shown remarkable biocompatibility with
excellent electric properties, which makes them essential for
neural interface applications.166,226–228,259,260 Mainly used
carbon-based materials are graphene,245,261 carbon
nanostructures,252,260 such as CNTs and carbon nanofibres
(CNFs), glassy carbon and diamond. Usually, different
nanomaterials and nanoparticles are modified and joined
together to obtain better electrical, electrochemical and
biological properties. Ideally, the impact of each component
should be examined separately. A step-by-step fabrication, i.e.,
starting from a simple electrode platform where the
complexity is increased gradually and the material is
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characterised carefully after each step, would allow the
correlation of the material properties with the device's
functionality.

5. Conclusions

Electrochemical measurements are a powerful tool for
defining DA concentrations in vivo. However, long-term
in vivo measurements remain challenging, underpinning the
need to develop enhanced electrode materials. Through this
tutorial, we have provided researchers with an approachable
and comprehensive guide to the requirements of the
biological environment: sensitivity, selectivity, temporal
resolution, spatial resolution, and stability. Detection of the
physiological concentrations of DA (0.004–0.030 μM) is
challenged by the presence of abundant interferents with
overlapping oxidation potential. Extremely high temporal and
spatial resolutions are desirable for recording
neurotransmitter release into the synaptic cleft. Stability in
the biological environment, controlling biofouling and host
response, remains perhaps the most challenging problem to
be solved for facilitating long-term in vivo measurements.
When considering the requirements, it is critical to consider
the purpose of the measurement, as short-term vs. long-term
and dynamic vs. basal measurements affect what is expected
from the sensor material.

We continue with a step-by-step guide for characterising
electrode performance and performing in vivo measurements,
starting from basic electrochemical characterization in saline,
moving on to methodologies for mimicking the biofouling
environment and approaches to measure the biocompatibility
of a brain sensor, and ending with fast-scan measurements
in vivo. Basic knowledge of the properties of the electrode,
such as pseudocapacitance, potential window and open
circuit potential in various buffers, is often beneficial for
understanding the behaviour in more complex systems. To
allow the comparison of the performance in other
approaches, the LOD and sensitivity of the sensor are
typically defined. However, the calculated LOD value might
not reflect well what concentrations the electrode is able to
measure. Defining the linear response range gives better
insight into this. To measure selectivity, paying attention to
the actual physiological concentrations of both DA and the
interferents is crucial. To better understand the DA–material
system, one approach is to define whether the reaction
kinetics is defined by diffusion or adsorption. Recently,
computational approaches have been used to give more
detailed insight into the interactions at the DA–material
system, but one should be careful when correlating the
results calculated on ideal surfaces (e.g., graphene) to
experimental results performed on non-ideal surfaces (e.g.,
glassy carbon). No standardized methods for the
measurements in a biological environment exist, and while
many of the simplified approaches can give some insight into
understanding the biofouling mechanism, they might not

give sufficient insight into electrodes' true performance
in vivo.

We end the tutorial review by providing an overview of the
current approaches to solving the challenges. By integrating
the theoretical background with practical experimental
details and highlighting experimental pitfalls, this text
reflects current best practices in developing new electrode
material for the successful in vivo determination of DA. Our
final recommendation is that when developing a novel sensor
material, a step-by-step approach for electrode fabrication
and characterisation is critical to understand the correlation
of the material properties with the device's functionality. Only
this approach would allow optimization of the material for
the specific purpose.
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