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Excited state evolution of the rhodium(III) complex \([\text{Rh}^{\text{III}}\text{(phen)}_2\text{(NH}_3)_2]^{2+}\) (phen = 1,10-phenanthroline) has been investigated theoretically to gain a better understanding of light-driven activation of high-energy metal centered states. \textit{Ab initio} molecular dynamics (AIMD) simulations show the significance of asymmetric motion on a multidimensional potential energy landscape around the metal center for activated crossover from triplet ligand centered (\(3\text{LC}\)) to triplet metal centered (\(3\text{MC}\)) states on picosecond timescales. Significant entropic differences arising from the structural distributions of the \(3\text{LC}\) and \(3\text{MC}\) states revealed by the simulations are found to favor the forward crossover process. Simulations at different temperatures provide further insight into the interplay between structural and electronic factors governing the \(3\text{LC} \rightarrow 3\text{MC}\) dynamics as a concerted two-electron energy transfer process, and the broader implications for photoinduced generation of high-energy \(3\text{MC}\) states of interest for emerging photocatalytic applications are outlined.

1 Introduction

Transition metal complexes that combine efficient light-harvesting with long-lived, high-energy excited states are widely used in molecular photocatalysis and related photochemical applications.\cite{1,2,3,4} Many such photochemical applications have relied on metal-to-ligand charge-transfer (MLCT) excited state schemes, for example with the well-known Ru(II) polypyridyl type of octahedral d\(^6\) complexes.\cite{4} In contrast, involvement of metal centered (MC) excited states has largely been avoided through various ligand design strategies as their population often leads to undesirable excited state energy losses.\cite{5} Utilization of MC excited states for photochemical applications is, however, emerging as an interesting line of research, with the potential to access a unique set of excited state properties.\cite{5} This makes it interesting to explore the fundamental photophysical and photochemical properties of suitable prototype complexes in greater detail.\cite{5,6,7,8} Recent progress utilizing transition metal complexes with photoactivated MC states includes several Cr(III) d\(^3\) complexes,\cite{9} some Fe(II) d\(^6\) complexes,\cite{10} as well as a few recent examples of Co(III) d\(^6\) complexes.\cite{11,12,13,14} One concern for the photocatalytic utilization of MC states is the weak absorption of Laport-forbidden direct dd-excitations. One strategy to overcome this limitation is to activate high-energy \(3\text{MC}\) states indirectly through energy transfer from another chromophoric unit with better light-harvesting capabilities.\cite{8} This can be achieved as an intramolecular activation from an initially excited CT or ligand centered (LC) state. Another challenge with the involvement of MC states in d\(^6\) complexes is the population of anti-bonding \(e_g\) orbitals that frequently causes substantial excited state energy losses, associated with weakened metal–ligand (M–L) bonds.\cite{15,16} Activated crossover into high-energy \(3\text{MC}\) states following initial LC excitation is, however, known from studies of prototype Rh(III) complexes, as evidenced by experimental observations of dual photoluminescence (PL) from both the \(3\text{LC}\) and \(3\text{MC}\) states, as well as photochemical quenching experiments involving the \(3\text{MC}\) state.\cite{17,18} The effect on the relative energy between the \(3\text{LC}\) and \(3\text{MC}\) and its impact on the state-to-state crossover efficiency was studied experimentally for a series of tris-phenanthroline derivatives, with the general formula \([\text{Rh}^{\text{III}}\text{(phen)}_2\text{XY}])^{2+}\) (phen = 1,10-phenanthroline), by tuning the ligand field strength.\cite{19}

Quantum chemical simulations offer significant opportunities to gain detailed insight into several different aspects of the excited state evolution of transition metal complexes. A variety of many-state quantum dynamical simulation methods have provided important insights into the ultrafast dynamics associated with initial relaxation processes within a dense manifold of excited states.\cite{20,21,22,23} Some simulations have also covered the explicit interplay between excited state deactivation processes and solvent relaxation and reorganization processes.\cite{24}

In this work, we investigate the \(3\text{LC} \rightarrow 3\text{MC}\) state crossover activation in the prototype Rh(III) phenanthroline complex, \([\text{Rh}^{\text{III}}\text{(phen)}_2\text{(NH}_3)_2]^{3+}\), using \textit{ab initio} molecular dynamics (AIMD)
simulations conducted at the density functional theory (DFT) level. The [Rh(phen)₂(NH₃)₂]³⁺ complex provides a good prototype system to investigate such LC → MC crossover dynamics computationally as experimental observations of dual emission in the 170–200 K temperature range point to a favorable LC–MC balance, similar to what has also been reported for the [Rh(phen)₃]³⁺ complex.⁹⁻¹⁰ We focus on intramolecular aspects of activated LC → MC crossover dynamics on pico-second timescales, i.e. excited state dynamics taking place on the lowest excited triplet potential energy surface following any initial ultrafast ISC and IC processes as well as initial local relaxation of the initially populated LC state. This provides a largely complementary set of computational challenges compared to many recent studies focused on the earliest ultrafast multi-state relaxation processes, and places a greater focus on accounting for large-scale structural distortions on a complex multidimensional molecular energy landscape on timescales that can extend to tens of picoseconds and longer.

2 Computational details

Full geometry optimizations of structurally distinct relaxed LC and MC states in the [Rh(phen)₂(NH₃)₂]³⁺ complex were performed at the unrestricted DFT (uDFT) level of theory using the B3LYP* hybrid functional with reduced 15% Hartree–Fock exchange (HFₑₓ)⁹ and the 6-311G(d,f) basis set with the Stuttgart–Dresden SDD effective core potential for the central Rh atom.⁹⁻⁻¹² An implicit Polarizable Continuum Model (PCM) was applied to account for a water solvent environment.⁴¹ The nature of the various states was confirmed by frequency analysis. All calculations were conducted using the Gaussian09 software.⁴²

Optimized structures at the B3LYP*(15% HFₑₓ)/6-311G(d,f)/water in the MC and LC excited states were chosen as starting geometries for subsequent AIMD calculations using the atom centered density matrix propagation (ADMP) model.⁴³ The size of the basis set was reduced to 3-21G in order to reduce the computational costs, and motivated by test calculations indicating only minor differences for the calculated energy differences between the relaxed LC and MC states according to a comparison with the larger 6-311G(d,f) basis set. Explicit solvent structure and dynamics were neglected in this study focusing mainly on intramolecular rearrangement aspects, and an overall solvent response was approximated with the PCM model. The temperature dependence of the dynamics was investigated at constant selected temperatures (170 K, 200 K, 298 K, and 330 K) imposed by a standard thermostat. A minimum energy path was calculated as a complementary way to track the MLCT → MC conversion (details in ESI†).

3 Results and discussion

3.1 Triplet potential energy surface

Several local triplet state minima were identified for the [Rh(phen)₂(NH₃)₂]³⁺ complex from a first exploration of the triplet PES by means of unconstrained geometry optimizations and single point quantum chemical calculations. A single LC state minimum, identified as a local excitation on one of the phenanthroline ligands (designated as phen), as well as a set of four non-degenerate local minima of MC nature were identified by geometry optimizations. Different orientations of the eg orbitals relative to the M–L bonds allow for up to six different MC states associated with Jahn–Teller distortions along different M–L axes. The C₂ rotation axis, characteristic of the C₂ point group to which [Rh(phen)₂(NH₃)₂]³⁺ complex belongs more specifically, reduces the number of unique MC states to four. A graphical representation of the eg orbital orientations across different M–L bonds, together with the names for the corresponding states adopted in this report (MC₁, MC₂, MC₃ and MC₄), are described in Fig. 1. Additionally, it can be noted that the more distorted octahedral coordination in the heteroleptic complex breaks the orbital degeneracy in the eg orbital set more strongly compared to the homoleptic parent complex [Rh(phen)₃]³⁺. This potentially increases the energy offset between the distinct MC states. Indeed, different emission band broadening characteristics for the two Rh complexes of ~40 cm⁻¹ in acetonitrile at 297 K for [Rh(phen)₂(NH₃)₂]³⁺ and ~60 cm⁻¹ in a water/ethylene mixture at 170 K for [Rh(phen)₂(NH₃)₂]³⁺ provides a likely experimental indication of such differences in the MC state PES landscapes.¹⁹,²⁸

The M–L bonds of the relaxed MC state geometries show bond elongations and contractions with respect to the LC, similar to what has been reported for several ruthenium polypyridine complexes.¹⁶⁻⁻¹⁸ The Jahn–Teller distorted MC states can thus be identified to involve a single axis for eg–dₓ²−y² type orbitals, or an equatorial mode involving two orthogonal axes for eg–dₓz–y₁z type orbitals. The MC₁, MC₂, MC₃ and MC₄ states were identified at the B3LYP*/6-311G(d,f) computational level, while only the first three MC states were found at the lower level of theory B3LYP*/3-21G (energies shown in Fig. 1b). Reasonable reliability of the calculations employing the 3-21G basis set was, however, validated against the results for the larger 6-311G(d,f) basis set in terms of the relative state energy trends agreeing to within 0.05 eV, and average M–L bond lengths agreeing to within 0.004 Å (details in Fig. S1.1, Tables S1.2 and S1.3†). Furthermore, the relative energy ordering among the MC and LC states is conserved with the smaller basis set. The calculations predict MC₂ to be the lowest energy MC state, and thus the most likely populated states in the triplet energy surface according to Kasha’s rule (2.46 eV and 2.41 eV above the singlet ground state (¹GS) for the B3LYP*/6-311G(d,f) and B3LYP*/3-21G levels of theory, respectively). Additionally, an almost isoenergetic second equatorial distorted MC state was found to be higher in energy by only 0.03 eV at the B3LYP*/6-311G(d,f) and 0.01 eV at the B3LYP*/3-21G levels of theory, respectively. Both axial distorted states, MC₃ and MC₄, were calculated to be ~0.1 eV higher compared to the equatorial distorted states. Gibbs free energies also support the equatorial distortion as the most favorable compared to the axial distortion (Table S1.3†). From the first principles calculations, population of either the MC₂ or the MC₃ state can thus be expected as a result of excited state relaxation, although no information can be immediately
extracted regarding the depopulation mechanism of the initially populated 3LC state. AIMD simulations were therefore initiated for the [Rh(phen)2(NH3)2]3+ complex, with the aim to reveal the crossover dynamics as well as further properties associated with the population dynamics of thermally accessible states.

3.2 3LC dynamics

To better understand the triplet state dynamics in [Rh(phen)2(NH3)2]3+ after initial optical excitation and intersystem crossing into a 3LC excited state, we initially performed AIMD calculations at 170 K, 200 K, and 298 K.

A detailed analysis of the spin density distributions on the different molecular fragments from 7.5 ps simulations conducted at 170 K, 200 K, and 298 K only shows significant spin density values for one of the two phenanthroline ligands (labelled phen in Fig. 1a) with average spin density values of 1.99 (full spin density progression in Fig. S1.5†). The large spin density on the phen' ligand indicates that the lowest energy 3LC states is characterized by a localized electron excitation on that particular ligand. Any ligand-to-ligand excitation transfer is discarded within the studied temperatures and time range since the spin density values remain essentially negligible on all the other ligands. The spin density localised on the Rh metal of barely ~0.01 also contradicts conversion to, or strong M–L mixing with, any 3MC state in the simulation.19,38 This spin density distribution on the phen' fragment was further analyzed over the simulation (details in ESI†). The spin density is mainly delocalised over the inner part of the phenanthroline frame. In particular the C′6 and C′7 carbons, as numbered in Fig. 1a, accumulates larger spin density (~2.0) during the 7.5 ps simulation. The electron structure in the 3LC state also correlates with stiff M–L bonds with all six M–L bond distances ~2.1 Å, and with fluctuations of merely 0.05 Å at 298 K, 0.04 Å at 200 K and 0.03 Å at 170 K (details in Fig. S1.3†). Both structural and electronic properties are thus consistent with triplet dynamics constrained to a localized 3LC excited state that only displays small motion in close vicinity of the 3LC structural minimum.

3.3 3MC dynamics

Static uDFT calculations predicted the presence of four distinct 3MC states (3M1, 3MC2, 3MC3 and 3MC4), but the dynamic distribution and conversions between these states are unknown. Therefore, AIMD simulations were also considered on the MC triplet PES at 170 K, 200 K, and 298 K with the aim to investigate transitions between the different local 3MC states, as well as the multi-dimensionality of the global 3MC PES.

M–L bond distance distribution plots are analysed in Fig. 2a for the selected temperatures. The M–L bond distance distributions for the 200 K simulation show sharp peaks for all of the six bonds that are significantly displaced to longer bond distances compared with the 3LC state bond distributions. Three sets of bond distributions with similar mean distances and peak broadening that reveal similar bond characteristics can be identified (Rh–N1 = 2.08 Å; Rh–N1 = 2.10 Å; Rh–N′2 = 2.27 Å; Rh–N2 = 2.30 Å). Such structural asymmetry is consistent with general expectations for Jahn–Teller distortions due to an eg metal d-orbital population. Similar bond distortions of up to ~0.2 Å in a 3MLCT → 3MC transition with equatorial distortion in [Ru(phen)(bpy)]3+ complex has, for example, also been reported at the uDFT level.44 All the bond elongations and contractions at 200 K suggest the population of a single dπ–π* d-type-orbital, and the M–L bond valence also correlate well with the calculated distances in the fully relaxed 3MC1 excited state.

A clearly different set of M–L bond distance distribution profiles (top Fig. 2a) at the temperature of 170 K compared to what was seen for 200 K provides a first indication that another distinctive 3MC excited state is populated in this simulation. Two bond distributions with average distances of ~2.1 Å (blue and orange peaks) are shorter than the remaining four coordination sites in agreement with an eg dπ–π* orbital assignment characteristic of the 3MC1 state (Fig. 1a). Other prominent structural changes due to the reorientation of the d-orbital lobes towards both chelation sites in the phen ligand is the reduction of the bite angle α by 8 degrees, if compared with the 3LC geometry (Fig. S1.7†). The geometry distortion in the lowest energy 3MC2 state also affects the electronic properties.
significantly, as evidenced from the clear fluctuation in the
calculated total dipole moment of the molecule for the simu-
lations conducted at different temperatures according to Fig. 2a.
This shows an increase of the dipole moment from 7.48 Debye 
(D) (blue peak) in the 3MC1 state (200 K simulation) to 10.26 D 
(red peak) corresponding to the 3MC2 state (170 K simulation).
Both 3MC1 and 3MC2 calculated dipole moments by uDFT 
minimization calculations (8.08 D and 10.74 D) reinforce the 
general state assignments, and the electronic identity of each 
3MC state. Larger peak broadening additionally suggest that the 
3MC1 is able to move over a larger accessible volume in the 
multidimensional PES compared to the 3MC2 state.

Finally, we consider a simulation of the 3MC dynamics at 298 
K. At this higher temperature, the M–L bond distributions 
access a wide range of distances during the simulation, and 
with more than one distribution peak. Furthermore, the dipole 
moment histogram at 298 K shows a bimodal distribution 
characteristic of alternating population of two relatively distinct 
local electronic states (yellow distribution in Fig. 2b).

The AIMD structural data for the 298 K simulation also 
indicates population of at least two 3MC states with populated 
dx2−y2 orbital, but different orbital orientation. For further 
understanding of the dynamics between different local 3MC 
states, the trajectories of the six bonds were classi-
died according to the relative bond distance ordering in Fig. 3. A remarkable 
transition between bond distances occurs after 2500 fs during 
a total transition time of ∼400 fs (grey frame). Finally, the 2900– 
3500 fs time interval (blue frame) shows bond distances that 
fully correlate with the 3MC excited state. Repetitive transition 
pattern between 3MC1 and 3MC2 states observed in the contin-
uation time sampling within the 7500 fs, alludes to the estab-
lished equilibrium between 3MC1 and 3MC2 states. The state 
transition, which also coincides with a discontinuity in the 
metal spin density, displays simultaneous symmetrical Rh – N1 
and Rh – C0 and asymmetrical N∆1 and N∆2 bond stretching.

Electronic and structural attributes of the identi-
died intermediate state coincides with the uDFT relaxed structure referred to 
as 3MC4, and distinguished by the characteristic axial elonga-
tion associated with electron population of one dz2 orbital.

Therefore the dynamical equilibrium between the two equato-
rial states and lower lying 3MC states was revealed to implicate 
transient population of at least one higher energy 3MC states.

Based on the observed transitions, the rate constant 
kIC for the 
3MC1/3MC2 IC can be estimated to be 2.5 × 1012 s−1 at room 
temperature.

3.4 3LC → 3MC crossover dynamics

Here, we consider longer MD simulations starting from the 3LC 
state and performed with the aim to investigate the crossover 
dynamics from 3LC to the 3MC state manifold. The uncertainty 
of the crossover timescale, together with the large computa-
tional requirements for long AIMD simulations encouraged us 
to sample moderately higher temperatures of 298 K and 330 K.

First, an AIMD simulation at 330 K shown in the top panel of 
Fig. 4a showed an abrupt increase in the metal spin density 
after ∼2300 fs. During the transition, the metal spin density
increases from 0.1 to 1.4, indicating that the $^3$MC is populated within a couple of picoseconds. Further insight into the electronic structure rearrangement taking place during the crossover can be extracted from consideration of the singly occupied and unoccupied frontier molecular orbitals participating in the electronic transition. The $^3$SOMO orbital represented as 1a in Fig. 4a shows the predominant $\pi$ ligand orbital characteristic of the $^3$LC, but with metal-d contributions to the orbital escalating as the system approaches the transition state. Just before the electronic structure redistribution, only small-scale structural changes in the M–L bond distances (with constant $\sim$2.1 Å distances) are registered, mainly in the Rh – N$_1$ bond reaching a distance of 2.23 Å right before the transition occurs. $^3$SOMO orbital (3a in Fig. 4a) at the discussed simulation time already suggests some atomic contribution from a metal d-orbital. The Rh – N$_1$ bond stretching is, however, only emphasized after $\sim$200 fs, indicating that there is a sub-picosecond geometry equilibration period after the electronic crossover to the $^3$MC state. The Rh – NH$_3$ and Rh – N$_2$ bond distances are barely distorted during this equilibration interval of 200 fs, which is indicative of an axial Jahn–Teller distortion of the $^3$MC$_4$ state. The first deactivation step of the $^3$LC excited state to a higher energy $^3$MC state is also confirmed by the nature of the $^3$SOMO orbital 4a with a characteristic d$_{xy}$ orbital lobe orientation along the N$_1$ – Rh – N'$_1$ axis. A second IC process from the higher energy $^3$MC$_4$ state towards the lower energy $^3$MC$_2$ state subsequently occurs in less than 500 fs (t$_{1\text{st}}$ mark), after temporarily reaching a maximum Rh – N bond stretching of 2.92 Å. This particular initial distortion could potentially represent a sweet spot for initiating photochemical reactions.

Triplet crossover dynamics was also simulated at a lower temperature of 298 K as shown in Fig. 4b. This simulation was conducted to check for the presence of alternative deactivation channels, and to further assess the crossover dynamics as a temperature-dependent process. In the 298 K simulation, the $^3$LC lifetime was extended significantly to $\sim$17 ps in order to successfully capture a crossover event.

While the limited simulation data precludes a reliable Arrhenius analysis that can be correlated quantitatively with the experimentally observed temperature-dependence, it is already notable that the simulations over a range of moderate temperatures shows a clear temperature-dependence of the crossover rate. Furthermore, the transition times in the 1–20 ps time range are consistent with the crossover being an activated process with a small effective transition barrier in basic agreement with a relaxed minimum energy path (details in ESIF). Similar to the 330 K simulation, however, it can be noted that the actual crossover transition remains fast as observed in the rapid accumulation of spin density on the metal center at 17 440 fs. Subsequent geometry relaxation is once again observed after the transition, confirmed by the Rh – N$_1$ bond stretching to 2.6 Å. Although the $^3$SOMO orbital 2b shows population of the $^3$MC$_3$ state rather than the $^3$MC$_4$ observed in the previous simulated temperature, the $^3$LC excited state is still deactivated through a higher energy MC state. This initial population of the $^3$MC$_3$ state is rapidly converted into the $^3$MC$_4$ excited state in $\sim$900 fs (as supported by 3b $^3$SOMO orbital). An observed second populated $^3$MC$_4$ state achieves even longer lifetimes up to $\sim$2300 fs (t$_{3\text{rd}}$ mark), before finally deactivating to the calculated lower energy $^3$MC$_2$ excited state (t$_{\text{finh}}$ mark).

Next, we consider the electronic rearrangement taking place during the crossover $^3$LC $\rightarrow$ $^3$MC in greater detail. This transition is clearly shown by the simulations to proceed as a two-electron process involving the two semi-populated frontier orbitals, similar to what can be expected from a basic intramolecular excitation energy transfer perspective. In particular,
the transition involves one electron hopping from the higher energy π* on the initially excited phen ligand to one of the metal centered e_g orbitals, together with a hole hopping from the lower-lying occupied π level on the same phen ligand to one of the t_2g orbitals on the metal (π → d). The metal center activation can in principle be achieved in a concerted or step-wise fashion via electron hopping followed by hole hopping or the equivalent reverse path as illustrated in Fig. 5a. In order to resolve the 3LC → 3MC mechanism in detail from the simulations, the weights of the molecular orbital coefficients from the metal d-atomic-orbitals in the αSOMO and beta semi-unoccupied molecular orbital (βSUMO) were tracked for a series of snapshots with an interval of 4 fs during a 400 fs time window around the transition region (shown in Fig. 5b for 330 K and 298 K and a movie representation for the 298 K simulation in the ESI†). Minor metal orbital contributions to both αSOMO and βSUMO for the initial part of the simulation agrees with a 3LC nature during the early part of the reaction window, but quickly ascends up to ~0.4 for the αSOMO and to ~0.7 in the βSUMO as the transition progresses. An appreciable increase in atomic d-orbital contributions in the relevant frontier molecular orbitals is observed simultaneously for the αSOMO and βSUMO, and also matches closely with the reported increase of spin density on the metal. These findings support that the two-electron transition indeed proceeds in a concerted fashion without any significant involvement of transiently populated

Fig. 4 Metal–ligand bond stretching of [Rh(III)(phen)_2(NH_3)_2]^{3+} (Rh – N_1 in black, Rh – N_2 in yellow, Rh – N_1' in blue, Rh – N_2' in green, Rh – N_0 in purple, Rh – N_α in red) before and after 3LC → 3MC crossover reaction, metal spin density (SD) and kinetic energy (KE) fluctuation at temperatures of (a) 330 K, (b) 298 K. αSOMO orbitals are plotted for several snapshots along the simulation.
one-electron charge-transfer states. While the two-electron transfer is in good accordance with the net resulting experimental observation of the crossover activation of the $3^\text{MC}$ state, it is notable that the structural distortions coupled with intra-molecular coulombic and exchange interactions promotes the simultaneous transition of both the electron and the hole all the way down to ultrafast timescales, rather than the crossover being driven by one or the other electronic transitions.

Finally, the AIMD simulations also highlight the importance of statistical factors influencing the crossover dynamics beyond what can be extracted from static calculations of transition barriers and scans of reaction paths. In particular, the simulations indicate a clear significance of entropy factors related to the accessible PES volume for the different states. This effective area, as an intrinsic characteristic of the distinct excited states dynamics for both sampled temperatures, are already revealed in the trajectories within the phen M–L bonds during the simulation time as represented in Fig. 5c and d. The population area of the $3^\text{LC}$ state at 330 K is significantly more narrowly localized (in terms of phen M–L bond distortions) than at 298 K so that the transition state (TS) is essentially reached without any initial geometry stretching. In contrast, a TS at 298 K is only reached by bond stretching after significantly longer state sampling. The two highest energy $3^\text{MC}$ excited states behave as important intermediate states, reflecting the complexity of multi-step deactivation paths towards the ultimate population of the lowest $3^\text{MC}_2$ state.

The larger accessible volume in the $3^\text{MC}$ product state corresponds an increase of the reaction entropy. Since the $3^\text{LC} \rightarrow 3^\text{MC}$ transition is mainly ruled by M–L Jahn–Teller distortions, we assess the change in accessible coordinate space in the simulations by the six M–L bond distributions. In this approximation, the accessible volume of each state can be expressed as the product of the standard deviations of each M–L bond ($\delta l_i$) by

$$V = \prod_i \delta l_i \quad (1)$$

The entropy change of the crossover reaction ($\Delta S_i$) then relates with the Boltzmann constant $k_B$ and the partition function in terms of volume changes between the $3^\text{MC}$ state ($V_{\text{MC}}$) and the $3^\text{LC}$ state ($V_{\text{LC}}$) as

$$\Delta S_i = k_B \ln \left( \frac{V_{\text{MC}}}{V_{\text{LC}}} \right) \quad (2)$$

The standard deviations for the six M–L bonds for the studied system [Rh(III)(phen)$_2$(NH$_3$)$_2$]$^{3+}$ complex together with the final active volume $V$ (calculated using eqn (1)) in the three sampled temperatures (298 K, 200 K and 170 K) are tabulated in Table SI.4.† For the 298 K simulations, where equilibration between different local $3^\text{MC}$ minima takes place, the reaction entropy for a $3^\text{LC} \rightarrow 3^\text{MC}$ process, $\Delta S_i$, is estimated to be 41.86 J K$^{-1}$ mol$^{-1}$. The $\Delta S_i$ calculated from AIMD trajectories agrees
well with the corresponding energies calculated from static quantum chemical calculations \(\sim 40 \text{ J K}^{-1} \text{ mol}^{-1}\) (Table SI.5†), validating the employed protocol and emphasizing that the entropy change is mainly driven by the M–L bond distortions. This provides a considerable entropy contribution to the reaction free energy for the finely balanced \(^3\text{LC} \rightarrow \text{3MC}\) dynamics. This also highlights that entropy factors should be considered to properly assess the driving force and reversibility for these activated crossover processes beyond what has traditionally been done to assess the temperature-dependent activation behaviour in these complexes.\(^{19}\)

4 Conclusions

AIMD simulations were used to investigate \(^3\text{LC} \rightarrow \text{3MC}\) crossover dynamics in the rhodium complex \([\text{Rh(III)(phen)}_2(\text{NH}_3)_2]^{3+}\) on picosecond timescales. Initial results from quantum chemical calculations revealed a clear difference in the triplet potential energy landscape between well-defined \(^3\text{LC}\) states on the phen ligands on one hand, and a more complex \(^3\text{MC}\) potential energy landscape comprising several local minima with distinct structural and electronic characteristics on the other hand.

The AIMD simulations provide further insight into the multidimensional dynamics taking place on the complex triplet PES. First, \(^3\text{LC}\) internal state dynamics reveal a narrow and well-defined range of accessible geometries closely constrained near the ground state geometry. In contrast, \(^3\text{MC}\) dynamics is revealed to involve significant structural mobility on a flat \(^3\text{MC}\) PES that includes facile transitions between several Jahn–Teller distorted minima. The MC dynamics notably includes fast transitions through higher-energy MC states connecting different low-energy parts of the full \(^3\text{MC}\) PES. Notably, the large difference in thermally accessible coordinate space between the LC and MC parts of the triplet PES indicates that entropic effects will have a significant influence on the free energy balance and effective driving force governing the \(^3\text{LC} \rightarrow \text{3MC}\) crossover dynamics.

Simulations of the \(^3\text{LC} \rightarrow \text{3MC}\) process at different temperatures showed a significant influence of the temperature on the crossover rate, consistent with an activated process characterized by a small energy barrier. The simulations also reveal further details of the triplet dynamics proceeding via a complex cascade involving several local \(^3\text{MC}\) states following the initial crossover from the \(^3\text{LC}\) state. Analysis of the AIMD simulations also enabled an in-depth assessment of the electric rearrangements taking place during the \(^3\text{LC} \rightarrow \text{3MC}\) crossover. In particular, the \(^3\text{LC} \rightarrow \text{3MC}\) transition is seen to involve a rapid redistribution of both the excited electron and the accompanying hole from one of the phen ligands to the metal center that takes place in a fully concerted fashion on a sub-picosecond timescale. This corresponds to a spin-allowed intramolecular two-electron excitation energy transfer process that takes place dynamically as a structure-driven weakening of the ligand field splitting of the metal center. It is interesting to consider as a topic for further investigation that the two-electron nature of this process appears to provide a fundamentally different set of opportunities and limitations for tuning of the excited state landscape compared to the corresponding one-electron case encountered in more widely studied \(^3\text{MLCT} \rightarrow \text{3MC}\) deactivation processes.

Finally, the in-depth understanding of this \(^3\text{LC} \rightarrow \text{3MC}\) transition provides useful insights for further developments of transition metal complexes that aim to utilize \(^3\text{MC}\) states for photochemical applications more broadly. In particular, \(^3\text{LC} \rightarrow \text{3MC}\) crossover is confirmed to provide a promising approach to overcome problems associated with weak absorption and ultrafast initial energy losses from direct excitations into \(^3\text{MC}\) states more generally, as long as the full complexity of the triplet potential energy landscape and associated dynamics revealed by simulations is taken into consideration.
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