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nced neural network interactions:
from local equivariant embedding to atom-in-
molecule properties and long-range effects†

Thomas Plé,* Louis Lagardère* and Jean-Philip Piquemal *

We introduce FENNIX (Force-Field-Enhanced Neural Network InteraXions), a hybrid approach between

machine-learning and force-fields. We leverage state-of-the-art equivariant neural networks to predict

local energy contributions and multiple atom-in-molecule properties that are then used as geometry-

dependent parameters for physically-motivated energy terms which account for long-range

electrostatics and dispersion. Using high-accuracy ab initio data (small organic molecules/dimers), we

trained a first version of the model. Exhibiting accurate gas-phase energy predictions, FENNIX is

transferable to the condensed phase. It is able to produce stable Molecular Dynamics simulations,

including nuclear quantum effects, for water predicting accurate liquid properties. The extrapolating

power of the hybrid physically-driven machine learning FENNIX approach is exemplified by computing:

(i) the solvated alanine dipeptide free energy landscape; (ii) the reactive dissociation of small molecules.
1. Introduction

In large-scale simulations, interactions between atoms cannot
generally be computed from rst principles because of the high
numerical cost of quantummethods. Instead, they are generally
modeled using force elds (FFs) that postulate a physically-
motivated functional form of the potential energy and are
parameterized in order to match ab initio energies and/or
reproduce experimental data. The most widespread FFs are
the so-called classical force elds (such as AMBER1 or
CHARMM2) which use a combination of xed-charge Coulomb
potential and Lennard-Jones interactions to model the inter-
molecular potential. These models are extremely efficient
numerically, allowing the simulation of very large systems over
long time scales. Their simple functional form, however, lacks
polarization and many-body effects which can be critical to
correctly describe some systems (for example solvation in
a polar solvent, pi-stacking or complex protein structures3).
More advanced force elds – such as AMOEBA,4 TTM,5

CHARMM Drude,6 ARROW7 or SIBFA8,9 – have thus been
developed in order to explicitly include these effects. These
polarizable force elds (PFFs)10,11 are much more exible and
accurate but are signicantly costlier. Nonetheless, advances in
high-performance computing (HPC), the increase in GPU
, F-75005, Paris, France. E-mail: thomas.

re@sorbonne-université; jean-philip.
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ed using the FENNIX-OP1 model. See

12569
(Graphical Processing Units) availability and recent methodo-
logical developments (advanced iterative solvers) now allow
large-scale PFF simulations.12 Both classical and polarizable FFs
however assume a xed connectivity between atoms (i.e. cova-
lent bonds cannot be broken), making them unsuitable to study
chemical reactions. Some reactive force elds – such as ReaxFF13

or Empirical Valence Bond14 – are actively being developed but
are generally specialized towards a relatively narrow class of
systems.

From this brief overview of the domain of force elds, it is
clear that a general, many-body reactive model is highly desir-
able but its design remains an outstanding challenge for the
current frameworks. In recent years, considerable attention and
resource have been devoted to the development of machine-
learning potentials that promise to bridge the accuracy and
generality gap between force elds and ab initiomethods. These
models use exible functional forms from the domain of
machine-learning (such as deep neural networks,15–17 body-
ordered expansions18–20 or kernel models21,22) in order to accu-
rately t ab initio energies, with a numerical cost comparable to
standard FFs. A large variety of such models have been devel-
oped over the last few years (for example the HD-NNP,15 ANI,16

AIMNet,23,24 DeePMD,25 ACE,18 sGDML,21 Tensormol-0.1,26

Nequip,17 etc.) and have been applied to small molecular
systems,16 periodic crystals27,28 and more general condensed-
phase systems.29,30 Among these, the ANI models occupy
a particular place as they aim to provide a generic pre-trained
potential for a whole class of organic molecules. In this work,
we follow a similar strategy.

In order to respect the inherent symmetries of molecular
systems, most architectures are designed to be invariant with
© 2023 The Author(s). Published by the Royal Society of Chemistry
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respect to rotations, translations and permutation of identical
atoms. These models have shown good accuracy on many
systems but usually require large amounts of data to be trained
on (of the order of a million molecular congurations). More
recently, equivariant models (for example Nequip,17 Allegro,31

SpookyNet,32 UNiTE33 or GemNet34) have attracted much atten-
tion because of their impressive data efficiency and their ability
to generalize more accurately to out-of-distribution
congurations.17,35

Most ML models, however, assume a purely local functional
form and tend to neglect or implicitly account for long range
effects from the training data. The accurate description of long-
range interactions is however critical to correctly simulate
condensed-phase systems and to describe the structure of large
molecular formations (e.g. protein or DNA structure36,37). The
framework of message-passing neural networks38,39 in principle
allows to describe long-range effects by iteratively exchanging
information with neighbouring atoms. This approach however
have been shown to pose difficulties when applied to large
systems as this iterative process is not well suited for parallel
architectures because of the associated communications that
are required. Furthermore, very long-range effects such as
electrostatic interactions would require a large number of iter-
ations (and themolecular graph to be connected) to be captured
by a message-passing model, thus imposing a high computa-
tional cost.31 Another paradigm to account for long-range effects
is the use of global descriptors (for example the Coulomb
matrix40) that couple all degrees of freedom without imposing
any locality prior. These descriptors are usually used in
conjunction with kernel-based models21,41 and where shown to
be accurate and data-efficient for small to medium-sized
molecules and crystals. Although some recent progress have
been made to apply these models to larger systems,42 they
cannot tackle systems larger than a few hundreds of atoms due
to the OðNat

2Þ scaling of the global descriptor size. Some other
pure ML multi-scale models are currently being developed (for
example the LODE descriptor43,44) but this area is still in its
infancy. On the other hand, quantum perturbation theory (for
example Symmetry Adapted Perturbation Theory, SAPT) gives
solid grounds to the description of long-range effects in terms of
classical electrostatics45 which can be well captured in the FF
framework (via multipolar Coulomb interactions and disper-
sion effects for example46). It thus seems advantageous to
combine an ML model – which excel at predicting short-range
properties – with long-range FF interactions, in order to
obtain the best of both approaches. A few models applying this
idea have recently been developed (for example HDNNP-Gen4,47

PhysNet,48 SpookyNet,32 ANIPBE0-MLXDM,49 q-AQUA-pol50 and
others19,29,51,52) and have shown good results across multiple
systems. Hybrid FF/ML models thus provide a promising route
to more physics-aware ML potentials.

In this paper, we propose a general framework for building
force-eld-enhanced ML models. We leverage the latest
advances in local equivariant neural networks in order to
accurately predict short-range energy contributions as well as
multiple atom-in-molecule properties that are then used to
dynamically parameterize QM-inspired FF energy terms that
© 2023 The Author(s). Published by the Royal Society of Chemistry
account for long-range interactions. We show that this archi-
tecture allows for highly transferable models that are able to
accurately generalize on large molecular systems, as well as in
the condensed phase aer being trained on small monomers
and dimers only. This paper is organized as follows. Section 2
describes the model architecture, from the Allegro31 equivariant
embedding to the output and physics modules. It also describes
the particular FF terms that we used for the pretrained model,
named FENNIX-OP1, that we provide with this work. Section III
focuses on the FENNIX-OP1 model and provides details on its
construction, its target properties, the datasets used for training
and the different training stages that were required. In Section
4, we validate the model via several applications. First, we show
that the model predicts accurate dissociation energy curves of
some simple molecules. We then compute structural properties
of liquid water in molecular dynamics simulations including
nuclear quantum effects (NQEs) via the recently developed
adaptive quantum thermal bath (adQTB).53,54 Indeed, since the
model is trained purely on ab initio data, the explicit inclusion
of NQEs is critical for the correct calculation of thermodynam-
ical properties, as was shown in numerous previous studies.55,56

For this purpose, the adQTB was shown to provide robust
approximations of NQEs while being numerically affordable
(similar to a classical MD) and thus constitutes a very efficient
tool for quickly testing ML models. We then show that the
model produces stable dynamics of alanine dipeptide in solu-
tion and provides a qualitatively correct description of the
torsional free energy prole (computed using an enhanced
sampling method57); as well as stable dynamics of the 1FSV
protein in gas phase. Finally, Section 5 provides some conclu-
sions and outlooks for future extensions of the model.

2. Model architecture

The FENNIX (Force-eld-Enhanced Neural Network Interac-
tions) model is based on a local multi-output equivariant model
that processes atomic neighborhoods and predicts multiple
atomic or pairwise properties. As an example for this work, we
will present a model that outputs local pairwise energy contri-
butions, charges and atomic volumes. The output is subse-
quently enriched by a “physical” module that computes force
eld terms such as electrostatic and dispersion energy terms.
The core of our model is a slightly modied version of the
Allegro local equivariant model presented in ref. 31. We use the
Allegro model as a general embedding of atomic pairs which is
then fed into independent neural networks that predict the
target properties. The choice of the Allegro model is mostly
motivated by two of its properties: (i) it is strictly local and thus
allows for favourable scaling with system size and efficient
parallelization; (ii) it is equivariant and thus allows the predic-
tion of tensorial properties such as atomic multipoles (which
are not used in this work but will be the focus of future
improvements of the model). A compact ow diagram of the
model is shown in Fig. 1.

In this section, we will briey describe the Allegro architec-
ture and our modications to the model. The theoretical anal-
ysis of this architecture was thoroughly done in the original
Chem. Sci., 2023, 14, 12554–12569 | 12555
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Fig. 1 Flow diagram of the FENNIX-OP1 model.
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paper31 so that we will only review here the main points
necessary to the understanding of the model and our
improvements to the architecture. We will then present the
output module that processes the Allegro embedding. Finally,
we will describe the physical module and the particular func-
tional form for the FENNIX-OP1 potential energy surface that we
used in this work.
2.1 Equivariant embedding using the Allegro architecture

2.1.1 Review of the Allegro architecture. The Allegro model
provides a local many-body descriptor (xij,Vij

nlp) – interchange-
ably referred to as embedding in the following – for each
directed pair of atoms with source atom i and destination atom j
in the neighborhood N ðiÞ dened by all the atoms located at
a distance shorter than a cutoff radius rc from atom i:

N ðiÞ ¼
n
k s:t: k~Rikk\rc

o
(1)

with~Rik =~Rk − ~Ri the vector going from the position of atom i to
atom k. The rst part of the descriptor xij is built so that it is
invariant under the action of certain geometric symmetries (i.e.
global rotations, translations and inversions of the system). On
the other hand, the second descriptor Vij

nlp is composed of
features that are equivariant with respect to these symmetries.
These features take the form of tensors that are labeled with
a channel index n ˛ 1,., Nchannels, a rotational index l ˛ 0, 1,.,
lmax and a parity index p ˛ −1, 1. The rotational index indicates
how the tensor transforms under rotation operations: l =

0 corresponds to scalar/invariant quantities, l = 1 corresponds to
vector-like objects and we refer to l $ 2 objects as higher-order
tensors. The parity index, on the other hand, indicates how the
tensor's sign changes under inversion of the coordinate system.
The channel index simply allows the model to process multiple
features of same l and p indices. In our implementation of the
Allegro model, these tensorial objects are handled by the
python package58which provides high-level classes that represent
them and easy-to-use functions tomanipulate and combine them
while preserving symmetries and global equivariance.

In the following paragraphs, we describe how initial two-
body features are computed, how features from neighbors are
combined through Nlayers layers of interactions to enrich them
with many-body information and how they are ltered at each
layer to control the size of the embedding.
12556 | Chem. Sci., 2023, 14, 12554–12569
2.1.1.1 Initial two-body features. The Allegro model starts by
decomposing each interatomic vector f~Rijgj˛N ðiÞ into nger-
prints that are more suitably processed by the network. The
interatomic distance Rij is projected onto a radial basis B(Rij) =
[B1(Rij), ., BNbasis

(Rij)] (we use the Bessel basis function with
a polynomial envelope59 that we normalize as in the original
paper) and we compute the two-body scalar embedding as:

(2)

where ‖ denotes concatenation, MLP2B is a multilayer percep-
tron (i.e. a fully connected scalar neural network), fc(Rij) is
a cutoff function going smoothly to zero as Rij approaches rc (we
use the same polynomial envelope as for the radial basis) and

(resp. ) is a vector representing the chemical
species of the source atom i (resp. destination atom j). In the
original paper is a direct one-hot encoding of the atomic
number Zi, meaning that one has to x in advance the number
of species the model will be able to process (the one-hot
encoding then denes a simple orthonormal basis which has
the same dimensions as the chosen number of species). In
Section 2.1.2, we propose to modify this one-hot encoding by
a positional encoding of coordinates in the periodic table which
allows for more exibility in the treatment of atomic species.

We obtain the two-body equivariant features by projecting
the unit vector R̂ij = ~Rij/Rij onto a basis of real spherical
harmonics Yij

lp. We then mix them with radial information with
a linear embedding on Nchannels channels:

Vij
nlp,2B = [MLPembed

2B(xij
2B)]nlpYij

lp (3)

2.1.1.2 Interaction with the local environment. The two-body
embedding (xij

2B,Vij
nlp,2B) is then processed through multiple

“interaction” layers that allow to combine information with
other atoms in the vicinity of atom i. Each interaction layer
starts by building a global equivariant neighborhood embed-
ding for atom i from the current scalar embeddings xik and the
spherical harmonics projections Yik

lp:

Gi
nlp;ðLÞ ¼

X
k˛N ðiÞ

�
MLPembed

ðLÞ�xik
ðL�1Þ��nlpYik

lp (4)
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Heatmap of the positional encodings of the chemical species
H,C,N,O,F (from top to bottom). The first five columns represent the
encoding of the row index in the periodic table, while the last ten
columns represent the encoding of the column index.
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with L = 1, ., Nlayers the layer index and x(0)ik = xik
2B and Vij

nlp,(0)

= Vij
nlp,2B. The interaction is then performed via a tensor

product of Gi
nlp,(L) with each equivariant embedding Vij

nlp,(L−1)

(the tensor product is done independently for each channel n).
The resulting “latent space”

L ij
nmlp;ðLÞ ¼ �

Gi
nl1p1 ;ðLÞ5Vij

nl2p2 ;ðLÞ�nmlp
(5)

contains all possible combinations of rotational and parity
indices that are allowed by symmetry (i.e. such that jl1 − l2j # l
# jl1 + l2j and p = p1p2). Note that since multiple combinations
of (l1, p1), (l2, p2) may produce outputs of indices (l, p), we need
to add a multiplicity index m that distinguishes these paths.

2.1.1.3 Feature ltering and channel mixing. Finally, the
latent space is ltered to obtain the new pairwise embedding.
The scalar embedding is combined with the scalar part of the
latent space (with every channels and all multiplicities concat-
enated) to obtain:

xij
ðLÞ ¼ a xij

ðL�1Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
fc
�
Rij

�
�MLPlatent

ðLÞ
"
xij

ðL�1Þ k
n;m

L ij
nm01;ðLÞ

#
(6)

with 0 # a < 1 a mixing coefficient that allows to easily propa-
gate scalar information from a layer to the next. Note that the

relation between the coefficients (a and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

p
) is chosen to

enforce normalization (see ESI of ref. 31). In our implementa-
tion, the value of a can be set as a hyperparameter (for example

to the value a ¼ 2=
ffiffiffi
5

p
proposed in the original Allegro paper) or

can be optimized independently for each layer during the
training procedure.

The new equivariant features are obtained by linearly
combining the elements of the latent space with same indices (l,
p) from all channels and multiplicities:

Vij
nlp;ðLÞ ¼

X
n
0
;m

wn0 ;m
nlp;ðLÞL ij

n0mlp;ðLÞ (7)

which results in features with the same number of elements as
the previous layer. The weights wn′,m

nlp,(L) are optimized in the
training procedure.

The output features of the last layer (xij(
Nlayers),Vij

nlp,(Nlayers))
compose the many-body embedding of our model which is
passed to the output module to predict the different atomic or
pairwise properties that the model is trained on.

2.1.2 Positional encoding of chemical species.While a one-
hot encoding allows to represent chemical species in a simple
manner, it xes from the start the number of different species
that the model can treat. Thus, if more data becomes available
for new species, one would have to retrain the model from
scratch in order to accommodate for the new data. More
importantly, in such encoding, all species are treated equally
and no similarities between species (for example closeness in
the periodic table) are provided: the network must learn these
correlations purely from data. This encoding is thus suitable
when targeting a specic system but might not be the best
choice when building a more general chemical model. Some
alternatives have been proposed to improve the chemical
encoding using for example the ground state electron
© 2023 The Author(s). Published by the Royal Society of Chemistry
conguration of each atom32 or a vector mimicking orbitals
occupancy.60

In this work, we propose to use a positional encoding that
encodes coordinates in the periodic table using sine and cosine
functions of different frequencies. It is inspired from ref. 61
where it is used to encode the position of words in sentences in
the context of natural language processing. The column index c
is encoded as a vector ec of dimension dcol as:

ck˛0; .; dcol; ðecÞk ¼
(

sin
�
c
�
gcol

2i=dcol
�

if k ¼ 2i

cos
�
c
�
gcol

2i=dcol
�

if k ¼ 2i þ 1
(8)

and similarly for the row index with dimension drow and
frequency parameter grow. For this work, we x the dimensions
and frequency parameters to dcol = 10, drow = 5, gcol = 1000 and
grow = 100 which provide a good compromise between the
compactness and richness of the representation. These could
also be treated as hyperparameters or even learned during
training (for the frequency parameters). The row and column
encodings are then concatenated to obtain the full encoding
vector . Fig. 2 shows a heatmap of
the positional encoding of the species H,C,N,O and F (from top
to bottom). We see that the rst ve columns are the same for all
the heavy atoms as they represent the row encoding (the second
row of the periodic table in this case) while they are different
from the rst line corresponding to the Hydrogen. We also see
that the last ten columns are different for all the species shown
here as they are all on different columns of the periodic table.
Themotivation behind using this positional encoding is that we
hypothesized that having similar encodings for species sharing
a row or a column might help with generalization and allow to
transfer learned knowledge from a species to another, thus
requiring less training data. Interestingly, the positional
embedding denes a smooth function of the coordinates in the
periodic table (of which integer coordinates are actual chemical
elements) and allows to “interpolate” between chemical species.
Furthermore, as stated in ref. 61 the encoding for index c + k can
be represented as a linear function of the encoding for index c,
which might further help with inferring similarities. Additional
features such as the ionization state could be encoded in the
same manner (though we restrict ourselves to neutral atoms in
this work, thus only requiring the knowledge of chemical
species).
Chem. Sci., 2023, 14, 12554–12569 | 12557
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2.2 Output module

Aer computing the embedding from the Allegro model, we use
it as input for independent MLPs for each target property. In the
following, we will simply denote (xij,Vij

nlp) the output from the
last Allegro layer (thus dropping the (L) layer index). The current
implementation also allows some modularity in the composi-
tion of inputs and on the operations done on the outputs. For
example, the input can exploit either the scalar embedding to
obtain invariant properties via a standard MLP as

oij = MLPout[xij], (9)

or both the scalar and tensorial embeddings via a linear
projection of Vij

nlp

Oij
mlp ¼

X
n

�
MLPout

�
xij

��
n

mlp Vij
nlp: (10)

For atom-wise properties, the pairwise outputs are simply
summed up on the central atom. For properties that should sum
up to zero (for example partial atomic charges), the outputs oij and
oji can be antisymmetrized (which for partial charges is equivalent
to charge exchange between neighbouring atom pairs). Further-
more, in order to impose constraints on invariant outputs, a nal
activation function can optionally be applied. This is for example
useful when the output targets a positive quantity (for instance an
atomic volume) for which we can apply a soplus function,
a probability for which we may apply a sigmoid function or
a discrete probability distribution (in the case of multidimen-
sional oij) for which a somax function can be used.

Further modications can optionally be applied. For
instance, the input can be ltered according to an additional
shorter-range cutoff for example one distinguishing between
bonded and non-bonded pairs. Finally, the two-body embed-
ding xij

2B can be used in place of or concatenated to (as it is
done in the FENNIX-OP1 model) the nal embedding to use as
input. This allows the output MLP to easily access simple
pairwise information and should let the Allegro embedding
specialize in ner many-body correlations. This compositional
approach allows for a great exibility in the model's output,
which is especially useful when experimenting with a ML
parametrization of physical models.

The output module for the FENNIX-OP1 model is composed
of three targets: a local energy contribution ENN

i ¼ P
j˛N ðiÞ

ENN
ij

(which is a simple scalar output), an atomic partial charge
qNNi ¼ P

j˛N ðiÞ
Dqij � Dqji (through antisymmetrized charge

exchange) and an atomic volume vNNi (constrained to be
positive).
2.3 Physics module and energy functional form

Finally, the physics module uses the results from the output
module and feed them into physically-motivated models to
enrich the output.

In the case of FENNIX-OP1, the force eld module is
composed of an electrostatic energy term ECij and a pairwise
12558 | Chem. Sci., 2023, 14, 12554–12569
dispersion term EDij . The functional form of FENNIX-OP1 is then
given by:

EOP1 ¼
X
i

ENN
i þ

X
i;j\i

EC
ij þ

X
i;j\i

ED
ij (11)

The rst term ENNi is the neural network contribution that
accounts for short-range interactions that we introduced in
Section 2.2. We model the electrostatic interaction ECij via
a Coulomb potential with uctuating charges and the Piquemal
charge penetration model:62

EC
ij ¼

1

Rij

2
666664
NiNj þNjðqi �NiÞfa

�
Rij

�
rvdwi

�
þNi

�
qj �Nj

�
fa

�
Rij

.
rvdwj

	
þðqi �NiÞ

�
qj �Nj

�
fb
�
Rij

�
rvdwi

�
fb

�
Rij

.
rvdwj

	

3
777775 (12)

where Ni is the number of valence electrons of atom i, qi =
eqNNi is the environment-dependent charge of atom i predicted
by the neural network (with an adjustable universal scaling
parameter e) and fa(r) = 1 − e−ar and fb(r) = 1 − e−br are
damping functions with a and b adjustable parameters that are
assumed to be universal and where

rvdwi ¼
 
vNN
i

vfreei

!1
3

rvdw;freei (13)

is the environment-dependent van der Waals radius of atom i
with vNNi /vfreei the atomic volume ratio predicted by the neural
network.

Finally, the dispersion interaction EDij is computed using the
pairwise Tkatchenko–Scheffler model:63

ED
ij ¼ �C6;ij

Rij
6
sij

�
Rij

�
(14)

with the combination rule:

C6;ij ¼ 2C6;iC6;j

C6;i

aj

ai

þ C6;j

ai

aj

(15)

and the environment-dependent homonuclear parameters:

C6;i ¼
 
vNN
i

vfreei

!2

Cfree
6;i ; ai ¼

 
vNN
i

vfreei

!
afree
i (16)

with afreei the isolated atom polarizabilities, Cfree
6,i the isolated

atom sixth order dispersion coefficients and the sigmoid
damping function:

sij

�
Rij

� ¼
2
66641þ e

�g



1
s

Rij

rvdw
i

þrvdw
j

�1

�37775
�1

(17)

with g and s adjustable parameters that we assume to be
universal.

We furthermore mention that the physics module is not
limited in principle to compute energy terms. The aim of this
© 2023 The Author(s). Published by the Royal Society of Chemistry
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module is to be a general physical interface between the ML
embedding and the nal target properties. For example, we use it
in the FENNIX-OP1 model to correct for ML-predicted charge
exchanges that would deplete the valence shell of an atom. The
implementation also provides charge exchange via a simple
bond-capacity model64 that leverages ML-predicted atom-in-
molecule electronegativities and which capabilities will be
explored in future iterations of the FENNIX model. Each physical
model is implemented as a simple Pytorch Module that takes as
input a dictionary which contains previously computed proper-
ties. It then adds its contribution and outputs the enriched
dictionary. These physical submodules can then easily be
chained, and it facilitates the implementation of additional
models.
3. Datasets and training procedure

In this section, we start by providing some details on the
construction of FENNIX-OP1 model. We then review the data-
sets that we used for training the model and its target proper-
ties. Finally, we will focus on the non-trivial task of training
a multi-output FENNIX model.
3.1 FENNIX-OP1 model architecture

In the FENNIX-OP1, chemical species are encoded using the
positional encoding dened in Section 2.1.2, with 5 dimensions
for the row encoding and 10 dimensions for the column
encoding. We use Nbasis = 10 Bessel basis functions for the
radial embedding, with a cutoff distance rc = 5.2 Å and
a smoothing parameter p = 3 for the polynomial envelope. We
used 256 features for the scalar embedding and 10 channels
with a maximum rotational index lmax = 2 for all equivariant
features. The two-body scalar MLP (MLP2B) is composed of two
hidden layers with 64 and 128 neurons respectively with SiLU
activation function. The two-body embedding MLP
(MLPembed

2B) for the initial equivariant features is a simple
linear projection of the two-body embedding with no activation
function. The embedding is constructed using 3 Allegro layers.
In each layer, the embedding MLP (MLPembed

(L)) is a simple
linear projection with no activation function and the latent MLP
(MLPlatent

(L)) contains two hidden layers both with 256 neurons
and SiLU activation function. The mixing coefficient a is

initially set to the original 2=
ffiffiffi
5

p
and is optimized independently

for each layer during training.
The output module is composed of three independent

identical MLPs for the short-range energy contribution, the
charge exchange and the atomic volume. The input of these
MLPs is the concatenation of the two-body scalar embedding
and the nal scalar embedding. They have 5 hidden layers with
256, 128, 64, 32 and 16 neurons. In total, the model has
approximately 1.2 million parameters.

The output module also has a “constant” submodule that
simply provides the atomic reference energies. Importantly, we
used the CCSD(T) isolated atom energies as a reference instead of
the average atomic energy over the dataset that is typically
advised when training a MLmodel. Indeed, this reference energy
© 2023 The Author(s). Published by the Royal Society of Chemistry
has a physical meaning – which is the energy of an atom when it
has no neighbors to interact with – and is not solely a conve-
nience parameter for facilitating the training. In particular, this
choice has important consequences for the description of
molecular dissociation,65 as will become clear in Section 4.1.

Finally, the physics module is composed of four sub-
modules: a charge correction module, a charge scaling module,
the Coulomb interaction module and the dispersion module.
These last two modules implement the physical interactions
using the corresponding equations described in Section 2.3.
The charge scaling module simply scales all charges by
a constant factor in order to compensate for the lack of higher-
order multipoles in the permanent electrostatics. The charge
correction module antisymmetrizes the charge exchanges and
ensures that atoms do not unphysically deplete their valence
shell. Indeed, if we assume that only valence electrons can be
transferred, an atom cannot have a partial charge larger than
+Ni (which is particularly important for the charge penetration
model that we use). This constraint is not ensured by the neural
network model so we need to enforce it a posteriori. The
constraint is achieved by transferring back some electrons from
neighbouring atoms that drained too much charge. First the
unphysical “hole” in the valence shell is computed using
a smooth function (to ensure smooth gradients of the nal
coulomb energy) on the basis that an atom cannot lose more
than 95 percent of its valence electrons. Charges that sum up to
the valence hole are then transferred from neighbouring atoms
that took charges, proportional to the quantity drained. This
procedure should enforce the constraint in a single iteration for
most non-pathological cases. Reassuringly however, the charge
correction is almost never needed aer training (i.e. the valence
hole is almost always zero), even in condensed-phase MD
simulations for which the model was not explicitly trained.
3.2 Datasets and target properties

For the FENNIX-OP1 model, we chose to reproduce high-level
coupled-cluster energies and we thus selected three of the few
freely-available and generalist datasets that provide such data:
the ANI-1ccx16 dataset, the DES370K66 dataset and the q-AQUA
dimers dataset.20

The ANI-1ccx dataset provides approximately 500 000
CCSD(T)/CBS total energies of various neutral monomers and
dimers (composed of the elements H,C,N,O) in equilibrium and
out-of-equilibrium congurations. It also provides atomic
forces at DFT level that were crucial to speed-up the beginning
of the training procedure. Importantly, it provides partial
charges and atomic volumes obtained from a Minimal Basis
Iterative Stockholder67 (MBIS) partitioning of the DFT electronic
density that were used to parameterize the force eld terms.

The DES370K dataset is composed of approximately 370 000
CCSD(T)/CBS interaction energies of diverse dimers in various
congurations. It comprises both neutral and charged mole-
cules. The latter were discarded for the training of the FENNIX-
OP1 model as out-of-scope for this study. It also provides SAPT
decompositions of the interaction energies that we used to
regularize the Coulomb interactions.
Chem. Sci., 2023, 14, 12554–12569 | 12559
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The q-AQUA dimers dataset is composed of more than 70 000
water dimer interaction energies at CCSD(T)/CBS level. We used
this dataset in the end of the training in order to ne-tune the
model for handling water.

The FENNIX-OP1 model has then three target properties that
use the available data: the CCSD(T) total energy of the system as
modelled by VOP1 described in Section 2.3, the MBIS partial
charges qNNi and the ratio of MBIS volumes to free atom volumes
vNNi /vfreei .
3.3 Training procedure

The training of a multi-output force-eld-enhanced neural
network revealed to be a non-trivial task. Indeed, the inter-
dependencies between target properties (for example partial
charges and the electrostatic contribution to the total energy)
seemed to pose difficulties for the standard optimization
methods, which implied that a brute-force optimization of the
whole model would not give satisfactory results. To overcome
this difficulty, we resorted to a training procedure in multiple
stages that is described in the following of this section.

Furthermore, in order to obtain a nal model that was stable
when performing molecular dynamics, we found that strong
regularization was needed, both in the form of standard weight
decay and also physically-motivated loss contributions, as
detailed later. Throughout, we used the AdamW optimizer68

implemented in Pytorch, as its algorithm for weight decay
provides one of the best compromise between training speed
and accuracy. We used a fairly strong weight decay parameter of
0.5 for all the parameters in the output module and no weight
decay for the Allegro parameters. In all stages, we used the same
random 10% of the dataset as a validation set and optimized the
model using mini-batches of 256 congurations from the ANI-
1ccx and 64 congurations from DES370K and q-AQUA when
they are used.

The training procedure for the FENNIX-OP1 model required
four stages. In the rst stage, the model was trained to repro-
duce DFT total energies and forces using the short-range
contribution VNN only. We also trained at the same time the
charges and atomic volumes to reproduce the MBIS targets. At
this stage, only the ANI-1ccx dataset was used. The loss function
for this stage is given by:

Lð1Þ ¼ lE
�
EDFT � ENN

�2 þ lF
X3
j¼1

XNat

i¼1

�
FDFT
ij � FNN

ij

	2

þlq
XNat

i¼1

�
qMBIS
i � qNN

i

�2 þ lv
XNat

i¼1

 
vMBIS
i

vfreei

� vNN
i

vfreei

!2
(18)

with lE= 0.001, lF= 1 and lq= lv= 1000 and FNN is the model's
predicted force obtained by automatic differentiation (Pytorch's
autograd) of the total energy ENN. As suggested in previous
studies,31 we strongly favour learning forces over energies in the
beginning to accelerate the training procedure. We note that the
provided loss is for a single conguration and that, in practice,
it is averaged over the congurations in the mini-batch. We
further added a regularization in order to minimize the off-
diagonal elements of the covariance matrix of the scalar
12560 | Chem. Sci., 2023, 14, 12554–12569
embedding's features over a batch. This promotes learning
statistically independent features in the embedding which
should be favourable for a multi-output network and we found
that it led to models with better generalization capabilities. In
this stage, we train all the parameters in the embedding and
output modules with a starting learning rate of 10−3. Further-
more, we used a learning rate scheduler that reduces the
learning rate when the error on the training set stops dimin-
ishing for a few steps (we set the patience of the scheduler to 10
epochs and the learning rate scaling factor to 0.8). Aer about
100 epochs, progress of both training and validation steps
slowed down and we modied the energy and force parameters
to lE = 0.01 and lF = 0.1 in order to obtain a more balanced
training. We stopped the rst stage when the learning rate
reached 10−4.

In the second stage, we freeze the embedding parameters
and output MLPs for charge and volumes and activate the
Coulomb and dispersion energy terms. We then retrain the
short-range energy MLP so that the full VOP1 of eqn (11) repro-
duces DFT energies and forces. The loss function for this stage
is:

Lð2Þ ¼ lE
�
EDFT � EOP1

�2 þ lF
X3
j¼1

XNat

i¼1

�
FDFT
ij � FOP1

ij

	2
(19)

with the same weights as in the end of the previous stage.
Freezing the embedding ensures that the predicted volumes
and charges are not modied in this training stage. Since the
energy target is modied, the errors starts much higher than at
the end of the previous stage and quickly decreased. When the
error on the train and validation sets drop to the same order as
in the previous stage, the full model is unfrozen and training is
resumed until the error stops decreasing.

In the third stage, the embedding and charge and volumes
MLPs are frozen again and the energy MLP is nally retrained to
reproduce CCSD(T) energies from both ANI-1ccx total energies
and DES370K interaction energies. We used the same type of
mean-square loss functions with lE = 0.1 and lDES = 5. Again,
we train the energy MLP until the error is close to the previous
stage, unfreeze the whole model and optimize again all the
parameters. For this stage, we also optimize the parameters
from the physical module in order to reach the lowest error
possible. We stop the training when the learning rate reaches
10−5.

In the last training stage, we rene the model for water by
including the q-AQUA water dimers interaction energies in the
loss function. We also generated batches of randomly deformed
water monomers (with very large deformations) and trained the
model to reproduce forces from the highly accurate Partridge–
Schwenke potential energy surface (that was itself tted on
high-accuracy coupled-cluster data). This was particularly
helpful to reproduce the molecule's bending energy surface
away from equilibrium where fewer data are available in the
ANI-1ccx dataset.

At the end of the training procedure, the model reached
a root mean square error (RMSE) of less than 4 kcal mol−1 for
CCSD(T) total energies on both validation and training sets of
© 2023 The Author(s). Published by the Royal Society of Chemistry
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the ANI-1ccx dataset. While it was possible to reach much lower
errors with less regularized models (less than 1 kcal mol−1), we
found that they were unstable when performing MD and
concluded that they were overtting the data. We thus favoured
a more strongly regularized, perhaps slightly undertted model
that allowed for better generalization in the condensed phase.
The model also reached a RMSE of about 0.35 kcal mol−1 on
both DES370K and q-AQUA datasets. Finally, it reached a RMSE
of about 0.017e for charges and about 0.017 for volume ratios.
As for total energies, less regularized models allowed for much
lower errors (less than 0.008e for charges for example) but with
visible overtting, leading to irregular coulomb interactions
and unstable dynamics.

As a validation for the water interactions, we used the stan-
dard energy benchmarks when training force elds for water.
The model gives a RMSE of 0.13 kcal mol−1 on the Smith dimer
set69 which are representative of the most stable water dimer
congurations. This low error is not surprising as the Smith
dimers are very close to congurations present in the q-AQUA
dataset on which the model was trained. For a more chal-
lenging test, we used a set of typical water clusters up to hex-
amers. For these, the model achieved a RMSE lower than
2 kcal mol−1, which is comparable to our recent Q-AMOEBA
model56 which was specically trained to reproduce these
energies. In the next section, we investigate more thoroughly
the validity, transferability and robustness of the model up to
the unforgiving test of condensed-phase molecular dynamics
including nuclear quantum effects.
4. Model validation

In this section, we validate the FENNIX-OP1 model using a few
examples of applications. First, we compute bond dissociation
energy proles of typical small molecules and show that the
model is able to consistently break covalent bonds. Then, we
show that the model is able to produce stable and accurate MD
simulations of condensed-phase water including nuclear
quantum effects. For this study, we included nuclear quantum
effects using the adaptive quantum thermal bath (adQTB)
method introduced in ref. 53. We showed in previous studies54
Fig. 3 Potential energy curves for the dissociations of: (a) methane CH4

(b) water H2O / OH + H with OH and angle fixed at the H2O equilibriu

© 2023 The Author(s). Published by the Royal Society of Chemistry
that the adQTB provides an efficient and accurate alternative to
path integrals – the gold standard method for including NQEs
in MD simulations – at a cost similar to classical MD. For these
two examples, we compare our results to the ANI models16 that
have a comparable scope as FENNIX-OP1 in terms of chemical
diversity and were trained on similar datasets (note that we used
the ANI models as provided in the torchANI package and did
not re-train them). Finally, we show that FENNIX-OP1 is able to
produce stable dynamics of organic molecules solvated in water
and provides a good qualitative description of the torsional free
energy landscape of the alanine dipeptide in solution.

All calculations for this work were performed on an Nvidia
A100 GPU using our custom TorchNFF package that is built on
top of Pytorch70 and provides the implementation for FENNIX
as well as a simple MD algorithm for NVT simulations in peri-
odic boundary conditions (with Ewald summation for electro-
static interactions) and an efficient Pytorch implementation of
the adQTB. TorchNFF is in an early development version and is
thus not yet optimized. For example, a FENNIX-OP1 simulations
of a box of 216 molecules of water in periodic boundary
conditions can currently reach about 0.8 ns day−1 of adQTB
simulation (with a timestep of 0.5 fs) on a single A100 GPU.
4.1 Bond dissociation energy proles

We rst validate the training and the choice of reference energy
on potential energy curves for the dissociation of covalent
bonds in small molecules. This kind of bond breaking is
a fundamental step in the process of many chemical reactions,
for example in enzyme-catalyzed reactions,71 and is key to the
description of mass spectroscopy experiments.72,73 They are
however difficult to accurately model: force elds usually forbid
them by design (by assigning a xed connectivity) and ab initio
approaches require the use of expensive multi-reference calcu-
lations to correctly describe the dissociation process. Their
practical description thus usually requires the use of specically
designed force elds (such as ReaxFF) or low-dimensional
potential energy surfaces.

Fig. 3 shows the potential energy curves for (a) the dissoci-
ation of a hydrogen atom in methane; (b) the asymmetric
/ CH3 + H with the CH3 group fixed at the CH4 equilibrium geometry;
m geometry; (c) HF / H + F.

Chem. Sci., 2023, 14, 12554–12569 | 12561
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dissociation of the water molecule; (c) the dissociation of the
H–F molecule computed with FENNIX-OP1 and compared with
reference quantum calculations from the literature (multi-
reference CI/6-31G** from ref. 74 for CH4, Partridge-
Scwhenke PES75 that was tted on CCSD(T) data and multi-
reference CI/aug-cc-pV6Z from ref. 76 for the H–F molecule)
and the ANI models. We see that FENNIX-OP1 consistently
captures a smooth dissociation curve thanks to the physically-
motivated choice of reference energy. On the other hand, the
ANI models, for which the reference energy was set according to
average values over the dataset, fail to reproduce the dissocia-
tion curves for large distances. FENNIX-OP1 agrees particularly
well with the reference for water as the Partridge–Schwenke PES
was included in the training set. For the other two molecules, it
tends to underestimate the dissociation barrier. Interestingly,
while the training data did not contain covalent interaction
energies for F, the model is still able to reasonably generalize its
prediction. In Appendix, we describe how the model learned
a generic representation of dissociation energy proles, inde-
pendently of chemical species. The knowledge of the chemical
species involved in the bond (via the chemical encoding) then
provides the details of the energy curve such as the equilibrium
bond length and the height of the dissociation barrier, with
some transferability across the periodic table thanks to the
positional encoding introduced in Section 2.1.2.
Fig. 4 Partial radial distribution functions of liquid water at 300 K
simulated using classical MD and adQTB MD with the FENNIX-OP1
model, compared to experimental results from ref. 77 and ANI-2x
(adQTB) results.
4.2 Structural and spectroscopic properties of liquid water

In order to test the robustness of the model, we performed
molecular dynamics simulations of liquid water. Since the
model was tted purely on ab initio data, it was critical to
explicitly include nuclear quantum effects in order to accurately
compute thermodynamical properties.55 We used the adaptive
quantum thermal bath method to include NQEs,53 as it was
previously shown to be a robust alternative to the more costly
path integrals MD.54 All simulations were performed for a box of
216 molecules in the NVT ensemble at 300K and experimental
density, with the BAOAB integrator78 and a timestep of 0.5 fs.
Coulomb interactions in periodic boundary conditions were
handled using the Ewald summation method,79 that we directly
implemented using PyTorch operations so that we can leverage
its automatic differentiation capabilities to obtain atomic
forces. We equilibrated the system for 100 ps, which was suffi-
cient to thermalize the system and converge the adQTB
parameters. We then computed the radial distribution func-
tions (RDFs) from 1 ns of MD simulation. Fig. 4 shows the
partial RDFs of water simulated using adQTB and classical MD
with the FENNIX-OP1 model compared to experimental results
from ref. 77. As a baseline, we also compare to ANI-2x results
with adQTB MD. We see that FENNIX-OP1 is able to accurately
capture the subtle structure of liquid water and agrees well with
experimental results when nuclear quantum effects are
included. This is quite remarkable as the model was not
explicitly trained on condensed phase reference data. On the
other hand, ANI-2x predicts a largely over-structured liquid,
which was shown to be mainly due to the insufficient quality of
the DFT reference used for training the model.80 The ANI-1ccx
12562 | Chem. Sci., 2023, 14, 12554–12569
model, that was trained with CCSD(T) reference data,
produced very accurate radial distribution functions at the
beginning of the simulations, thus validating the necessity of
accurate CCSD(T) reference data to be able to describe liquid
water. It was however not stable for simulation times longer
than a few tens of picoseconds (even in classical MD with
a smaller 0.1 fs timestep). As pointed out in ref. 80, this can be
affected to the lack of long-range effects that are important to
maintain the structure of the liquid. Furthermore, we show in
ESI,† that neglecting the long-range tail of the dispersion
interactions in FENNIX-OP1 leads to visible distortions of the
radial distribution functions. The sensitivity of the structural
results even to these relatively small interactions (compared to
the larger Coulomb interactions) reinforces the necessity to
accurately capture long-range interactions with physics-
informed models.

We then explored the impact of deuteration on the structural
properties. Such thermodynamical isotope effects arise purely
from NQEs (since the classical Boltzmann distribution does not
depend on the mass of the atoms) and can be used to experi-
mentally probe the impact of quantum effects on chemical
processes. In liquid water, deuteration tends to strengthen the
liquid's structure, resulting in slightly sharper peaks in the O–O
radial distribution function.77,81,82 Reproducing this effect is
a stringent test for the interaction model as it requires to
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Contour plot of the free energy profile of the two torsional
angles of solvated alanine dipeptide computed using FENNIX-OP1
model. Sampling was enhanced using well-tempered metadynamics

Fig. 5 O–O radial distribution computed using adQTB and the FEN-
NIX-OP1 model for light and heavy water, compared to experimental
results from ref. 81.
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accurately capture the subtle balance of competing quantum
effects that affect the hydrogen bonds,82,83 which is challenging
even for accurate DFT functionals.84 We showed in earlier works
that, provided an accurate potential energy surface, the adQTB
is able to reliably capture these isotope effects.54,56 Fig. 5 shows
the O–O radial distribution function of light and heavy water at
300 K computed using FENNIX-OP1 and compared to experi-
mental results from ref. 81. The model captures the strength-
ening of the structure with deuteration but seems to amplify the
effect, which could indirectly indicate slightly too weak
hydrogen bonds.56,82,83

Additionally, FENNIX-OP1 predicts an enthalpy of vapor-
ization for light water around 13 kcal mol−1, which is slightly
overestimated compared to the experimental result of
10.51 kcal mol−1.85 This paradoxically indicates a tendency of
the model to form too strong hydrogen bonds in the condensed
phase (further investigations will be required). We expect that
training the model using interaction energies from larger
molecular clusters would improve the results overall. Indeed, it
was recently shown with the q-AQUA(-pol)20,50 and MB-
pol(2023)19 water models that including interaction energies of
water clusters containing at least up to four molecules in the
training set was necessary to obtain state-of-the-art results on
both gas-phase and condensed-phase properties.

Contrary to ML models that only predict interaction ener-
gies, FENNIX provides environment-dependent atomic charges,
enabling us to estimate infrared spectra through the computa-
tion of time correlation functions of the (nonlinear) total dipole
moment from the adQTB dynamics. The results, shown in ESI,†
are in qualitative agreement with experimental data for the
main features, albeit a 150 cm−1 red-shi of the bending peak
(similar to the q-SPC/Fw model86) and a broadening of low-
frequency features. Comparison to spectra computed using
classical MD shows that the model captures the typical red-shi
of the stretching peak due to nuclear quantum effects.87–89 Still,
better accuracy on liquid water's IR spectrum are obtained by
models specically targeting water, for example in ref. 90, that
© 2023 The Author(s). Published by the Royal Society of Chemistry
include a rened many-body dipole moment surface. Further-
more, the FENNIX-OP1 spectra lack typical features produced by
the slow dynamics of induced dipole.56,87,91 Even though
FENNIX-OP1 is able to capture local polarization effects via
uctuating charges, this subtle many-body effect cannot be
reproduced without an explicit treatment of long-range polari-
zation, as is done for example in (Q-)AMOEBA,56,92 SIBFA9 or
ARROW.7 Future iterations of FENNIX will then focus on
rening the physical model for including such interactions and
better reproducing the system's dipole moment and its evolu-
tion in a framework including multipolar electrostatics.
4.3 Enhanced sampling of the torsional free energy prole of
solvated alanine dipetide

Lastly, we performed molecular dynamics simulations (using
enhanced sampling) of alanine dipetide explicitly solvated in
a cubic box of water of length 30 Å (with periodic boundary
conditions). The alanine dipeptide is a fundamental building
block for larger biomolecules and its accurate description is
thus critical. This system is also a typical benchmark for both
interaction models and enhanced sampling methods and was
recently shown to be extremely challenging for ML potentials.35

It thus constitutes an interesting test case for our potential.
Fig. 6 shows the joint free energy prole, obtained aer 3 ns

of classical well-tempered metadynamics93 simulation (per-
formed using the PLUMED library94) with the FENNIX-OP1
model, for the two dihedral angles dening the torsional
degrees of freedom of themolecule. Themodel correctly assigns
most of the probability to the two expected energy basins
denoted 1 and 2 on Fig. 6. It was also able to explore the less
probable states denoted 3 and 4 in the gure. The model
however seems to underestimate the barrier at F = 0, thus
allowing too many transitions between states 1 and 2 to 3 and 4.
We note that this simulation was performed using classical MD,
for the two torsional angles. Energies in kcal mol−1.

Chem. Sci., 2023, 14, 12554–12569 | 12563

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3sc02581k


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
O

ct
ob

er
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

1/
7/

20
25

 5
:5

9:
24

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
as the adQTB is not directly compatible with enhanced
samplingmethods. It would be interesting to explore the impact
of nuclear quantum effects on this energy prole. Indeed, as we
showed above, nuclear quantum effects drastically modify the
structure of water. Since the torsional free energy prole is
strongly affected by the solvent (see the difference between
solvated and gas phase alanine dipeptide for example in ref. 95),
we can expect important changes when going from classical to
quantum dynamics. This calculation would require long and
costly path-integrals simulations or the development of
adequate enhanced sampling techniques for the adQTB, that we
leave for future works.
4.4 Perspective: gas-phase simulation of a protein

As a perspective, we pushed the model towards larger molecular
structures that are not included in the training data. We per-
formed molecular dynamics, including nuclear quantum
effects, of the 26-residue 1FSV protein96 in gas phase. It contains
around 500 atoms with a few charged groups. Since the model is
not designed to handle ionic species, we rst performed
a simulation where we neutralized each charged group (by
addition or subtraction of a proton). We ran an adQTB MD
simulation for 500 ps with a timestep of 0.5 fs. Starting from the
PDB structure, the dynamics was stable and the protein folded
to a more compact form typical of the gas phase. The RMSD of
the backbone with respect to the PDB structure stabilized aer
around 150 ps of simulation to a value of ∼3.2 Å, as shown in
Fig. 7. This fast structural rearrangement is mostly driven by the
long-range interactions present in the model whose magnitude
is greater in gas-phase compared to condensed-phase due to
a lack of screening by the solvent. These preliminary results
illustrate the robustness of the force-eld-enhanced ML
approach, able to generalize to much larger and complex
systems than that included in the training set.

Even though the model was not trained on charged species,
we ran a short MD simulation of the protein in solution by
Fig. 7 Root-mean-square deviation of the 1FSV protein with respect
to the PDB structure during a 500 ps adQTB MD simulation in gas
phase with the FENNIX-OP1 model.

12564 | Chem. Sci., 2023, 14, 12554–12569
explicitly distributing the ionic charges among the atoms of the
charged groups. Aer a few picoseconds, however, the simula-
tion displayed instabilities due to unphysical proton transfers
around the charged groups and too large Coulomb interactions
that collapsed the molecule. In order to produce quantitative
results and stable dynamics in this context, next iterations of
the FENNIX model will need to explicitly handle charged
systems, which will require a more thorough dataset. The
recently introduced SPICE dataset97 could be a good comple-
ment to the ones already used in this work as it provides
reference data for many charged molecules and focuses on
biological systems (however at the lower quality DFT level).
Furthermore, it will require ner description of molecular
interactions through the inclusion of more advanced energy
terms (such as multipolar electrostatics and polarization).

5. Conclusion and outlooks

We introduced FENNIX, a general class of models representing
molecular interactions using an hybrid ML/FF approach. It
builds upon the latest equivariant architectures to construct an
embedding of the local chemical environment which is fed into
a multi-output module predicting atom-in-molecule properties.
The latter allows for a exible design of potential energy terms.
We apply this strategy to design a specic model: FENNIX-OP1,
capturing both short-range interactions, with a dedicated ML
energy term, and long-range ones using predicted atomic
volumes and charges that parametrize both a charge penetra-
tion corrected electrostatic energy and a Tkatchenko–Scheffler
like dispersion one. FENNIX-OP1 is rst trained on both the
ANI-1ccx and the DES370K datasets which contain monomers,
dimers and a few multimeric structures focusing on small
neutral organic molecules. It is then rened for water using the
q-AQUA dimers dataset and the highly accurate Partridge–
Schwenke potential energy surface for a nal RMSE of
0.35 kcal mol−1 on interaction energies. We then showed that
themodel is stable duringmolecular dynamics (including NQEs
via adQTB) and able to generalize to condensed phase (despite
the lack of reference data), capturing structural properties of
bulk water and solvated organic molecules. More precisely, it
qualitatively reproduces the torsional free energy prole of the
solvated alanine dipeptide using enhanced sampling tech-
niques and yields stable trajectories of the 1FSV protein in gas
phase. Interestingly, we showed that the model learned some
generic concepts (such as dissociation proles) independently
of the chemical species, which are then specically rened for
each element – with some transferability across the periodic
table – thanks to the continuous encoding of their positions in
the periodic table. The good accuracy of the model for bond
dissociations in simple molecules is a promising rst step
toward the general description of more complex chemical
reactions.

All in all, this work shows the extrapolating power of hybrid
physically-driven machine learning approaches and paves the
way to even more rened models using enriched data sets (in
particular for charged systems) and additional energy terms in
the spirit of advanced polarizable force-elds such as SIBFA that
© 2023 The Author(s). Published by the Royal Society of Chemistry
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include multipolar electrostatics and many-body polarization
and dispersion. These will enable the study of reactive complex
systems such as proton transfers between DNA pairs or enzyme
catalyzed reactions where such an accurate description of
molecular interactions is mandatory. An important question
going forward is to what extent general and reactive models can
compete with specialized potentials. Indeed, specialized
models19,20,50 can achieve very good accuracy on multiple prop-
erties of the system they target, that general ones (such as
FENNIX-OP1) currently do not match. On the other hand, the
exibility of general models enables the simulation of more
complex systems involving a large variety of constituents, as is
oen the case in biochemistry. A promising strategy that could
provide a solid middle-ground is the ne-tuning approach
where a general model is slightly re-trained with limited data to
better represent a specic target system. Further work will focus
on the development and use of more general datasets (such as
the SPICE dataset97), the extension of the FENNIX approach and
its inclusion in the optimized Deep-HP platform98,99 present
within the Tinker-HP package.12,100
Fig. 8 (a) Dissociation curves for random couples of chemical
element (from H to Xe); (b) S–H dissociation (in black) and dissociation
curves obtained by perturbing the periodic table coordinates of S by
a Gaussian noise (of mean 0 and variance 1); (c) generic homonuclear
dissociation curve from the encoding obtained by averaging the
encodings from H to Xe.
Appendix: dissociations across
chemical space

The goal of this section is to illustrate that FENNIX-OP1 learned
a generic representation of dissociation energy proles (inde-
pendently of the chemical species involved) and that the posi-
tional encoding of chemical species provides the specic
properties of each bond (for example the equilibrium distance
and bond dissociation energy). To this end, we present three
numerical experiments shown in Fig. 8: (a) dissociation curves
for random couples of chemical element; (b) S–H dissociation
with the periodic table coordinates of S perturbed by Gaussian
noise; (c) generic dissociation curve for the average encoding.

Fig. 8a shows dissociation curves for ten random couples of
chemical elements (from H to Xe). Even if most of these
elements were not included in the training data, FENNIX-OP1
predicts meaningful energy proles with a clear minimum
and short-range repulsion, which shows that the general shape
of the dissociation curve is not tied to the chemical encoding.

We then exploited the continuity of the chemical encoding
with respect to coordinates in the periodic table in order to
show its impact on a specic dissociation curve. Fig. 8b show
the dissociation prole of S–H (in black) as well as other proles
obtained by shiing the coordinates of S in the periodic table by
a two-dimensional Gaussian random vector (with mean 0 and
standard deviation 1). We see that moving this way in the
periodic table produces similarly-shaped energy proles but
with different bond parameters (bond length, dissociation
energy, frequency at equilibrium.) which are dictated by the
specic value of the encoding.

To uncover the generic energy prole learned by the model,
we show in Fig. 8c the homonuclear dissociation energy prole
of a ctitious element which encoding is the average encoding
of elements from H to Xe. In the encoding space, this average
element is roughly at equal distance from all the other
© 2023 The Author(s). Published by the Royal Society of Chemistry
elements, and closer in average to all elements than true
elements are to each other, as can be seen from the distribu-
tions of distances in the encoding space shown in Fig. 9. The
dissociation curve shown in Fig. 8c can thus be thought of as the
Chem. Sci., 2023, 14, 12554–12569 | 12565
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Fig. 9 Distribution of euclidean distances in the chemical encoding
space (smoothed using a Gaussian kernel density estimation) between
true chemical elements to each other (from all combinations of pairs
of elements) (blue) and between true chemical elements to the
average encoding (orange).
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prototypical energy prole learned by the model, independently
of the chemical species.
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