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Applying machine learning algorithms to protein—ligand scoring functions has aroused widespread
attention in recent years due to the high predictive accuracy and affordable computational cost.
Nevertheless, most machine learning-based scoring functions are only applicable to a specific task, e.g.,
binding affinity prediction, binding pose prediction or virtual screening, suggesting that the development
of a scoring function with balanced performance in all critical tasks remains a grand challenge. To this
end, we propose a novel parameterization strategy by introducing an adjustable binding affinity term that
represents the correlation between the predicted outcomes and experimental data into the training of
mixture density network. The resulting residue-atom distance likelihood potential not only retains the
superior docking and screening power over all the other state-of-the-art approaches, but also achieves
a remarkable improvement in scoring and ranking performance. We emphatically explore the impacts of
several key elements on prediction accuracy as well as the task preference, and demonstrate that the
performance of scoring/ranking and docking/screening tasks of a certain model could be well balanced

Received 20th April 2023
Accepted 3rd July 2023

DOI: 10.1039/d35c02044d through an appropriate manner. Overall, our study highlights the potential utility of our innovative
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Introduction

Identification of lead active compounds is one of the most
vigorous and innovative stages in drug discovery. Convention-
ally, it relies on high-throughput screening (HTS) to screen
millions of drug-like molecules against a specified target of
interest, followed by multiple cycles of structural optimizations
according to the expert knowledge of medicinal chemists."*
Owing to the rapid advancement of computational chemistry
and computer technology, molecular docking, a structure-based
technique that aims to predict the binding mode and binding
affinity of a protein-ligand complex using a predefined scoring
function (SF), has gradually become a routine tool in computer-
aided drug design (CADD) in the past two decades, and has
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played a critical role in the discovery and design of a large
number of drug candidates and approved drugs.’>™*

At present, improving the reliability of SF remains to be one
of the most crucial tasks in the docking field.”® During the last
few years, the expertise accumulated on the applications of
machine learning (ML) and artificial intelligence (AI) algo-
rithms in quantitative structure-activity relationship (QSAR)
models has been widely transferred to the development of SFs,
thus leading to the emergence of a series of ML-based SFs
(MLSFs). Unlike the additive formulated hypothesis utilized in
traditional physics-based, empirical or knowledge-based SFs,
most MLSFs rely on ML algorithms to learn the functional
forms from the data, and has achieved remarkably improved
prediction accuracy over classical approaches in numerous
retrospective benchmark studies.***

Four main metrics are typically considered to assess the
performance of a SF, ie., the scoring power to estimate the
linear correlation between the predicted and experimentally-
determined binding strengths, the ranking power to assess
the capability of a SF to rank the known ligands for a certain
target, the docking power to evaluate the capability to
discriminate near-native poses from computer-yielded decoy
poses, and the screening power to evaluate the ability to identify
the true binders for a certain target from a pool of decoy
compounds.'®” An ideal SF should perform well across a wide
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range of applications, e.g., binding affinity prediction, binding
pose prediction, virtual screening (VS), etc. Classical SFs such as
GlideScore® and GOLD ChemPLP" can obtain acceptable
docking and screening powers in several retrospective assess-
ment studies, but the scoring power is usually far from
satisfaction.'”*** A variety of MLSFs trained on pure crystal
structures as regression models always exhibit vastly superior
scoring power than classical methods but are rather weak in
docking and screening.'®*>* Several data argumentation
strategies have been employed to improve the situation, for
example, incorporating decoy poses into the training set to
construct a classification model that directly distinguishes near-
native poses and those with high root-mean-square-deviations
(RMSDs),>*?% or introducing plenty of decoy/inactive
compounds for a specific target in the training set to train
a classification model to differentiate active and inactive
compounds.”** These task-specific MLSFs perform well in the
defined task, but are inevitably lack of accuracy in other tasks,
which limits their applications in a molecular docking protocol.
Thus, developing a MLSF with balanced performance for
multiple objectives remains a big challenge.

A few strategies have been proposed in recent years to over-
come this challenge, and it is worth noting that the classical
additive function form is retained in these newly-developed
MLSFs.*** The pioneering one is the A-ML approach first
introduced into the SF field by Zhang et al., where a correction
term fitted by ML algorithms was utilized to correct the classical
empirical SF score. Three MLSFs, namely AyinaRF0,*® Avyina-
XGB* and Ay, roXGB,* have been successively developed and
exhibit excellent performance in all four tasks in the widely-
recognized Comparative Assessment of Scoring Functions
(CASF) benchmarks."” OnionNet-SFCT*’ adopts an extension of
the A-ML strategy, in which the original binding affinity
regression model is replaced by a RMSD classification model to
serve as the correction term. The use of the linear combination
of Vina scores and predicted RMSD values achieves enhanced
performance on multiple docking and screening datasets, but
the scoring and ranking powers on the CASF-2016 benchmark
are reduced. PIGNet proposed by Moon et al.*® can be calculated
as the sum of four energy components evolved from the physics-
informed parameterized equations, where neural networks are
employed to fit the pairwise interactions at the atom level. The
introduction of physics-informed parameterized equations and
several data argumentation strategies leads to the out-
performing docking and screening powers of the approach in
the CASF-2016 benchmark, and their scoring and ranking
powers remain competitive. Another strategy worth mentioning
is the mixture density network (MDN) first employed in Deep-
Dock,”® which inherits the function form of traditional
knowledge-based SFs. The protein-ligand pairwise distance
likelihood can be learned through the MDN and then aggre-
gated into a statistical potential by summing all independent
negative log-likelihood values. Inspired by this innovative idea,
we recently developed an improved SF called RTMScore®” based
on residue-atom distance likelihood potential with graph
transformers serving as feature extractors to learn protein and
ligand node representations. Our approach could achieve state-
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of-the-art docking and screening powers, but its scoring and
ranking powers on the CASF-2016 benchmark are far below the
average due to the underutilization of experimental binding
data in model training.

In this study, we extend our original model to all four tasks
important for a SF and propose a generalized protein-ligand
scoring framework (GenScore) by introducing an adjustable
binding affinity term into the training of MDN. Here we
describe how the trade-off between the MDN term and the
affinity term enables our approach to obtain balanced scoring,
ranking, docking and screening powers. Our newly-developed
framework successfully retains the excellent docking/
screening power of RTMScore while exhibits significantly
superior performance in binding affinity prediction/ranking
task.

Materials and methods
Dataset collection

The dataset used in the training and validation of the model has
been described in our previous work.*” 19 443 protein-ligand
complexes along with their experimental binding affinity data
were retrieved from the PDBbind-v2020 general set*' and pre-
processed with the Protein Preparation Wizard®* module
implemented in Schrodinger 2020 to add hydrogens, delete
waters, and optimize hydrogen bonds. The protonation states of
the co-crystallized ligands and proteins were determined with
the built-in Epik** and PropKa** utilities, respectively with pH =
7.0. The structures were finally minimized using the OPLS3
force field* until the RMSD of heavy atoms averaged at 0.30 A.
After eliminating the PDB entries existing in the PDBbind-v2020
core set and CASF-2016 benchmark as well as those not iden-
tified by RDKit,* a total of 19 149 complexes were remained, in
which 1500 were randomly selected for validation and the rest
were used for training. The validation set here was employed for
the judgement of early stopping in model training to avoid
overfitting as well as the selection of the model that exhibited
optimal performance in internal testing.

Initial graph representations

For a specific protein-ligand complex, the ligand and the
protein were individually handled. Each ligand was represented
as an undirected graph (G, = (¥, E)) with nodes and edges
denoting atoms and bonds in a two-dimensional (2D) molecule.
Each protein was first truncated to the binding pocket defined
as the residues within a 10.0 A radius from the reference ligand,
and then represented as an undirected graph (G, = (V;, Ep)) at
the residue level, where each node corresponded to a residue
and each edge represented the interaction between any two
residues with a maximum distance of 10.0 A. The cutoff of 10.0
A was an empirical parameter, and was determined in order to
cover most important interactions with affordable cost of
computing resources. The input nodes and edge features for
ligands and protein pockets were the same as those employed in
RTMScore,*” as summarized in Tables S1 and S2,t respectively.
The former only contained some basic atom and bond features,

© 2023 The Author(s). Published by the Royal Society of Chemistry
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while the latter included not only the basic amino acid types but
also several three-dimensional (3D) geometric features, such as
some kinds of distances and dihedral angles. The above
features were primarily generated through RDKit and MDA-
nalysis*” toolkits, and the graphs were produced by using the
Pytorch Geometric (PyG)*® package.

Model architectures

The overall model architecture (Fig. 1) was the same as that
used in RTMScore, which was made up of three major compo-
nents, ie., node representation learning module, representa-
tion concatenation module and MDN.* The 3D protein residue
graphs and 2D ligand graphs yielded according to the above
section were employed by the node representation learning
module to learn their corresponding node representations. The
learned node representations were further concatenated in
a pairwise manner by the representation concatenation module,
and finally the concatenated features were processed in the
MDN to learn the probability density distribution of the
distance between each ligand-protein pair.

Node representation learning module. Two graph-based
feature extractors were explored here for node representation

Graph representation
I
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learning, including an expanded graph transformer (GT)
framework® that was used in RTMScore, and a fork of graph
convolutional neural network (GatedGCN).**> The protein and
ligand were independently embedded with the same architec-
ture since no remarkable improvement was observed when
different architectures for the embedding of protein and ligand
were used, e.g., applying protein-specific geometric vector per-
ceptrons (GVP)**** to embed the protein pocket and GT or
GatedGCN in ligand representation.

Specifically, for a graph G with its node features «; € R%,**
for node i and edge features §; € R?, < for the edge between
node 7 and its neighboring node j, the initial node features o;
and edge features §; were first embedded into d-dimensional
hidden features A{ and ej; via two independent fully connected
layers.

h = Woa; + by e = Wy + by ()

where W2 € R™Y,, W) e R, and b5,b} € R? denote the
weights and biases of linear layers. Then A and ej} are fed into [
tandem repeated GT/GatedGCN layers to obtain the updated
features A; and e,'jl. For GT, it relies on a modified multi-head
self-attention (MHA) mechanism for the update of node and

Node representation learning

1 [

1
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Fig.1 Overall model architecture of GenScore. The protein and ligand graphs first go through the node representation learning module to learn
their corresponding node representations, then the learned node representations are concatenated in a pairwise manner in representation
concatenation module, and finally the concatenated features will be processed in a mixture density network to learn the probability density
distribution of the distance between each ligand—protein pair. Three crucial settings for model performance are specially investigated, including
the feature extractors employed for representation learning (GT or GatedGCN), the weight of the affinity term (« 0, 0.5 or 1.0), and whether to use

finetuning technique to train the model.
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edge features, and the layer update equations for a layer [ are
described as follows:

1
hi - = 0,/Dropout (Concdtkel ..... (wa‘k[ V]('IBN(}’/‘[)>>

jeNi
(2)
¢! = 0,/Dropout(Concatyc . u(w;") (3)
where
MIBN (h') K*'BN ()
w;*' = Softmax; Q () () E"BN(e') | (4)
' Vi

and Q%! k!, v E% e R% 0.l 0,' € R¥? are the weight
matrices for linear layers; k € 1,...,H represents the number of
attention heads; d; denotes the dimension for each head, which
can be computed as d divided by H; j € N; denotes the neigh-
boring nodes of node i; BN, Concat, Dropout and Softmax
denote batch normalization, concatenation, dropout, and soft-
max operations, respectively. The attention outputs A and
é;/'" are then passed to several batch normalization layers, fully
connected layers and residual connections to obtain the final
features of the Ith layer /" and ;™" as:

Wt = B + @), Dropout(SILUG,,,'BN(h + 1Y) (5)

e,/ = ¢/ + 0,'Dropout(SiLUG,,'BN(e;/ + ¢,/""))  (6)

dexd Rded

where @hll, a..' e and @hzl, a.,' € are the weight
matrices for linear layers; SILU denotes a type of nonlinear
activation.

For GatedGCN, an edge gating mechanism was utilized to
update the node and edge features, and for the Ith layer:

) o

where U, V' € R?? ReLU is a type of nonlinear activation, and
the edge gates ey»l is defined as:

h'™t = h! + ReLU (BN (Ufh/ +> e V'

JEN;

v (®)
.0 éi'/l + e
j €N; ( ’ )
6/"' = &/ + ReLUBN(A'] + B/ + Cle;/) ©)

where ¢ denotes sigmoid function; ¢ denotes a small fixed
constant for numerical stability; A, B, ¢ € R™? represent
weight matrices.

Representation concatenation module and MDN. The
protein and ligand representations learned from the above
module (k5™ and h)®) were pairwise-concatenated and fed into
the MDN. The d,,-dimensional hidden feature #,, that repre-
sented the interactions between the uth protein node and the
vth ligand node was calculated as:

h,,., = Dropout(ELU(BN( W Concat([h™", h!2])))) (10)
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where W, € R***?,. The representation £, is passed into three
individual fully-connected layers, and the three vectors that are
necessary to parametrize a mixture density model, i.e., means
(Mu,v), standard deviations (o), and mixing coefficients (p,,,),
are calculated as follows:

Py = ELUW ) + 1 (11)
Guy = ELU(W,h,,) + 1.1 (12)
puy = Softmax(W,h,.,) (13)

where W, W,, W, € R%>Ne, The mixture density model is
defined as the mixture of Ng Gaussians, thus mimicking the
probability density distribution of the ligand-protein distance
for each ligand—protein node pair. Here, the minimum distance
between a specific ligand atom and each atom is used in
a specific residue as the final indicator due to its superior
performance in our previous study.’” Besides, two auxiliary
representations as suggested by Méndez-Lucio et al®® are
computed based on %, in order to learn the atom type of each
ligand atom and the bond type of each bond formed between
a specific atom and its neighboring atoms, thus serving as two
auxiliary tasks for the memorization of molecular structures.

Training procedures

We utilized the Adam optimizer with a batch size of 64,
a learning rate of 10> and a weight decay of 10> for model
training. The training procedure proceeded unless the valida-
tion performance would not be improved in successive 70
epochs. The detailed settings of hyperparameters were listed in
Table S3.t

The loss function was defined as eqn (14), which could be
described as the sum of an MDN loss (Lypy ), two auxiliary cross-
entropy losses (L£,: and L) and an adjustable affinity correction
term (Lasi). The MDN loss was computed as the negative log-
likelihood of a pool of protein-ligand node distances and then
summed into a potential E(, at the protein-ligand complex level.
The affinity term was defined as the correlation coefficient of the
final predicted scores and experimentally-determined binding
affinities. « denoted the weight of L., and « = 0 indicated
a model without affinity term. The protein-ligand node pairs
with distances less than 7.0 A were taken into consideration
when training the MDN while the cutoff was changed to 5.0 A for
model predictions, since this combination could achieve rela-
tively better performance in our previous study.*

L = Lypn + oLy +0.001 x L, + 0.001 x Ly (14)

Ne
AIOg Z pu.v.kN(du,v‘,uu.v,kv Juy,k)

- (15)

[«MDN = 410g P(du?v|h5r0t,/’llvig) =

U vV

x) — Z ZIOgP u"hpml hllg

u=l v=1

—score (16)

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Ly = COIT(SCOTE, Yexp ) (17)

To explore the impact of incorporating binding affinity term
on the final performance, in addition to the routine model
training from scratch, we also constructed several models using
transfer learning by finetuning the models without the affinity
term («¢ = 0) to the models that incorporated the affinity term.
Specifically, a model without the affinity term was pretrained as
an initial, and then the parameters learned from this model was
employed to initialize the models with the affinity term. For
a single training-validation split, three independent models
were trained and the mean performance was assessed to further
demonstrate the robustness of the methodology.

Evaluation procedures

A variety of benchmark sets were included in this study to
comprehensively validate our generalized protein-ligand
scoring framework, including the CASF-2016 benchmark,"”
three VS datasets namely the demanding evaluation kits for
objective in silico screening (DEKOIS) 2.0, the Directory of
Useful Decoys-Enhanced (DUD-E)*® and the LIT-PCBA,”” and
several extra test sets, i.e., the Community Structure-Activity
Resource (CSAR) NRC-HiQ benchmark,”® the Merck FEP
benchmark® and the PDBbind-CrossDocked-Core.*

CASF-2016 benchmark. The CASF benchmark originally
proposed by Cheng et al.®* in 2007 is a widely-recognized dataset
for the benchmarking of classical SFs. Although a cloud of
doubt has been raised for its over-estimation of MLSFs,*>"** it
remains an important standard since more than 30 popular SFs
have been tested on it. The most updated CASF-2016 (ref. 17) is
constructed based on 285 diverse protein-ligand complexes (57
targets and 5 known ligands for each target). In this work, the
performance of a SF was assessed from four different aspects,
i.e., scoring, ranking, docking and screening. Scoring power was
mainly evaluated by the Pearson's correlation coefficient (Rp)
between the predicted and experimental binding affinities of all
the 285 complexes; ranking power was primarily indicated by
the average Spearman's rank correlation coefficient (R) across
the 57 targets; docking power was measured using the success
rate (SR), where a successful prediction could be marked if one
of the RMSD values between the top-ranked poses and the
native poses was less than 2.0 A; screening power was divided
into the forward screening power and the reverse screening
power. The forward screening power calculated the SR of
identifying the highest-affinity binder among the 1%, 5% or
10% top-scored ligands over all 57 targets, as well as the
enrichment factor (EF) that was measured by the average
percentage of the true binders observed among the top-scored
candidates (1%, 5% or 10%) across all 57 targets. The reverse
screening power calculated the SR of predicting the target of
a ligand among the 1%, 5% or 10% top-scored candidate
proteins.

DEKOIS2.0 and DUD-E. DEKOIS2.0 and DUD-E are two
crucial datasets for benchmarking VS protocols, and can be
considered complementary owing to their different actives

© 2023 The Author(s). Published by the Royal Society of Chemistry
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versus decoys ratios and distinct ways to generate the decoys.
Some studies have doubted the applicability of these datasets
for the evaluation of MLSFs due to the hidden biases.®>®
However, all the SFs in this study are trained on just crystalized
ligand poses with low structural similarity to the diverse decoy
compounds in the retrospective VS benchmarks, and the
external testing of VS performance on the two datasets can in
turn validate the generalization capability of our approach.
DEKOIS2.0 consists of 81 diverse targets with 30 actives and
1200 decoys for each target. DUD-E contains a total of 22 886
active ligands against 102 diverse targets with 50 decoys
generated for each active compound. The docking poses
produced by Glide SP*” were used for model evaluation. In
short, up to 10 docking poses were generated for each
compound, and then rescored by each model. The VS perfor-
mance was assessed according to the area under the receiver
operating characteristic curve (AUROC),*” Boltzmann enhanced
discrimination of receiver operating characteristic (BEDROC,
o = 80.5),°® and EFs with different percentiles (0.5%, 1%, and
5%).

LIT-PCBA. LIT-PCBA is claimed as an unbiased dataset
designed for benchmarking ML and VS, where the bioactivities
of both the active and inactive compounds are verified by
experimental results. The full set contains a total of 15 targets,
10 030 true actives and 2 798 737 true inactives. For each target,
the ratio of actives to inactives is around 1 : 1000, and this high
imbalance could better mimic the challenging scenarios in real-
word applications. The proteins and ligands were prepared as
described above, and then Glide SP was employed to generate
up to 10 docking poses for each compound. It should be noted
that multiple PDB templates are provided for each target in the
original version of the dataset. To save computational costs, we
assessed the quality of each PDB entry by taking multiple
factors (e.g., binding site, binding site mutations, missing
residues, resolution, etc.) into account, and finally selected just
one for each target for the following docking calculations. As for
the molecule failing in docking, an extreme low score was
exerted to it. The detailed information of the dataset employed
here is summarized in Table S4.1 The performance is indicated
majorly according to the EF at the top 1% percentile (EF;o,).

CSAR NRC-HiQ benchmark. The CSAR NRC-HiQ set updated
in 2011 consists of 466 high-quality protein-ligand crystal
structures with experimentally-determined binding informa-
tion from the literature. A large number of the structures
collected in the CSAR benchmark set are identical to those in
the PDBbind-v2020 general set, and therefore, we further con-
structed two subsets of the CSAR NRC-HiQ set, where Set. was
generated by eliminating the entries appeared in the training
and validation sets and Set., was obtained by excluding all the
same structures existing in PDBbind-v2020. The final numbers
of structures in the subsets of Set.. and Set., were 102 and 66,
respectively. The complexes were then prepared using the
Protein Preparation Wizard module as described above, and
rescored by each model. The scoring power represented by R,
and R, was summarized.

PDBbind-CrossDocked-Core. The PDBbind-CrossDocked-
Core set was derived from the PDBbind-v2016 core set in our
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previous study®® consisting of 285 diverse protein-ligand
complexes. Each ligand was extracted and re-docked into the
pocket of the original protein (or cross-docked into the pockets
of the other four proteins belonging to the same target cluster)
by using three docking programs, i.e., Surflex-Dock,* Glide SP*®
and AutoDock Vina,”® with up to 20 poses generated. The
docking power was assessed by calculating the SR across the 285
complexes based on either the re-docked poses or cross-docked
poses using the idea of ensemble docking. The scoring power
was assessed in an end-to-end manner, i.e., using the MLSFs to
select the best-scored pose of a specific ligand and to calculate
the R, and R, that represent the capability of binding affinity
prediction.

Merck FEP benchmark. The Merck FEP benchmark set is
initially developed for assessing models based on the theoret-
ical prediction of free energy, such as Schrodinger's FEP+.”* The
dataset consists of 8 pharmaceutically relevant targets and
a total of 264 active ligands with their binding affinity data
curated from the literature. The ligands for a specific target
share a similar scaffold but include various structural trans-
formations, thus well mimicking the real-world applications
during the hit-to-lead and lead optimization stages. Given that
the analogues for a specific target may exhibit similar binding
poses while conventional molecular docking can hardly repro-
duce the binding poses of all the series, the poses provided by
the authors were directly employed here for rescoring, which
were predicted by using either the Flexible Ligand Alignment
tool or Glide core-constrained docking based on a reference
structure. The average R, values across 8 targets was used as the
major indicator of the ranking power.

Baselines

In addition to the models emphatically explored in this study,
some other SFs were also included as the baselines. For the
CASF benchmark, the results of several classical SFs and
recently-developed MLSFs tested on the same dataset were
directly retrieved for comparison. Regarding DEKOIS2.0 and
DUD-E, only the docking score of Glide SP was utilized as the
major baseline since it demonstrated significantly superior
screening power than other tested classical SFs and a pool of
generic MLSFs in our previous study.* As for LIT-PCBA, besides
the Glide SP, we also collected the results of several approaches
from some relevant publications for comparison.**”>”* When it
comes to the other tests, six classical SFs, i.e., three in the latest
version of AutoDock Vina’™ (AD4,” Vina” and Vinadro’), Glide
SP,*® Glide XP,”” X-Score,” and two MLSFs of Apj, roXGB** and
Pafnucy,” were used for comparison. As for the Merck FEP
benchmark, the Prime-MM/GBSA method was also performed
using the prime_mmgbsa utility in Schrodinger with the residues
within 5.0 A from the ligand set as flexible.

Results and discussions
Assessment on CASF-2016 benchmark

In this study, a total of ten groups of models were constructed
and the impacts of three crucial settings were emphatically
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investigated, including the feature extractors employed for
representation learning (GT or GatedGCN), whether to use
finetuning technique for model training, and the weight of the
affinity term (« = 0, 0.5 or 1.0).

Our models were first tested on the routine CASF-2016
benchmark, and compared with 33 traditional SFs reported by
Su et al' (Fig. 2) as well as several representative MLSFs
(Table 1). As shown in Fig. 2, the results indicated that our
methods consistently outperformed the classical SFs in terms of
all four powers. Incorporation of the affinity term remarkably
improved the scoring and ranking powers (Fig. 2A and B), while
maintained strong docking and screening powers in most cases.
Specifically, the GT model with « = 1.0 (GT_1.0) exhibited
greater scoring (0.829 vs. 0.458) and ranking (0.673 vs. 0.536)
powers, but decrease in the docking and screening powers
could be observed. In contrast, the DT model with « = 0.5
(DT_0.5) obtained a more balanced performance compared to
the DT_1.0 and DT_0.0 models. As for the finetuned models,
GT_ft_0.5 and GT_ft_1.0 showed significantly improved dock-
ing and screening powers than the models trained from scratch.
The average top 1 success rates of GT_ft_0.5 and GT_ft_1.0 with
the crystal poses excluded from the test set were 93.6% and
94.0%, respectively, and the values increased to 97.6% and
96.6% when the crystal poses were included. In the assessment
of the screening power, two finetuned models exhibited supe-
rior forward screening performance according to either the
average top 1 success rate (71.4% and 71.9% vs. 64.9%) or the
EF;o, (28.16 and 28.12 vs. 27.54), but showed weaker reverse
screening power indicated by the top 1 success rate (32.7% and
29.0% vs. 38.7%). As for the scoring and ranking power, fine-
tuned models obtained higher ranking power (0.659 vs. 0.614;
0.684 vs. 0.673) but slightly decreased scoring power (0.773 vs.
0.787; 0.802 vs. 0.829). All the above findings demonstrated that
direct use of the affinity term together with the MDN term could
get higher scoring and ranking powers but lower docking and
screening powers. However, the introduction of different
weights to combine the two terms in a different manner or
using finetuning technique to give a set of initial parameters to
model training could efficiently achieve a balanced perfor-
mance in terms of all four tasks. Similar results were observed
when the GT feature extractor was replaced by GatedGCN. Of
note, the GatedGCN models exhibited overall superior scoring
and ranking powers but weaker docking and screening powers
compared to GT models. For example, the scoring and ranking
powers of GatedGCN_ft_0.5 (0.816 and 0.667, respectively) were
higher than those of GT_ft_0.5 (0.773 and 0.659, respectively),
while the docking powers (SR, with or without native poses) and
screening powers (forward SR;, EF; and reverse SR;) of
GatedGCN_ft_0.5 (93.3%, 96.4%, 67.3%, 25.43 and 29.2%,
respectively) were relatively decreased compared to those of
GT_ft_0.5(93.6%, 97.6%, 71.4%, 28.16 and 32.7%, respectively).
These results suggested that it would be critical to balance the
scoring/ranking power and the docking/screening power in
order to develop a generalized protein-ligand scoring
framework.

Compared with the other state-of-the-art MLSFs, our models
were still competitive. Early MLSFs were always trained as non-

© 2023 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3sc02044d

Open Access Article. Published on 04 July 2023. Downloaded on 2/16/2026 6:30:50 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Edge Article

GatedGCN_1.0 N GatedGCN_0.5
GatedGCN_ft_1.0 N GatedGCN_ft 1.0
GT_1.0 TN GT_ft_1.0
GatedGCN_0.5 E—TEN GatedGCN_1.0
GatedGCN_ft_0.5 |E———ITH GT_1.0
GT_ft 1.0 N GatedGCN_ft 0.5

GT 0.5 Y GT_ft 0.5

GT_ft 0.5 IEEEEIER ChemPLP@GOLD
X-Score YIS DrugScoreCSD
X-ScoreHS NEEEXTIN LUDI2@DS
deltaSAS —EEEEECETEN GT_0.5
X-ScoreHP LUDI1@DS
ASP@GOLD LigScore2@DS
ChemPLP@GOLD DrugScore2018
X-ScoreHM X-Score
AutodockVina Affinity-dG@MOE
DrugScore2018 IEENXITE X-ScoreHM
DrugScoreCSD  NEEEEENEEIN LigScorel@DS
ASE@MOE IS ChemScore@SYBYL
ChemScore@SYBYL TN London-dG@MOE
PLP1@DS NEEEEENCEITS G-Score@SYBYL
ChemScore@GOLD PLP2@DS
G-Score@SYBYL NN deltaSAS
Alpha-HB@MOE EEEEECETTN PLP1@DS
PLP2@DS NEEEECETEN D-Score@SYBYL
Affinity-dG@MOE  IIEETN X-ScoreHP
LigScore2@DS NEEEEIIN GatedGCN_0.0
D-Score@SYBYL EEEEECEETN ASP@GOLD
LUDI2@DS NEENCETTE X-ScoreHS
GlideScore-SP  IEEEEEXETEN PMF@DS
LUDI3@DS ECETTE GT_O.!
GBVI_WSA-dG@MOE Alpha-HB@MOE

GatedGCN_0.0
LUDI1@DS
GlideScore-XP
GT_0.0

Jain@DS
RTMScore
LigScorel@DS
PMF@DS
GoldScore@GOLD
London-dG@MOE

PMF@SYBYL
PMF04@DS

o
<)

2
2

)
o'o'o'n

E creo
GatedGCN_ft_0.

T

nuuuno

=
2q
@
a
©

GatedGCN _t
GatedGCN_ft_:
GT.

orOOo

oo
el
0]
)
rey
a°
5w
o]
a2 af ol
HENBEER
af o]

GatedGCN_1.!
GT 1.0
GatedGCN_0.0
GlideScore-SP
ChemPLP@GOLD
AutodockVina
ChemScore@GOLD
LigScore2@DS
GlideScore-XP
GBVI_WSA-dG@MOE
ASP@GOLD
LigScorel@DS
DrugScoreCSD
Affinity-dG@MOE
PLP1@DS
GoldScore@GOLD
DrugScore2018
PMF@DS
PMF04@DS
LUDI1@DS
LUDI2@DS
Alpha-HB@MOE
PLP2@DS
X-ScoreHM
LUDI3@DS
X-Score
Jain@DS
London-dG@MOE
PMF@SYBYL
ASE@MOE
X-ScoreHS
D-Score@SYBYL
deltaSAS
X-ScoreHP
G-Score@SYBYL
ChemScore@SYBYL

Fig. 2 Performances of scoring functions on CASF-2016 benchmark, including (A

0.494

R
i
ol
3| of ol of
= aMal:
ol oGl 3
Sl <

LUDI3@DS
RTMScore
AutodockVina
ChemScore@GOLD
Jain@DS
GBVI_WSA-dG@MOE
PMF04@DS
PMF@SYBYL
ASE@MOE
GlideScore-SP
GoldScore@GOLD
GlideScore-XP

»|
o)
)
)
b
l i
-

HREERR
® @ &
& a

|
r
&

- SR,%
SRs%
- SRi0%

40 60 80
Success Rate(%)

Enrichment factors

View Article Online

Chemical Science

T GT_ft 1.0 —T
ft_
mcm C GatedGEN 00 nE—w D GO
T GT 0.0 I KTMScore
T GT_ft 0.5 T eT o5
A RTMSCore O || Gr t1 0 EE—T
T Gatedccuaf;_g.g TR oo ONR0LS
- B 't S
KT 0.5 T .0
EEESUCIE  GatedGCN_ft 1.0 IE—TC SatedocNie?
T GatedGCN 0.5 R |
T GatedGCN 1.0 v (| e dGEN-1.0 I
T GT 1.0 I GT 1.0 —
T AutodockVina 1 e —————
GlideScore-P ] Andocine 7
ChemPLP@GOLD TR (| DrugecorecoD  ——
BVI_WSA-dG@MOE  I—r | 3BVI WSAAGOMOE I — |
GlideScore-XP 1 -
ChemPLP@GOLD w0 1]
PLP1@DS T LigScore2@DS  E—
T DrugScoreCSD T | e A ol ——————————
T _ LigScore2@DS T | DrugScores01s T
I “hemScore@GOLD " PLPIGDS ——T
T DrugScore2018 [] ASPGOOLD  E—
ASP@GOLD I R 1 N ChemScorGGOLD
PLP2@DS [ PLPIGDS —E
T GoldScore@GOLD ] LigScore1 QDS =
LigScore1@DS  I—CE GoldScoreGOLD  ——ET
Alpha-HB@MOE Em N Alpha-HB@MOE 1
I X-ScoreHM I W bt i ——————————
X-Score TN W e, ————————————
T LUDI2@DS UDI2GDS E—E
N Affinity-dG@MOE 'l Affinity-dGGMOE  —E
T London-dG@MOE  —Te UDIIGDS —E
T LUDI1@DS ] London dGGMOE I
T X-ScoreHS ~ INEEN M P ——————
T “hemScore@SYBYL - ChemScore@SYBYL ~
T X-ScoreHP TN B iy ———
T Jain@DS JnGDS T
T LUDI3@DS Y i WUDI3GDS  E——r— -
ASE@MOE [] ASEGMOF SRS M
PMF@SYBYL - PMEGSYBYL =
: . Yi H— SR,%
—cm PMF@DS EESSSEXSW~ M SR.% A
deltaSAS NENECEENM g sp.o i el ————
D-Score@SYBYL  INEIN D-Score@SYBYL MEXmmm o o
0.0 05 0 50 100 0 50 100
0,
Spearman Success Rate(%) Success Rate(%)
FoOSTfOS mmmm m— G GT_0.0 —
GT 1.0 M RTMScore [=1
RTMSCore  Nm— GatedGCN_0.0 G =
GT_0.0 I 1 I V7Y £t20.5 TR —
GT 0.5 NN v I 1T '5 I —
GatedGCN_ft 0.5 M = IS E— —
GatedGCN_0.0 M i EEE X R —
GatedGCN_ft 1.0 N 1 I X7 T —
GatedGCN_0.5 M S ¥ —Y —
GatedGCN_1.0 N i I 5 .0 —
GT 1.0 mmmm 1.0 =]
ChemPLP@GOLD I NEEEER ChemPLP@GOLD —
GlideScore-SP N - NEEERE) GlideScore-SP ==
GlideScore-XP N\ EXH DrugScoreCSD -
ChemScore@GOLD I BEEEN DrugScore2018 =l
AutodockVina 7.70 ChemScore@GOLD IEEEXEN =
GBVI_WSA-dG@MOE I EAZE GlideScore-XP —
ASP@GOLD I 6.98 GoldScore@GOLD ]
LigScore2@DS | I 682 AutodockVina ||
LigScore1@DS M 632 PLP1@DS ]
DrugScoreCSD 1/l 5-90 PLP2@DS [ ]
Affinity-dG@MOE I I 5.07 GBVI_WSA-dG@MOE  MEEEN ==
GoldScore@GOLD WM 4.27 LigScore1@DS XX —
PLP1I@DS WM 398 Alpha-HB@MOE —
PMF@DS MM 376 LigScore2@DS  IEEENEN ) —_—
DrugScore2018 1 M 3.66 ASP@GOLD =
X-ScoreHM MM 3.21 Affinity-dG@MOE  IECER el
PMFO4@DS MM 337 LUDI1@DS I 77:
LUDI1@DS MmN 3.0 X-ScoreHS 70 Il
X-Score MM 268 X-ScoreHP NN 7NN
LUDI2@DS M| 234 ChemScore@SYBYL NI 6:00
X-ScoreHS N 227 Jain@DS
London-dG@MOE I 2.05 LUDI2@DS
LUDI3@DS Ml 185 X-ScoreHM
PLP2@DS W31 London-dG@MOE
X-ScoreHP Wi 1.79 X-Score
deltasAS Wl 176 ASE@MOE
Alpha-HB@MOE Em1.70 G-Score@SYBYL
PMF@SYBYL M146 LUDI3@DS
ASE@MOE M 144 PMF@DS
Jain@DS MW135 - EFy deltaSAS - SR,%
D-Score@SYBYL M1.2a EFss PMF@SYBYL SRs%
G-Score@SYBYL M0.89 D-Score@SYBYL 3
ChemScore@SYBYL Mo.79 =iy PMFO4@DS NI —J S
0 10 20 0 20 40 60

Success Rate(%)

the scoring power measured by Pearson correlation coef-

ficient (Rp), (B) the ranking power evaluated by Spearman correlation coefficient (R;), the docking powers indicated by success rates at the top 1%,
2% and 5% levels either (C) with or (D) without the crystalized poses in the test set, and the screening powers in terms of (E) success rates (SRyy,
SRsy and SR1g%) and (F) enrichment factors (EFys, EFsy and EFyp) in forward screening and (G) success rates (SRyy, SRsy, and SRygy) in reverse
screening. The models constructed in this study are in bold font. The methods in each subplot are ranked in a descending order according to (A)

Rp. (B) Rs, (C, D, E and G) SRy% and EFyy, respectively.

linear regression models to directly fit the predicted scores and
experimental binding data based on the pure crystal structures,
thus leading to their extremely excellent scoring power with the
R, values ranging from 0.80 to 0.86.'>'* Two representative
methods listed in Table 2, i.e., AKScore® and AEScore,** could
obtain the scoring powers of 0.812 and 0.830, respectively, but

© 2023 The Author(s). Published by the Royal Society of Chemistry

their docking powers (36.0% and 35.8%) were far worse than
expected. The screening powers of these two MLSFs were also
quite weak, which was in accordance with our previous study
that MLSFs trained in a similar way (e.g.,, RFscore,'**
NNscore,'>* OnionNet,* and Pafnucy’) exhibited significantly
worse VS performance than classical Glide SP on the DUD-E and
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Table 1 Performances of several representative SFs on the CASF-2016 benchmark®
Docking Screening Scoring Ranking
SR, SR,
Training (native poses  (native poses
Feature extractor mode « included) excluded) Forward SR; EF, Reverse SR, R, Ry
AutoDock Vina”® 0.846 0.902 0.298 7.70 0.137 0.604 0.528
ChernPLP@GOLD19 0.832 0.860 0.351 11.91 0.165 0.614 0.633
GlideScore-SP*® 0.846 0.877 0.368 11.44 0.175 0.513 0.419
KORP-PL®® 0.856 0.891 0.421 22.23 0.151 0.447 0.570
KDEEP**%° 0.291 — — — — 0.701 0.528
AKScore® 0.360 — — — — 0.812 0.670
AvinaRFy (ref. 38 and 39) 0.849 0.891 0.456 12.36 — 0.739 0.635
AvinaXGB** — 0.916 0.368 13.14 — 0.796 0.647
Apin_poXGB* — 0.867 0.404 12.61 — 0.845 0.704
OnionNet-SFCT + Vina®’ — 0.937 0.421 15.50 — 0.428 0.393
AEScore®! 0.358 — — — — 0.830 0.640
A-AEScore®! 0.856 — 0.193 6.16 0.800 0.590
PIGNet*® 0.870 — 0.554 19.60 — 0.761 0.682
DeepDOCk35 0.870 — 0.439 16.41 0.239 0.460 0.425
RTMScore®” 0.934 + 0.002 0.973 +0.013 0.667 + 0.071 28.00 + 0.94 0.376 + 0.019 0.455 + 0.015 0.529 + 0.004
GT — 0 0.938 £ 0.011 0.974 + 0.007 0.649 4+ 0.035 27.54 £ 0.65 0.387 £+ 0.011 0.458 + 0.012 0.536 £ 0.034
— 0.5 0.933 £ 0.007 0.969 4+ 0.007 0.667 + 0.046 25.68 +1.60 0.254 + 0.013 0.787 + 0.026 0.614 + 0.022
— 1.0 0.905 £ 0.012 0.933 £ 0.013 0.573 + 0.041 18.58 & 1.69 0.187 £ 0.046 0.829 £ 0.015 0.673 *+ 0.009
Finetune 0.5 0.936 + 0.007 0.976 £+ 0.005 0.714 4+ 0.053 28.16 + 0.88 0.327 + 0.030 0.773 £ 0.004 0.659 + 0.016
Finetune 1.0 0.940 & 0.000 0.966 & 0.006 0.719 4 0.035 28.12 + 0.13 0.290 4 0.016 0.802 &+ 0.011 0.684 =+ 0.024
GatedGCN — 0 0.939 + 0.018 0.963 + 0.011 0.544 + 0.061 23.99 + 0.54 0.353 £+ 0.006 0.495 + 0.005 0.558 + 0.014
— 0.5 0.924 + 0.006 0.957 +0.010 0.667 + 0.031 23.53 +0.35 0.266 + 0.034 0.818 4+ 0.010 0.693 + 0.029
— 1.0 0.912 + 0.006 0.936 + 0.005 0.585 + 0.010 19.78 +0.09 0.196 + 0.004 0.837 + 0.011 0.682 + 0.014
Finetune 0.5 0.933 & 0.007 0.964 & 0.005 0.673 4 0.010 25.43 & 0.55 0.292 4+ 0.012 0.816 £ 0.001 0.667 =+ 0.020
Finetune 1.0 0.926 + 0.016 0.954 £ 0.004 0.661 4 0.037 23.54 + 1.00 0.259 4+ 0.027 0.834 £ 0.014 0.686 + 0.017
“ The training set information of each compared approach can be found in Table S5.
Table 2 Screening powers of scoring functions on the DEKOIS2.0 dataset
AUROC BEDROC (a = 80.5) EFo.506 EF0, EFso,
Method Mean Median Mean Median Mean Median Mean Median Mean Median
Glide SP 0.747 0.754 0.385 0.314 14.61 13.30 12.47 9.61 6.30 5.97
RTMScore 0.764 + 0.774 + 0.550 + 0.603 + 20.78 + 25.30 + 18.39 + 21.38 + 8.33 + 8.53 +
0.007 0.012 0.009 0.003 0.21 0.87 0.16 0.33 0.12 0.37
GT_0.0 0.763 + 0.783 + 0.539 + 0.599 + 20.35 + 25.13 + 18.13 + 20.22 + 8.24 + 8.38 +
0.002 0.010 0.012 0.022 0.47 1.48 0.39 1.30 0.17 0.25
GT_ft_0.5 0.757 £ 0.767 + 0.539 + 0.588 + 20.24 + 24.81 + 17.87 + 19.82 + 8.25 + 8.36 +
0.002 0.007 0.007 0.011 0.52 1.31 0.10 0.63 0.11 0.43
GT_ft_1.0 0.761 + 0.773 £+ 0.533 + 0.573 + 19.79 + 25.00 + 17.64 + 18.78 + 8.28 + 8.48 +
0.002 0.004 0.010 0.022 0.70 0.42 0.43 1.41 0.14 0.25
GT_0.5 0.762 + 0.778 + 0.529 + 0.583 + 20.12 + 23.97 + 17.63 + 19.56 + 8.13 + 8.52 +
0.003 0.008 0.004 0.027 0.20 0.71 0.17 1.96 0.16 0.61
GT_1.0 0.757 £ 0.778 £ 0.487 + 0.521 + 18.76 + 22.38 + 16.09 + 17.59 + 7.78 £+ 7.83 £+
0.004 0.003 0.017 0.030 0.61 0.61 0.66 1.20 0.17 0.45
GatedGCN_0.0 0.758 + 0.779 + 0.532 + 0.586 + 19.64 + 24.36 + 17.66 + 18.64 + 8.21 + 8.19 £+
0.004 0.002 0.014 0.030 0.34 1.18 0.37 0.60 0.18 0.40
GatedGCN_ft_0.5 0.755 + 0.767 + 0.522 + 0.586 + 19.26 + 22.95 + 17.29 + 18.76 + 8.09 + 8.25 +
0.007 0.006 0.009 0.014 0.18 2.21 0.35 0.71 0.14 0.30
GatedGCN_ft_1.0 0.753 + 0.768 + 0.503 + 0.550 + 18.63 = 21.47 + 16.98 + 18.11 + 7.93 £+ 8.18 £+
0.005 0.013 0.012 0.028 0.25 1.14 0.49 2.54 0.17 0.18
GatedGCN_0.5 0.756 + 0.767 £ 0.507 + 0.544 + 18.68 + 22.47 + 16.93 + 19.38 + 7.93 £+ 7.89 £+
0.003 0.003 0.004 0.014 0.31 2.23 0.03 1.00 0.03 0.27
GatedGCN_1.0 0.752 + 0.770 £ 0.468 + 0.504 + 17.37 &+ 19.50 + 15.38 + 16.98 + 7.51 £+ 7.56 +
0.007 0.015 0.013 0.027 0.46 1.63 0.39 1.61 0.21 0.25
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DEKOIS2.0 datasets.” Some SFs relying on statistical potentials
such as KORP-PL* and DeepDock® exhibited a similar task
preference as our previously-developed RTMScore, ie., per-
forming well in docking and screening but less accurate in
scoring and ranking. Besides, in comparison to several newly-
developed MLSFs, ie., PIGNet,*® AyinaRF20,*® AyinaXGB,**
Arin_roXGB* and A-AEScore,® our finetuned models consis-
tently achieved superior docking and screening powers in all
cases, and maintained leading scoring and ranking powers over
most models.

Assessment on DEKOIS2.0, DUD-E and LIT-PCBA datasets

We further investigated the screening power of our models on
two large-scale VS datasets, i.e., DEKOIS2.0 and DUD-E, which
contained more diverse actives and decoys in comparison to the
limited crystalized ligands in the CASF-2016 benchmark. The
results on DEKOIS2.0 indicated by AUROC, BEDROC and EFs
were shown in Table 2 and Fig. 3. The overall screening
performance was not improved by using the affinity term in
model training, which was in contrast to the results from the
CASF-2016 forward screening test where the finetuned models
could even outperform the models without the affinity term in
regard to both the top 1 success rate and EF;o,. Similar to the
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