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g light-emitting molecules with an
inverted singlet–triplet gap†

Daniel Blasco, ab Rinat T. Nasibullin,c Rashid R. Valieva and Dage Sundholm *a

Delayed fluorescence frommolecules with an inverted singlet–triplet gap (DFIST) is the consequence of the

unusual reverse order of the lowest excited singlet (S1) and triplet (T1) states of thermally activated delayed

fluorescence (TADF) emitters. Heptazine (1,3,4,6,7,9,9b-heptaazaphenalene) derivatives have an inverted

singlet–triplet gap thanks to the combination of multiple resonance (MR) effects and a significant double

excitation character. Here, we study computationally the effect of gold(I) metalation and coordination on

the optical properties of heptazine (molecule 4) and the phosphine-functionalized 2,5,8-

tris(dimethylphosphino)heptazine derivatives (molecules 1–3). Ab initio calculations at the approximate

second-order coupled cluster (CC2) and extended multiconfigurational quasi degenerate perturbation

theory at the second order (XMC-QDPT2) levels show that molecules 1–4 have an inverted singlet–

triplet gap due to the alternating spatial localization of the electron and hole of the exciton in the

heptazine core. A non-vanishing one-electron spin–orbit coupling operator matrix element between T1
and S1ðhS1jH SOjT1iÞ and a fast S1 ) T1 intersystem crossing rate constant (kISC) calculated at the XMC-

QDPT2(12,12) level of theory for molecule 4 suggest that this new family of complexes may be the first

organometallic DFIST emitters reported.
1 Introduction

In the long-standing quest for nding the most efficient pho-
toluminescent and/or electroluminescent materials for large-
scale production of organic light-emitting diodes (OLEDs), the
discovery of thermally activated delayed uorescence (TADF)
emitters was a breakthrough. TADF leads to a signicant
increase in the spin-statistics-limited quantum yield of uo-
rescence without introducing practical issues associated with
long-lived phosphorescing states.1–5

The delayed uorescence depends on the relative energies of
the lowest excited singlet (S1) and triplet (T1) states, among
other factors. Thus, the lowest singlet and triplet states must be
close enough to enable singlet-exciton population from the
lower triplet state by a thermally prompted reverse intersystem
crossing (RISC) process. The energies of the S1 and T1 states can
be almost equal when the frontier molecular orbitals (HOMO
and LUMO) are spatially separated. According to the simplied
two-state model of TADF, the energy gap between S1 and T1

(DEST) is equal to half the exchange integral between the frontier
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orbitals (KHL).6 However, this only holds up to a certain limit,
since the oscillator strength of the vertical transition also
depends on the HOMO–LUMO overlap implying that a wide
spatial separation of them leads to a vanishing oscillator
strength. A conceptually simple approach to design TADF
emitters is to combine donor (D) and acceptor (A) fragments
into a suitable scaffold, which could be an organic framework or
a transition metal (TM) complex. Heavier TM complexes have
advantages over pure organic molecules, since they have a more
relaxed spin-selection rule thanks to the spin–orbit coupling
(SOC) effect.

We are here particularly interested in gold(I)-containing
TADF luminophores. Our previous experience in the eld7,8

suggests that gold(I) has certain properties that justify our
choice. These are: (i) its tendency towards linear dicoordination
that imprints structural rigidity to the complex that minimizes
non-radiative deactivation pathways, (ii) the possibility of ne-
tuning the emission energy by considering subtle factors, and
(iii) the chemical inertness of the complexes that makes them
ideal for applications.

There is a growing interest in experimental and computa-
tional studies of the energy order of S1 and T1 (DEST < 0) in
nitrogen- and/or boron-doped derivatives of the phenalenyl
diradical,9–25 that violates Hund's spin-multiplicity rule.26 In
such an unusual situation, reverse intersystem crossing (RISC)
is a downhill process, which is expected to increase the
quantum yield of uorescence with respect to state-of-the-art
TADF emitters. This phenomenon is termed as delayed
Chem. Sci., 2023, 14, 3873–3880 | 3873
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uorescence from inverted singlet–triplet gaps (DFIST)24 and
the molecules displaying it are called INVEST molecules.11,12,17,25

Although the origin of the singlet–triplet inversion is still not
fully understood, it is known that contributions from doubly-
excited congurations increase the spatial separation of the
frontier orbitals,22 which explains the stabilisation of S1 with
respect to T1 and the inability of computational methods like
time-dependent density functional theory (TD-DFT) or cong-
uration interaction singles (CIS) to predict the inverted gap. The
correct energy ordering of the S1 and T1 states of INVEST
molecules can be obtained by using correlated wavefunction-
based methods that include double excitations, such as
approximate second-order coupled cluster (CC2),11,13,14,22,23

algebraic diagrammatic construction of second order
(ADC(2)),11,13–15,18,22 equation-of-motion coupled-cluster singles
and doubles (EOM-CCSD) aka linear-response CCSD,11,24 state-
averaged complete active space self-consistent eld (SA-
CASSCF),13,14,22,23 CASSCF second-order perturbation theory
(CASPT2),11,22 and strongly contracted N-electron valence state
second-order perturbation theory (SC-NEVPT2) methods,13,14,23

to mention the most commonly used ones. A representative
example of INVEST molecules is heptazine (1,3,4,6,7,9,9b-hep-
taazaphenalene, Fig. 1, le), which is a member of the cyclazine
(9b-azaphenalene) series composed by fusing three triazine
(1,3,5-triazabenzene) rings in a D3h fashion. Optical excitation
leads to a well-dened pattern of charge transfers between
neighbouring atomic sites, which is called the multiple reso-
nance (MR) effect (Fig. 1, right).5 MR-based emitters are more
attractive for use in OLEDs than DA-based ones, since the
former ones can be derived from highly constrained aromatic
polycycles with small structural distortions of the excited states
leading to narrow emission bands and small Stokes shis.5

As far as we know, no-one has previously taken advantage of
the MR effect in gold(I)-containing emitters for obtaining DFIST
emission from gold(I) luminophores. Here, we perform the rst
in silico study of gold(I) complexes with an inverted singlet–
triplet gap. Aer a careful examination of the existing bibliog-
raphy on molecular heptazine chemistry and considering the
pronounced tendency of gold(I) centres to coordinate to so
donor atoms (e.g. sulphur, phosphorus), we propose an analog
to the previously reported 2,5,8-tris(diphenylphosphino)hepta-
zine,27 namely, 2,5,8-tris(dimethylphosphino)heptazine for
stabilizing the model compounds. The computational efforts
Fig. 1 The molecular structure of heptazine (left) and its multiple
resonance pattern (right).

3874 | Chem. Sci., 2023, 14, 3873–3880
are reduced by replacing the phenyl groups with methyl ones.
The linear coordination environment of gold(I) is completed
with the usual anionic ligands for preserving the electro-
neutrality of the nal molecules. We have constructed three
molecules where neutral [AuIX] (X = Cl (1), CN (2), C6F5 (3);
Fig. 2, top) fragments are coordinated to the lone pair of the
phosphorus atoms of the pending dimethylphosphino moie-
ties. Also, the metalation of the corners of heptazine with
cationic [AuI(PMe3)]

+ fragments has been considered (molecule
4; Fig. 2, bottom). When the isolobal analogy between [AuL]+ (L
= neutral, two electron donor ligand) fragments and H+ is
considered,28 one obtains molecule 4, which is an isolobal
analogue of heptazine with an increased SOC effect due to the
presence of the heavy atoms. We have used DFT and ab initio
correlated methods in calculations of the energy of the lowest
excited states and in calculations of intersystem crossing (ISC)
rate constants (kISC).
2 Computational details

Molecules 1–4 were built from scratch and optimized at the RI-
DFT/PBE0-D3(BJ) level of theory29–37 with def2-TZVP basis sets38

on all atoms and a 60-electron effective core potential (def2-
ECP)39 for gold. As the initial consideration of three-fold-axis
containing point groups C3h or C3 led to saddle points on the
potential energy surface, this high symmetry was broken by
manually tilting the substituents in the corners of heptazine.
The calculations were carried out using TURBOMOLE version
7.5.1.40,41 Further optimization at the same level of theory
Fig. 2 Molecular structures of molecules 1–4.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 1 The first vertical excitation energies calculated at the TD-
DFT/PBE0-D3(BJ)/def2-TZVP and TD-DFT/uB97X-D/def2-TZVP
levels of theory and the corresponding singlet–triplet gap for 1–4
(energies are given in eV). The oscillator strengths (f) calculated as
mixed length and velocity representations are given in parenthesis

Molecule Irrepa E(S1 ) S0) (f × 104) E(T1 ) S0) DEST

PBE0 functional
1 a′′ 2.702 (0.200) 2.652 +0.050
2 a′′ 3.000 (3.502) 2.760 +0.240
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without symmetry constraints led to C1 (1,4) or Cs (2,3) struc-
tures that were veried as true minima by computing analyti-
cally the vibrational frequencies using the aoforce module of
TURBOMOLE.42 The optimized molecular structures were used
in TD-DFT/def2-TZVP38,43–47 calculations using the PBE0 (ref.
35–37) and uB97X-D48 functionals as well as in CC2/def2-
TZVP38,49–51 calculations of the rst vertical singlet and triplet
excitation energies of the irreducible representations a for 1,4 or
a′ and a′′ for 2,3. The singlet–triplet gaps have been calculated as
DEST = E(S1 ) S0) − E(T1 ) S0). The exciton surfaces were
computed from the relaxed electron densities of the excited and
ground states and calculated as Dre = re(XS) − re(GS) (XS,
excited state; GS, ground state). The optimized molecular
structures, orbitals and exciton surfaces were visualized and
rendered using the latest version of UCSF ChimeraX.52 The rst
excited singlet and triplet state structures of molecule 4 were
optimized at the TD-DFT/PBE0-D3(BJ)/def2-TZVP level of
theory43,53–55 and veried as true minima by computing numer-
ically the vibrational frequencies with the NumForce module of
TURBOMOLE. Since the free rotation of the Au–P bonds made it
impossible to obtain a minimum (one small vibrational
frequency always remained imaginary), the excited state struc-
tures were constrained to the C3 point group. All attempts to
optimize the excited state structures of molecules 1–3 at the
same level of theory as for molecule 4 were unsuccessful. More
accurate excitation energies were obtained using the SA-CASSCF
method with 12 active electrons and 12 orbitals in the active
space, and a modied version of the XMC-QDPT2 method56 as
implemented in the Firey quantum chemistry package.57 The
matrix element of the one-electron spin–orbit coupling operator
ðH SOÞ between the T1 and S1 states ðhS1jH SOjT1iÞ was calculated
at the TD-DFT/PBE0/def2-TZVP level using MolSOC,58 at the TD-
DFT/PBE0/def2-TZVP level in the zeroth-order regular approxi-
mation (ZORA)59 using ORCA,60 and at the multiconguration
self-consistent-eld (MCSCF) level using GAMESS-US.61 Since
TD-DFT is not able to properly describe the singlet–triplet gap
inversion, the energies of S1 and T1 were manually swapped
when calculating the ISC rate constant (kISC) at the DFT level.
The kISC rate constant (in s−1) for the transition S1 ) T1 was
calculated using

kISC ¼ 1:6$109hS1jHSOjT1i2
 XComb

n1 ;.;n3N�6

Y3N�6

k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
expð � ykÞyknk

nk!

s !2

(1)

where yk is the Huang–Rhys factor and nk is the vibrational
quantum number of the kth-promoting vibrational mode.62 In
eqn (1), Comb denotes all combinations of vibrational modes
that fulll the energy conservation condition.
3 a 2.281 (0.125) 2.278 +0.003
4 a 2.951 (0.005) 2.736 +0.215

uB97X-D functional
1 a′′ 3.174 (0.509) 2.934 +0.240
2 a′′ 3.171 (0.447) 2.928 +0.243
3 a 3.187 (0.160) 2.948 +0.239
4 a 3.173 (0.002) 2.956 +0.217

a Irreducible representation.
3 Results and discussion
3.1 Structure optimization

The minimum-energy structures of 1–3 belong to or are close to
the Cs point group (see Fig. S1†). Their molecular structures
resemble that of the X-ray crystal structure of 2,5,8-tris(diphe-
nylphosphino)heptazine, where the electron lone pair of one of
© 2023 The Author(s). Published by the Royal Society of Chemistry
the three diphenylphosphino substituents points to the oppo-
site side of the molecular plane.27 A summary of the most
relevant bond distances and angles of 1–4 and a comparison
with those of related structures can be found in Table S1 in the
ESI.† All distances are virtually identical to those determined by
others for heptazine63 and 2,4,6-tris(diphenylphosphino)hepta-
zine,27 thus validating 1–4 as reasonable models of realistic
molecules.
3.2 Time-dependent density functional theory calculations

Calculations at the TD-DFT levels of theory have repeatedly
failed to reproduce the correct order of the lowest-lying excited
states of INVEST molecules since they do not explicitly consider
double excitations.11–14 However, it is undeniable that TD-DFT
provides a reasonable balance between computational cost
and accuracy for applications in inorganic chemistry. Also, no
previous study examining the ability of TD-DFT to predict the
singlet–triplet gap inversion has dealt with heavy metal-
containing molecules. Therefore, we have examined the
performance of TD-DFT with two functionals, namely, PBE0 and
uB97X-D. The uB97X-D functional introduces a long-range
correction with 100% Hartree–Fock exchange (Exc[re]) that
corrects the overestimation of the charge transfer of TD-DFT
calculations, which is mandatory for addressing TADF and
DFIST. Table 1 shows the lowest-energy excitation energies of
the singlet and triplet manifolds of 1–4 that are obtained with
the two functionals. A complete version including all irreduc-
ible representations and orbital contributions can be found in
the ESI.†

The positive DEST value implies that the rst excited triplet
state is energetically below its singlet counterpart, which is ex-
pected from previous TD-DFT calculations on INVEST mole-
cules. The small DEST values can be understood from the small
overlap of the frontier orbitals and the spatially localized
exciton density. The DEST energy depends strongly on the
functional for 1 (X = Cl) and 3 (X = C6F5). We only discuss the
excitation character and energy levels of 1, since the same
Chem. Sci., 2023, 14, 3873–3880 | 3875
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reasoning also holds for 3. Fig. 3 shows the calculated exciton
densities (Dre) of the rst singlet-to-singlet excitation of 1–4.
The exciton density of the rst singlet-to-triplet excitation has
the same shape with slightly different amplitudes. The PBE0
calculations suggest that the exciton density at the (chlorido)
gold(I) fragments originates from the HOMO and HOMO-2
orbitals, whereas the LUMO contribution is fully delocalized
over the heptazine core and it displays the alternating structure
that has previous been obtained for heptazine. Thus, the exci-
tation has a mixture of metal-to-ligand and ligand-to-ligand
Fig. 3 Electron density difference surfaces of the S1) S0 transition of mo
D/def2-TZVP and CC2/def2-TZVP levels of theory. Red (blue) surfaces in
Au, yellow; Cl, green; F, light green; N, blue; P, orange.

3876 | Chem. Sci., 2023, 14, 3873–3880
charge transfers (1MLCT + 1LLCT). However, the exciton
density obtained at the uB97X-D level is completely different
and very similar to the MR excitation pattern of unsubstituted
heptazine (Fig. 1, right). The exciton density calculated with
uB97X-D functional suggests that it is an intraligand charge
transfer (1IL). Although the DEST gap calculated with the two
functionals is unsatisfactory for addressing DFIST, the long-
range correction to the Exc[re] energy obtained with the
uB97X-D functional leads to a similar exciton density as ob-
tained at the CC2 level. The oscillator strengths (f) are small but
lecules 1–4 at the TD-DFT/PBE0-D3(BJ)/def2-TZVP, TD-DFT/uB97X-
dicate electron depletion (gain) areas. Colour code: C, grey; H, white;

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 3 The first vertical excitation energies (in eV) calculated at the
CC2/def2-TZVP level of theory. Contributions from doubly excited
configurations to the wavefunction of the S1 and T1 states, and the
obtained singlet–triplet gap (in eV) for molecules 1–4 are given

Molecule Irrepa E(S1 ) S0) (%D) E(T1 ) S0) (%D) DEST

1 a′′ 2.677 (13.22) 2.877 (12.24) −0.200
2 a′′ 2.676 (13.18) 2.876 (12.16) −0.200
3 a 2.588 (13.30) 2.786 (12.29) −0.198
4 a 2.659 (13.18) 2.854 (12.24) −0.195

a Irreducible representation.
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non-vanishing thanks to the loss of the centro-symmetry of the
heptazine core. Since previous studies concluded that RISC may
occur when DEST is close to 1000 cm−1 (approx. 0.12 eV),64 the
TD-DFT calculations suggest that 1–4 are likely candidates for
displaying TADF.

We have also estimated DEST using the DSCF method.65–71

Previously, we showed that DSCF calculations at the DFT level of
theory predict singlet–triplet inversion of heptazine and ve
other related INVEST molecules.22 However, the SCF wave-
functions of the S1 state suffer from severe spin contamination
(̂s2 > 1), and DEST depends heavily on the employed functional.
Similar problems arose for the molecules studied here. DSCF
calculations can be easily performed for symmetric molecules
whose dominating excitation occurs between different irreduc-
ible representations, which ensures orthogonality between the
ground and excited state. Therefore, we report DSCF energies
only for molecules 1–3 belonging to the Cs point group. Mole-
cule 3 belonging to C1 was constrained to the Cs point group for
this purpose. The excitation energies and the singlet–triplet
gaps are given in Table 2. The expectation values of ŝ2 are given
in Table S4 of the ESI.† The DSCF approach predicts the correct
ordering of the lowest excited singlet and triplet states and
a negative DEST for the three molecules, regardless of the
employed functional. However, the calculated DEST values do
not agree well with those obtained at higher ab initio levels of
theory (vide infra). Also, the energy gap calculated with the
uB97X-D functional is about twice the size of that obtained with
the PBE0 functional. The large spin-contamination of the S1
state raises doubts about the accuracy of the DSCF method. It
provides the correct qualitative description of the studied
INVEST molecules, whereas it is not reliable enough for
providing quantitative data.
3.3 Approximate second order coupled cluster calculations

Previous studies suggested that second-order coupled-cluster
levels are the method of choice for describing DFIST because
of their excellent trade-off between the correct energy ordering
of S1 and T1 states and their cost effectiveness.11,13–15,18,22,23 We
have computed the rst singlet-to-singlet and singlet-to-triplet
Table 2 The first vertical excitation energies calculated with the DSCF
approach at the DFT/PBE0-D3(BJ)/def2-TZVP and DFT/uB97X-D/
def2-TZVP levels of theory and the corresponding singlet–triplet gap
for 1–3 (energies are given in eV)

Molecule E(S1 ) S0) E(T1 ) S0) DEST

PBE0 functional
1 2.612 2.760 −0.148
2 2.635 2.819 −0.184
3 2.485 —a —

uB97X-D functional
1 2.807 3.111 −0.304
2 2.801 3.105 −0.304
3 2.715 3.021 −0.306

a The DSCF calculation did not converge.

© 2023 The Author(s). Published by the Royal Society of Chemistry
vertical excitation energies of 1–4 at the CC2/def2-TZVP level
of theory. The computational requirements of CC2 calculations
are still manageable even though the studied molecules contain
three gold atoms. The obtained vertical excitation energies and
relative contributions of doubly excited congurations are given
in Table 3.

In contrast to TD-DFT, CC2 calculations yield negative
(meaning that S1 is lower in energy than T1) and similar DEST for
the four molecules. The DEST values are −0.1 to −0.2 eV, which
is in agreement with those reported in the literature for
unsubstituted heptazine. Similar energies levels are obtained
for the studied molecules because their exciton densities in
Fig. 3 are very similar to that of unsubstituted heptazine (Fig. 1,
right). The exciton density has the same pattern with local MR
charge transfer from the peripheral nitrogen atoms to the
carbon atoms and central nitrogen atom. The contribution from
the gold(I) ligands to the excited states is negligible, precluding
any possible emission tuning by simply changing the ligands
attached to the metal. Extreme s-donor or p-acceptor ligands
are needed for perturbing the robust electronic structure of
heptazine. However, since the introduction of such ligands is
expected to shi the electron and hole of the exciton density
towards them, it will be detrimental for MR-based DFIST. The
contribution from double excitations to the S1 and T1 states is
large (>10%). However, we recently proposed that the ca 1%-
higher percentage of doubles in S1 is the reason for its energy
stabilization with respect to the T1 state.22
Fig. 4 Superimposing the S0 (light blue) and S1 (coloured) structures of
molecule 4 shows the out-of-plane distortion of the heptazine core.
Colour code: C, grey; H, white; Au, yellow; N, blue; P, orange.
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Table 4 The lowest adiabatic excitation energies (in cm−1), the singlet–triplet gap (in cm−1), the rate constant of intersystem crossing (kISC in s−1),
and the spin–orbit coupling matrix element (hS1jH SOjT1i in cm−1) for molecule 4 calculated at the TD-DFT/PBE0-D3(BJ)/def2-TZVP, TD-DFT/
PBE0/ZORA/def2-TZVP, and XMC-QDPT2(12,12)/def2-TZVP levels of theory

Level of theory E(S1 ) S0) E(T1 ) S0) DEST kISC hS1jH SOjT1i

TD-DFT/PBE0-D3(BJ) 19 100 17 900 +1215 4 × 108,a 1.0
TD-DFT/PBE0/ZORA 19 100 7860 +1248 9 × 106,a 0.2
XMC-QDPT2(12,12) 13 200 15 500 −2300 7 × 107 0.8

a Since TD-DFT does not predict inversion of the singlet–triplet gap, the energies of the S1 and T1 states were manually swapped.

Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
M

ar
ch

 2
02

3.
 D

ow
nl

oa
de

d 
on

 2
/8

/2
02

6 
2:

05
:5

3 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
3.4 Rate constant calculations

In the rst excited singlet and triplet states of molecule 4, the
central nitrogen atom lies above the plane and the peripheral
nitrogen atoms of the heptazine core are below the plane (Fig. 4),
whereas the rest of the molecule remains unperturbed by the
excitation. The alternating distortion of the heptazine coremay be
related to the localization of the electron and hole of the exciton
density. The hS1jH SOjT1imatrix element of 4was calculated at the
TD-DFT/PBE0-D3(BJ)/def2-TZVP and XMC-QDPT2(12,12)/def2-
TZVP levels of theory. The scalar relativistic effects were also
included by means of the zeroth-order regular approximation
(ZORA) at the TD-DFT/PBE0 level. The XMC-QDPT2(12,12)
perturbation theory calculations were based on the SA-
CASSCF(12,12) wavefunction. The three computational levels
were subsequently employed in calculations of the kISC rate
constant for S1) T1 transition as described in the computational
details section. The results are collected in Table 4. The calculated
hS1jH SOjT1i matrix element is 1.0 cm−1 and 0.8 cm−1 at the DFT
and MCSCF levels, respectively, showing that the heavy-atom
effect of gold(I) promotes an effective ISC enabling singlet-
exciton population from the triplet state. We obtained a kISC
rate constant for the S1 ) T1 transition of 4 × 108 s−1 or 7 × 107

s−1, indicating that the process is fast. At the TD-DFT/PBE0/ZORA/
def2-TZVP level, the hS1jH SOjT1i matrix element is 0.2 cm−1

leading to a kISC of 9 × 106 s−1.
The SOCmatrix element of 0.2–1.0 cm−1 is small because the

exciton is located on the heptazine moiety, whereas the gold
atoms are rather far away from the exciton. The SOC matrix
element also vanishes for unsubstituted heptazine for
symmetry reasons, since its molecular structure belongs to the
D3h point group. Even though the SOC matrix element is small,
the rate for the intersystem crossing from T1 to S1 is faster than
other deactivation channels of T1 leading to the desired pop-
ulation of the S1 state from T1.

TD-DFT calculations yield the incorrect order of the lowest
excited singlet and triplet states as compared to correlated ab
initio calculations. In the calculation of the kISC rate constant at
the DFT level, the energies of the S1 and T1 states were swapped.
Since the energy difference is slightly smaller at the TD-DFT
level than at the CC2 and XMC-QDPT2(12,12) levels, the rate
constant estimated at the TD-DFT level is a factor of 6 larger
than the one calculated at the XMC-QDPT2(12,12) level. The
excitation energy of −1573 cm−1 at the CC2 level is expected to
yield a rate constant that is somewhere between the ones
calculated at the TD-DFT and XMC-QDPT2(12,12) levels.
3878 | Chem. Sci., 2023, 14, 3873–3880
4 Conclusions

We propose substitution with gold(I)-containing moieties to
2,4,6-tris(dimethylphosphino)heptazine (1–3) and heptazine (4)
as a means for obtaining bright organometallic DFIST emitters
because they have non-vanishing oscillator strengths and spin–
orbit coupling leading to fast intersystem crossing. The coor-
dination or metalation with gold(I) does not signicantly per-
turb the composition and spatial localization of the rst excited
states of heptazine. The inverted DEST values calculated at the
correlated wavefunction CC2 and XMC-QDPT2 levels of theory
are close to the inverted singlet–triplet gap of unsubstituted
heptazine. The electron donor/acceptor nature of the gold(I)
ligands is apparently irrelevant for the emission process, since
the calculated excitation energies and DEST values are almost
the same for the four studied molecules. Our computational
study suggests that these complexes could be efficient DFIST
emitters. Future synthetic and experimental studies on this
exciting new family of gold(I)-containing complexes will be
presented by us elsewhere in due time.
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