On the use of real-world datasets for reaction yield prediction†

Mandana Saebi,‡a Bozhao Nan,‡b John E. Herr,‡b Jessica Wahlers,‡b Zhichun Guo,‡a Andrzej M. Zurański,§c Thierry Kogej,¶d Per-Ola Norrby,¶e Abigail G. Doyle,§cf Nitesh V. Chawla‡da and Olaf Wiest‡db

The lack of publicly available, large, and unbiased datasets is a key bottleneck for the application of machine learning (ML) methods in synthetic chemistry. Data from electronic laboratory notebooks (ELNs) could provide less biased, large datasets, but no such datasets have been made publicly available. The first real-world dataset from the ELNs of a large pharmaceutical company is disclosed and its relationship to high-throughput experimentation (HTE) datasets is described. For chemical yield predictions, a key task in chemical synthesis, an attributed graph neural network (AGNN) performs as well as or better than the best previous models on two HTE datasets for the Suzuki–Miyaura and Buchwald–Hartwig reactions. However, training the AGNN on an ELN dataset does not lead to a predictive model. The implications of using ELN data for training ML-based models are discussed in the context of yield predictions.

Introduction

The development of predictive methods is a long-standing goal of computational chemistry. Initially, physics-based modeling techniques such as DFT or force field methods were used to understand reaction mechanisms and predict, e.g., the stereochemical outcome of reactions or suitable catalysts for their acceleration. More recently, machine learning (ML) methods have been used to predict the likely products of reactions (forward synthesis prediction) and promising pathways for the synthesis of organic molecules with a range of complexity.

The prediction of yields of chemical reactions is a particularly challenging task because it is influenced not only by the variables of the reaction under study, but also by all possible side reactions. At the same time, it is an extremely important task due to the significant effort needed to optimize the yield of a reaction by variation of reaction conditions and catalysts. Doyle and coworkers sought to address this challenge for the sake of predicting the effect of heterocyclic poisons on the yield of the widely used Buchwald–Hartwig amination by training a ML model on a dataset of 4608 reactions from high-throughput experimentation (HTE). Using a random forest (RF) model and computed physics-based features such as NMR shifts or HOMO/LUMO energies, an $R^2$ of 0.92 was achieved (Fig. 1A). More complex models such as neural networks did not provide higher predictivity. Fu et al. used a dataset of 387 Suzuki–Miyaura reactions and features from DFT calculations to train a deep neural network, resulting in a model with an $R^2$ of 0.92. Both HTE datasets have subsequently been successfully used in a range of ML models for yield predictions. Bayesian optimizers and deep reinforcement learning were also successful in the iterative optimization of reaction conditions for a variety of reactions. As will be discussed in more detail below, the use of HTE datasets in ML predictions has some significant drawbacks in that these datasets represent a very narrow part of the reaction space, are very time-and resource-intensive and present challenges with overfitting of the models.

In contrast, the use of legacy datasets from published scientific or patent literature for yield prediction has been less successful. The attempt to classify reaction yields as above or below 65% based on a training set of ~10⁶ reactions from the Reaxys database using a large number of descriptors and ML methods gave an accuracy of 65 ± 5%, i.e. a 35% error. The authors of that study attributed this finding to the deficiencies of “currently available chemical descriptors”, but it should also be noted that the reaction space represented in their dataset is vast. Schwaller et al. developed a modification of the bidirectional...
encoder representations from transformers (BERT) model,\textsuperscript{23} which uses natural language processing to build a reaction SMILES encoder trained on a large corpus of reactions, followed by a classification or regression layer for a specific task. This approach was successful for product predictions\textsuperscript{5} as well as for reaction yield predictions of the Suzuki–Miyaura (blue in Fig. 1B) and Buchwald–Hartwig reactions.\textsuperscript{22} While this approach achieves \( R^2 \) values of 0.81 and 0.95, respectively, in line with other ML models when trained on these HTE datasets,\textsuperscript{10,24} training on a dataset of Suzuki–Miyaura reactions from the US Patent database (USPTO)\textsuperscript{22,25} led to a maximum \( R^2 \) score of 0.388 (red in Fig. 1B). When the training set was limited to reactions run on a gram scale, the \( R^2 \) value dropped further to 0.277, which was attributed to the strong bias of this dataset towards high-yielding reactions.\textsuperscript{22} Similarly, a recent study on the predictions of optimal conditions by Burke and Grzybowski showed that even when limiting the dataset to a single reaction, in their case 16 748 Suzuki–Miyaura reactions curated from the literature, a range of ML models did not perform better than a model based only on the popularity of a set of reaction conditions.\textsuperscript{26} Finally, Reymond and coworkers\textsuperscript{27} constructed a more qualitative “data-driven cheat-sheet” for the recommendation of conditions for the Buchwald–Hartwig reaction based on a dataset of 62 000 examples from a variety of databases.

Taken together, these previous findings highlight the challenges in using legacy datasets to train ML yield prediction models. As in other areas of ML, there is a lack of suitable datasets to train and validate the models. Although most of the chemical literature is summarized in commercial databases, they are proprietary. The USPTO, which was converted into a widely used dataset,\textsuperscript{9} and the recently introduced Open Reaction Database\textsuperscript{28} are exceptions. As a result, studies using commercial databases do not include the data the models were built with.\textsuperscript{27,38} Furthermore, databases such as Reaxys frequently do not contain complete reaction information and reflect the bias of the published literature towards high-yielding reactions and inevitable human error, e.g. in assigning product structures.\textsuperscript{38} Finally, the total chemical reaction space is enormous in comparison with even the biggest reaction databases, resulting in a sparse coverage.

As part of our ongoing efforts to explore the potential and limitations of ML methods in synthetic chemistry, we sought to investigate distinct approaches to the use of legacy datasets for reaction yield prediction. Here we introduce a novel dataset extracted from the electronic laboratory notebooks (ELNs) of a large pharmaceutical company and an automated procedure for the curation of the dataset using a Jupyter notebook. It has long been hypothesized\textsuperscript{8,31,32} that the use of ELNs to train ML models could unlock much larger datasets that are not subject to the publication bias towards high-yielding reactions. While this approach is pursued internally at a number of large organizations,\textsuperscript{8} the underlying datasets are proprietary. To the best of our knowledge no such ELN-derived datasets have been made publicly available, and therefore the frequently made assumption that they can be used for training ML models for yield predictions has not been tested in a reproducible fashion. To investigate whether the sparsity, noise, and inherent bias of legacy datasets can be addressed in either standard ML models used for HTE datasets or more advanced ML models based on an attributed graph neural network model we developed, we studied two widely used reactions on both HTE and ELN-derived datasets as case studies. Finally, we discuss the implications of the findings for the use of legacy data in the prediction of chemical yields.
Results and discussion

Training data description

As a representative case study of a real-world dataset from the pharmaceutical industry, we collected a legacy dataset for Buchwald–Hartwig reactions with a range of substrates, ligands, and solvents as shown in Fig. 2A from ELNs at AstraZeneca. For this purpose, the NextMove software used at AstraZeneca was queried with the term “Buchwald–Hartwig”. The datasets thus obtained were filtered to only include publicly available products and entries that were recorded prior to August 2016. This resulted in a raw dataset of 1000 entries subsequently saved in unified data model (UDM) format to include the structures of reactants, products, catalysts and bases as well as reaction conditions (e.g., solvents, reaction temperatures and times) and yields. Where available, additional comments from the ELNs were also included.

The raw ELNs (in XML format) were processed to generate a data table suitable for data cleaning. Using a Jupyter notebook, the dataset was converted into a form suitable for ML applications. Molecules were classified as reactants and reagents based on the reaction SMILES strings. As is common in most databases, some of the reaction conditions (e.g., temperature) or reaction components were not listed or had inconsistent structures which required manual curation for a small subset of reactions, e.g., by correcting based on the product structure. Duplicate and empty entries were removed, reaction conditions were standardized and molecular structures were saved in SMILES format.

As shown in Fig. 2B, a yield of 0% or incomplete reactions were reported for a significant number of entries due to a number of reasons (human error, trial run without yield determination etc.) that were annotated in the comment line of the dataset. These low- or no-yield reactions were classified using an ontology of the reaction description fields using a Jupyter notebook to minimize the need for manual curation and, where possible, adjusted based on duplicate entries. This processing of the ELN entries led to a final dataset of 781 reactions that, in contrast to previous applications of ELN datasets in ML,4 are made publicly available (see the Data availability statement). This ELN dataset for the Buchwald–Hartwig reaction is, to the best of our knowledge, the first publicly available ELN reaction dataset for use in ML applications. For comparison purposes, we used two HTE datasets designed for the Suzuki–Miyaura cross-coupling24 and the Buchwald–Hartwig amination28 reactions (Fig. 3A). Both datasets have previously been modelled with ML to make yield predictions.13,15,16,22

As shown in Fig. 2, the HTE datasets are similar to each other in that they have a dense coverage of a narrow area of the chemical space. If all combinations of variables for the Suzuki–Miyaura reaction are considered 7392 combinations are possible,24 though the two-stage design of the study decreases this number to 4608. For the Buchwald–Hartwig reaction,28 a full factorial design was explored, leading to 3960 possible combinations. Both HTE datasets have a broad and relatively uniform yield distribution with a large number of overlapping reaction conditions. The dataset extracted from the AstraZeneca ELNs has, as is typical for ELNs and other legacy datasets, very different characteristics. It covers a much wider chemical space, with 340 aryl halides, 260 amines, 24 ligands, 15 bases and 15 solvents. With 1000 examples to cover ~4.7 × 108 possible combinations of reactants, ligands, bases and solvents, the dataset is much sparser. As a result, there are only a very small number (35 of 781 data entries, see Fig. S1 in the ESI†) of cases where reactions with identical conditions and substrates were run multiple times. Similar to data from literature databases,13,14 these can have a wide range of reproducibility, i.e. the same set of reactants and conditions can have very similar (esp. for no-yield reactions) or very different reported yields. This is to be expected due to a variety of reasons including different operators, variations in the workup and isolation of the products, reagent sources and purities, or uncontrolled reaction conditions. To investigate the effect of this variability on the expected R2, we randomly add a noise of ±15% to the yields reported in the ELN dataset (see Fig. S2 in the ESI†). This led to a R2 of 0.91 with the reported ELN data, which serves as an estimate of the inherent noisiness of the ELN yields.

The difference in chemical diversity of the products contained in the HTE and ELN datasets can be visualized by a chemical space analysis using multidimensional scaling (MDS) as described by Schneider and coworkers.25 Morgan substructure fingerprints (radius 0–4 bonds, 1024 bit length)
were calculated in RDKit and the canonical MDS was calculated using the Tanimoto similarity metric. This MDS analysis of the products of the Buchwald–Hartwig reaction (Fig. 2C) shows that the structural diversity of the ELN dataset (shown in gold) is much higher than that of the HTE dataset (shown in blue), which forms only five different products.16 It should be noted that all reactions in the Suzuki–Miyaura dataset form the same product. In addition, 39.9% of reactions in the ELN dataset did not yield a product for a variety of reasons (see the Methods section). Taken together, the diversity of chemical structures and reaction outcomes in the ELN dataset make it much more representative of real-world datasets and the problems associated with them than the datasets from exhaustive HTE.

It is widely accepted that the selection of physically meaningful features is essential for building predictive models.21,33,36,37 In addition to the structure-based features provided by RDKit,28 a number of chemical properties such as charges, NMR shifts, vibrations, dipole moments or HOMO/LUMO properties, which were found to be relevant in previous studies,10,24 were determined using Gaussian16.39 Reaction features such as the reaction scale, volume, temperature etc. were taken from the HTE and ELN datasets. The pKa of the bases and dielectric constants of the solvents used were taken from compound databases.40 A more complete list of features is found in the ESI† together with the Jupyter notebook workflows used for their generation. A complete list and values of the features used are deposited on https://github.com/nsf-c-cas.

Yield predictions

The curated HTE and ELN datasets were used to build models for yield predictions using a range of ML methods that were used in earlier studies of product and yield predictions.3,10,22,24,41 In addition to RF and BERT models, K-nearest neighbors (KNNs), Lasso, and support vector machines (SVMs) were compared with random approaches (shuffle) and a one-hot encoding of reactants, solvents and bases. For each model, feature sets with and without RDKit features were explored (see Table S1 in the ESI†). 30 different train/test random 70:30 splits for each dataset were created and used to train and test our model on each respective set.41,42 The hyperparameters were optimized by an extensive grid search covering the default values in five cross-validations for a random split. The results were then calculated by averaging the results of the 30 random splits. For each dataset, the mean and standard deviation of the $R^2$ and mean absolute errors (MAE) over the test sets are reported in Table 1 (for additional details and $p$-values of the models, see the ESI†).

The RF (with and without RDKit features) and BERT models showed excellent agreement for both HTE datasets. For the Suzuki–Miyaura reaction, the RF model with RDKit features performs with an $R^2$ of 0.828 ± 0.008 slightly better than the other models, while a previously reported22 value of $R^2 = 0.951 ± 0.005$ for application of the BERT model to the Buchwald–Hartwig reaction is excellent. In agreement with earlier findings,11,41 the performance of a one-hot encoder is also reasonable but consistently worse than that of models using structural information.21 In comparison, the performance of the Lasso and SVM models is slightly worse for both HTE datasets while the KNN method with $R^2$ values in the order of 0.55 does not provide meaningful predictions. The results for a number of related models with and without RDKit features are very similar (see Table S1 in the ESI†). Overall, these results are in agreement with the earlier findings on application of different ML methods to HTE datasets.5,10,22,24

In comparison, none of the models provide meaningful predictions of the ELN dataset with even the best performing RF models providing an $R^2$ of only 0.266 while several of the other approaches including the BERT model are no better than the random shuffle approach which is frequently used as a baseline in ML application in chemistry.43,44 Although ELN data are often thought to be less biased than literature data,8,31,32 these findings are in agreement with a recent study on reaction condition prediction that showed that “AI models do not offer any major advantages over simplistic measures based on literature statistics”.45

To further investigate the finding that a range of different ML architectures perform well on the HTE but not the ELN datasets and to improve the performance of models trained on the ELN data, we considered several possibilities. Given that feature-based RF models and the structure-based BERT model were among the best-performing models for HTE datasets, we
The YieldGNN model

An overview of the model, named YieldGNN, is shown in Fig. 3. The top module represents the AGNN that learns the structural features while the bottom module captures the features describing the chemical properties.

For the top module, we use Weisfeiler-Lehman networks (WLNs)\(^4\) to capture the structural features. WLNs are one of the most expressive GNNs studied so far.\(^4\) WLNs learn the structural features by iteratively aggregating features (using convolutional operations) over local node neighbourhoods. This allows WLNs to capture the higher-order neighbourhood information in the graph structure.

To minimize the risk of over-fitting in the AGNN owing to the large number of chemical features, we trained a random forest (RF) model to select the main chemical features that contribute to the RF model performance. This model serves as a baseline and reduces the number of parameters used in the deep learning model. Note that this does not amount to feature engineering on structural features and they are automatically generated by the GNN model.

Table 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Suzuki–Miyaura [HTE](^\text{18})</th>
<th>Buchwald–Hartwig [HTE](^\text{10})</th>
<th>Buchwald–Hartwig [ELN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF(^a)</td>
<td>0.828 ± 0.008 (0.082 ± 0.002)</td>
<td>0.913 ± 0.008 (0.054 ± 0.002)</td>
<td>0.266 ± 0.037 (0.202 ± 0.007)</td>
</tr>
<tr>
<td>RF(^b)</td>
<td>0.796 ± 0.011 (0.09 ± 0.002)</td>
<td>0.917 ± 0.008 (0.054 ± 0.002)</td>
<td>0.262 ± 0.029 (0.205 ± 0.007)</td>
</tr>
<tr>
<td>BERT(^22)</td>
<td>0.81 ± 0.01 (0.078 ± 0.004)</td>
<td>0.951 ± 0.005 (0.054 ± 0.003)</td>
<td>−0.006 ± 0.105 (0.253 ± 0.001)</td>
</tr>
<tr>
<td>Lasso(^2)</td>
<td>0.798 ± 0.001 (0.167 ± 0.002)</td>
<td>0.699 ± 0.011 (0.120 ± 0.002)</td>
<td>c</td>
</tr>
<tr>
<td>SVM(^2)</td>
<td>0.798 ± 0.009 (0.100 ± 0.002)</td>
<td>0.848 ± 0.009 (0.082 ± 0.001)</td>
<td>0.222 ± 0.057 (0.209 ± 0.008)</td>
</tr>
<tr>
<td>KNN(^a)</td>
<td>0.568 ± 0.011 (0.148 ± 0.002)</td>
<td>0.530 ± 0.019 (0.152 ± 0.003)</td>
<td>0.067 ± 0.04 (0.241 ± 0.008)</td>
</tr>
<tr>
<td>One-hot encoding</td>
<td>0.816 ± 0.008 (0.086 ± 0.002)</td>
<td>0.831 ± 0.002 (0.081 ± 0.002)</td>
<td>0.144 ± 0.072 (0.105 ± 0.004)</td>
</tr>
<tr>
<td>Shuffle(^a)</td>
<td>−0.055 ± 0.013 (0.257 ± 0.003)</td>
<td>−0.066 ± 0.017 (0.241 ± 0.005)</td>
<td>−0.159 ± 0.060 (0.247 ± 0.011)</td>
</tr>
</tbody>
</table>

\(^a\) With RDKit features. \(^b\) Without RDKit features. \(^c\) Overfitted.

To test which sets of features are important, the YieldGNN was tested with three feature sets in addition to the structural information: (a) the full set of features from G16 and RDKit, (b) chemical features from the G16 calculations but not the cheminformatics features from RDKit and (c) without any chemical features, \(i.e.,\) only the top part of the model shown in Fig. 3. Further improvements to the YieldGNN were possible by adding the attention layer after the AGNN component, explicit inclusion of solvent and base, and addition of the chemical features into the model.

As shown in Table 2, the YieldGNN outperforms the various ML models shown in Table 1, including the RF models for the two HTE datasets as indicated by the higher \(R^2\) and lower MAE with the difference being larger in the case of the Buchwald–Hartwig HTE dataset than for the case of the Suzuki–Miyaura reaction. It is also noteworthy that the YieldGNN models with the three different feature sets perform essentially identically. Furthermore, the performance of the BERT and YieldGNN models are within the standard deviation of each other. While these improvements are more relevant for the evaluation of the models than the prediction of yields in a real-life laboratory setting, these results suggest that models that use connectivity data, which in the case of the BERT model is encoded in the SMILES files, perform better than the random forest models that are based on chemical features alone. This is in line with the observations that during the training of the YieldGNN model, the weight of the graph features increases and the weight of the chemical features decreases as a function of the training epochs (see Fig. S5 in the ESI\(^+\)). This suggests that the

Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>Suzuki–Miyaura [HTE](^\text{18})</th>
<th>Buchwald–Hartwig [HTE](^\text{10})</th>
<th>Buchwald–Hartwig [ELN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>YieldGNN(^a)</td>
<td>0.855 ± 0.013 (0.083 ± 0.001)</td>
<td>0.961 ± 0.005 (0.040 ± 0.002)</td>
<td>−0.112 ± 0.142 (0.233 ± 0.016)</td>
</tr>
<tr>
<td>YieldGNN(^b)</td>
<td>0.857 ± 0.008 (0.079 ± 0.003)</td>
<td>0.956 ± 0.005 (0.040 ± 0.0023)</td>
<td>−0.245 ± 0.139 (0.246 ± 0.013)</td>
</tr>
<tr>
<td>YieldGNN(^c)</td>
<td>0.854 ± 0.009 (0.083 ± 0.001)</td>
<td>0.957 ± 0.004 (0.040 ± 0.002)</td>
<td>0.049 ± 0.07 (0.229 ± 0.009)</td>
</tr>
</tbody>
</table>

\(^a\) With RDKit features. \(^b\) Without RDKit features. \(^c\) Without chemical features.
molecular structure provides key information in model training and thus improves the prediction of reaction yield. In previous studies, the neural network model performed slightly worse than the random forest model for the Buchwald–Hartwig HTE dataset but in this case the combination of chemical features and structural information shows excellent performance for the focused datasets derived from HTE. This is further supported by “leave-one-group-out” analysis for the Buchwald–Hartwig HTE dataset in analogy to the previous analysis of RF models (see Table S7 in the ESI†) that shows a modest degradation in the performance as each of the additives is left out of the training set and the YieldGNN is retrained with the remaining 23 additives.

Having shown that the YieldGNN provides highly predictive models for HTE datasets, we tested whether this information rich, combined approach can treat the more diverse legacy data. The results shown in Table 2 demonstrate that this is not the case and the YieldGNN does not provide meaningful predictions of the yield. Extensive tuning of the hyperparameters of the network or pre-training the model on the HTE dataset for the same Buchwald–Hartwig reaction, followed by fine-tuning the trained model on the target dataset did not improve the performance and led to $R^2$ values that were negative or close to zero. For this dataset, the models shown in Table 1, especially the RF models, provide better $R^2$ values. Nevertheless, these are still too low to provide useful predictions.

An analysis of the features selected in the YieldGNN model for the HTE and ELN Buchwald–Hartwig datasets (Tables S5 and S6 in the ESI†) shows that significant feature weights are assigned to chemically meaningful features such as electrostatic charges at different centers, which were also identified as relevant features in earlier studies. In contrast, none of the features in the YieldGNN models trained on the ELN data displayed a weight above 0.05, i.e. the model was not able to identify the chemically relevant features that govern the reaction. We interpret these findings as suggesting that the features chosen (or similar correlated features) capture the chemically relevant information but that the characteristics of the ELN datasets do not allow them to be identified. We therefore investigated whether pre-training the model on a large dataset allows it to learn the relevant graph information for a wider range of molecules, followed by its application to the specific reactions under study here.

**Expansion of training data**

The size of the ELN dataset (with 781) for reactions is relatively modest by the standards of deep learning models, but it is approximately twice the size of the dataset successfully used by Fu et al. for a yield model of the Suzuki reaction. It should also be noted that a dataset of >10,000 Suzuki reactions from the literature did not allow the training of accurate models for the prediction of reaction conditions. At the same time, a pre-training allowed the BERT model to accurately predict regio- and stereoselectivity of carbohydrate reactions based on a training set of less than 20k data points.

We used two complementary approaches to generate datasets for pre-training. The first dataset contains 2 million molecules sampled from the ZINC15 dataset used previously to generate a large molecular space. For Suzuki–Miyaura reactions, a second dataset contains synthetic Suzuki reactions generated by permutating all commercially available reactants and ligands and generating all possible combinations. This resulted in 440K potential Suzuki reactions used to pre-train the model on a dataset that is more closely related to the target data.

A GNN model was pre-trained using the method developed by Hu et al. using three different approaches: attribute masking, context prediction and edge prediction. The resulting model was then fine-tuned separately for the yield prediction task on each of the three datasets. Note that the goal of the pre-training stage is to learn from existing patterns in the data independent of the downstream task. Thus, labels are not necessary at this stage.

As shown in Table 3, none of the above methods resulted in a significant improvement on the yield prediction task as compared to the results shown in Tables 1 and 2. Note that the GNN model used here is based on the model originally developed by Hu et al. for a classification task. As a result the $R^2$ scores after fine-tuning are not similar to our model results. Although we notice a slight improvement in Buchwald–Hartwig reactions from AstraZeneca in the models compared to the Hu model without pretraining, the opposite is true for the Suzuki–

### Table 3

Results for the three reaction datasets. For each dataset, the mean and standard deviation of $R^2$ and MAE of the test set (in parenthesis) were obtained via training each model on 10 random data splits. For Suzuki–Miyaura data, a second column is added which contains the results of the model pre-trained on our synthetic Suzuki–Miyaura data. The results without pretraining are shown for comparison purposes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ContextPred</td>
<td>0.540 ± 0.0006</td>
<td>0.546 ± 0.0003</td>
<td>0.716 ± 0.0006</td>
<td>0.177 ± 0.014</td>
</tr>
<tr>
<td></td>
<td>(0.152 ± 0.0004)</td>
<td>(0.151 ± 0.0001)</td>
<td>(0.103 ± 0.001)</td>
<td>(0.220 ± 0.002)</td>
</tr>
<tr>
<td>EdgePred</td>
<td>0.540 ± 0.0006</td>
<td>0.544 ± 0.0003</td>
<td>0.721 ± 0.001</td>
<td>0.129 ± 0.011</td>
</tr>
<tr>
<td></td>
<td>(0.152 ± 0.0003)</td>
<td>(0.152 ± 0.0001)</td>
<td>(0.102 ± 0.001)</td>
<td>(0.231 ± 0.002)</td>
</tr>
<tr>
<td>AttrMasking</td>
<td>0.535 ± 0.0005</td>
<td>0.545 ± 0.0004</td>
<td>0.713 ± 0.001</td>
<td>0.143 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>(0.152 ± 0.0004)</td>
<td>(0.152 ± 0.0001)</td>
<td>(0.102 ± 0.0004)</td>
<td>(0.222 ± 0.002)</td>
</tr>
<tr>
<td>W/O pretraining</td>
<td>0.635 ± 0.008</td>
<td>0.635 ± 0.008</td>
<td>0.6548 ± 0.027</td>
<td>0.132 ± 0.045</td>
</tr>
<tr>
<td></td>
<td>(0.133 ± 0.003)</td>
<td>(0.133 ± 0.003)</td>
<td>(0.137 ± 0.005)</td>
<td>(0.220 ± 0.011)</td>
</tr>
</tbody>
</table>
Miyaura datasets and the $R^2$ score of this model is still lower than that of the baselines of the RF models. We hypothesize that the low performance of the pretrained models is due to a domain mismatch between the pretraining and the reaction datasets, suggesting that the best result is obtained by training separate models on datasets that are a close match to the dataset of interest.

Conclusions

A key limitation for the application of ML methods in synthesis is the availability of suitable datasets. This is particularly evident in yield predictions which have the potential to greatly accelerate reaction optimization and development but have so far only been demonstrated for reaction sets where focused HTE datasets were specifically generated for this purpose. This data challenge is widely acknowledged in the literature and the mining of ELNs has been suggested as a possible solution because ELNs are perceived to be less biased towards high-yielding reactions and more information-rich than the primary literature or literature databases.\textsuperscript{8,15,16} Although potential problems in the extraction of data from ELNs have been acknowledged,\textsuperscript{17} the suggestion was that appropriate tools could overcome the challenges in using ELN data for a variety of applications including yield predictions.\textsuperscript{8}

The case study of two widely used reactions presented here, together with the studies in the literature on specific reactions\textsuperscript{15} or larger datasets,\textsuperscript{16,18} suggests that this might not be the case and the legacy datasets from commercial databases or ELNs, by themselves, might be of limited use for the prediction of yields.

The combination of structural and chemical features in the YieldGNN model significantly outperforms simpler architectures such as the SVM or KNN for HTE datasets. In the case of BERT and RF models, the performance is closer but the YieldGNN model still performs best. This suggests that the combination of chemical and structural information provides richer information than the two feature sets separately. The finding that the weight of the graph features increases during training of the YieldGNN suggests, together with the good performance of the BERT model, that the majority of the features needed for good predictions on the HTE dataset are encoded in the connectivity. Conversely, the performance of the various models with and without RDKit features is very similar, suggesting that the chemical features, especially the partial charges that are shown to have a significant feature weight in most models, are also able to provide a reasonable representation of the HTE datasets. These results are also in agreement with the findings of a data-augmented BERT model\textsuperscript{17} and other GNN models.\textsuperscript{15}

In contrast, none of the models provides meaningful predictions for the ELN dataset. It needs to be emphasized that this is only a single case study and that the absence of a correlation can be difficult to interpret. Nevertheless, the finding that this is consistent for a range of different model architectures, feature sets that were successful in HTE datasets for the same reaction and extensive pre-training suggests that the origin of these results is in the underlying ELN dataset. Like all legacy datasets, the ELN data is subject to variability for a number of reasons.\textsuperscript{15,16} However, the performance of the models is substantially worse than could be explained by a variability of ±15% or even ±30% (see Fig. S2 in the ESI).

Fig. 2 suggests another possible reason for the findings reported here. In the case of the HTE datasets, only a small number of reaction conditions, ligands and solvents is explored. Furthermore, the number and chemical diversity of the reactants and the resulting products are small, as shown in Fig. 2C. In comparison, the diversity of reaction components in the ELN datasets is much larger. This leads to the well-known “curse of dimensionality”\textsuperscript{16,17} where the number of reaction components (and the features needed to describe them) leads to an exponential increase in the volume of the chemical space that is only sparsely described by the experimental data.

The generality of the findings in this study will have to be explored in future studies and we hope that the public release of a real-world dataset in the present study motivates the release of additional datasets needed to study this question. The results described here suggest that the use of ELN data for the training of ML models,\textsuperscript{8,15,16} especially for yield predictions, will require additional development of algorithms and datasets. This will require (i) the careful curation and quality analysis of ELN datasets that could be supported by the workflows provided in the ESI;\textsuperscript{17} (ii) an analysis of the dimensionality, coverage of the feature space within these dimensions, and the resulting sparsity of the experimental data, e.g. through dimensionality reduction techniques;\textsuperscript{15,16} and (iii) after careful analysis of the data coverage,\textsuperscript{17} supplementation of the ELN datasets in dimensions of insufficient coverage through pre-training with matched literature datasets or generation of additional data designed to address the sparsity of the dataset.\textsuperscript{15} The further development of novel ML architectures to address the specific problems of relatively small datasets in chemistry could also enable the wider use of ELN datasets for yield predictions.\textsuperscript{17} Possible approaches include chemistry-aware neural networks, data augmentation strategies,\textsuperscript{17} and graph-based molecule representation learning.\textsuperscript{16} We hope that the ELN dataset provided here will further the development of such methods by providing a publicly available, real-world dataset that can be used for benchmarking future developments.

Data availability

All models, scripts, Jupyter notebooks and data curation workflows, ELN datasets derived from the ELNs at AstraZeneca and the curated version with associated features are available at https://github.com/nsf-c-cas. The datasets have also been uploaded to the Open Reaction Database https://docs.open-reaction-database.org.
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