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Efficient neural network models of chemical
kinetics using a latent asinh rate transformationt

Felix A. Déppel @2 and Martin Votsmeier*a®

We propose a new modeling strategy to build efficient neural network representations of chemical kinetics.
Instead of fitting the logarithm of rates, we embed the hyperbolic sine function into neural networks and fit
the actual rates. We demonstrate this approach on two detailed surface mechanisms: the preferential
oxidation of CO in the presence of H, and the ammonia oxidation under industrially relevant conditions of
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the Ostwald process. Implementing the surrogate models into reactor simulations shows accurate results
with a speed-up of 100 000. Overall, the approach proposed in this work will significantly facilitate the
application of detailed mechanistic knowledge to the simulation-based design of realistic catalytic systems.

We foresee that combining this approach with neural ordinary differential equations will allow building

rsc.li/reaction-engineering

1. Introduction

Detailed multi-scale modeling provides valuable insights into
the complex phenomena of catalytic systems that typically
occur in a wide range of time and length scales.””* While such
highly complex models would allow for rational catalyst and
reactor design®* they will be computationally infeasible for
the foreseeable future.® The computationally most
demanding part of those simulations is the solution of the
chemical kinetics that often takes 70% to 90% of the
computation time for both gas-phase®® and surface-reactive’
systems. Therefore, there is huge interest in accelerating the
kinetic calculations."*®° This can be done by tabulating the
kinetics or even a time integration step.”'® Latter is often
done for gas-phase reactive systems''™ because the
integration of the stiff ODE system resulting from the gas-
phase kinetics is very time-consuming. For heterogeneous
catalysis, timescales of surface reactions and the gas phase
are usually separable via the steady state approximation.”**™*’
For each simulation time step, the surface kinetics can be
solved for steady state separately to avoid unnecessarily small
time steps in the computational fluid dynamics simulation.
Even with that simplification, evaluating the surface kinetics
still poses a severe computational bottleneck."”*%2°
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machine learning representations of chemical kinetics directly from experimental data.

1.1. State of the art

Several works are mapping steady-state solutions of surface
kinetics in a tabulation approach. Those maps can be built
before a simulation using pre-computed solutions or during a
simulation with so-called on-the-fly techniques. Some of the
most used on-the-fly techniques exploit prior solutions to
estimate new queries like the in situ adaptive tabulation
(ISAT)”®'82023 and  piecewise reusable implementation of
solution ~mapping (PRISM)** technique. In contrast,
agglomeration algorithms exploit similarities of open queries
to reduce the number of calls to the kinetic solver.®>*>®
Surrogate models like splines have been extensively used to
map pre-computed steady-state solutions of chemical kinetics
for accelerating reactor simulations'*'>'*?¢2° or even
subsystems of the reactor.’*®*' The (error-based modified)
Shepard interpolation approach has been used to replace very
demanding but detailed kinetic Monte-Carlo calculations in
reactor simulations.””*>**  Recently, machine learning
techniques gained growing attention for modeling kinetic
data because they can overcome the so-called curse of
dimensionality.®* State of the art methods are random
forests®>*° and neural networks,?® both of which have been
used for accurate predictions of steady-state surface kinetics.

1.2. Data transformation

Not only the model type but also the way data are presented
to the model strongly determine its accuracy. Besides scaling
also transforming data is known to make models of wide-
range data such as chemical kinetics more efficient.
Logarithmic transformations have been used for gas-phase
mass fractions®'"*” while preprocessing data as log(r), log(p;)
and 1/T is well known to facilitate modeling of surface

This journal is © The Royal Society of Chemistry 2023


http://crossmark.crossref.org/dialog/?doi=10.1039/d3re00212h&domain=pdf&date_stamp=2023-09-22
http://orcid.org/0000-0003-4733-9872
https://doi.org/10.1039/d3re00212h
https://doi.org/10.1039/d3re00212h
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3re00212h
https://pubs.rsc.org/en/journals/journal/RE
https://pubs.rsc.org/en/journals/journal/RE?issueid=RE008010

Open Access Article. Published on 11 July 2023. Downloaded on 2/16/2026 6:54:50 AM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Reaction Chemistry & Engineering

kinetics.""'>'71%272% This can be accounted to the fact that it
makes the target function more linear over a wide range of
reaction conditions'”** as demonstrated in Eqn. S1-S3 in the
ESL} However, because these transformations rely on the
logarithm a problem arises for source terms that are not
strictly positive or strictly negative over the entire range of
interest. This presents a substantial limitation as most
systems of practical interest contain species that are both,
consumed and produced depending on the reaction
conditions. In our previous work we showed that this
limitation can be overcome by modeling the rates of the rate-
determining steps.”’ Since elementary rates are always
positive, they can be modeled accurately using the logarithm.
Source terms can then be constructed as a linear combination
of the modeled elementary rates. Choosing the rates of the
rate-determining steps instead of e.g., the adsorption/
desorption reaction avoids subtracting two very similar
numbers, which would lead to unfavorable error propagation.
However, this approach requires insights into the mechanism
that are not always available for example when modeling
experimental data. This leaves us with the challenge to
accurately model source terms changing sign without prior
insights into the reaction mechanism.

In contrast to the logarithm, logarithm-like functions like
the inverse hyperbolic sine asinh(x) are not limited to
positive inputs but can process negative and zero values in a
meaningful way. As shown in Fig. 1, asinh(x) behaves
logarithmically for values |x| > 1 while it is linear in the
interval -1 < x < 1. This function is commonly used to
analyze financial data when zero or negative values
occur.*®*° Like economic data, the net rates of chemical
kinetics usually span many orders of magnitude and assume
both, positive and negative values or zero.

1.3. Scope of this work

In this work, we propose a neural network architecture
specialized to efficiently model steady-state solutions of
detailed surface kinetics thus removing the computational

£
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Fig. 1 Plot of the asinh(x) function which approximates the logarithm
of 2x for large positive and negative inputs while being linear near the
origin.
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bottleneck from reactor simulations. It consists of two major
points:

1. We transform the rates using the logarithm-like
function asinh(x) that can be applied to negative values and
zero, which is crucial for modeling systems of practical
interest e.g., when they include intermediate species.

2. We work with latent (hidden) representations of the
transformed data. This means we embed data transformation
directly into the model instead of the conventional
preprocessing of data, see Fig. 2. This allows minimizing
meaningful error metrics like the relative error of reaction
rates while preserving the advantage of data transformation.
In other words, we avoid spending model capacities to
regions that are not important for its application in reactor
simulations.

With this setup, neural networks can accurately model
wide-range data changing sign such as chemical kinetics. No
prior knowledge about the reaction mechanism is required,

paving the way for learning Kkinetics directly from
experimental data or highly detailed first principles
simulations. The approach is validated by reactor

simulations. The preferential oxidation of CO in the presence
of H, is simulated in a plug-flow reactor showing a speed-up
of 100 000 when using neural networks instead of solving the
full mechanism. Further, we model the ammonia oxidation
under conditions of the Ostwald process.

2. Methodology
2.1. Preferential oxidation of CO

2.1.1. The reaction mechanism. We consider the same
reaction mechanism as used in our previous work for
surrogate modeling of detailed surface kinetics.”® The
mechanism was developed by Mhadeshwar and Vlachos to
describe CO oxidation, H, oxidation, water-gas shift reaction
as well as the preferential oxidation of CO and the promoting
role of H,0 on CO oxidation on platinum.*" We use the
kinetic parameters provided by Hauptmann et al. that are
listed in Table S1 in the ESIf for all 36 elementary
reactions.*

Reaction rates r; (s ) are calculated as

ri=k]["- [0 (1)
i 1

with the rate constant k; of reaction j (m®> mol™* s™' for
adsorption and s else), the concentration ¢; of gas species i
(mol m?), the surface coverage 6, of species I (unitless) and
the reaction order v;; (unitless).*” The rate constants for
adsorption reactions kj“ds and the rate constants for all other
surface reactions k""" are calculated using eqn (2) and (3)

respectively.
ads RT 7\"
K = —e—e——=—x-( ] *Soi (2)
I\/2-M-RT \To
B
f T _EAJ
k" *Aj'<T—O exp( - o (3)
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Fig. 2 Comparing conventional and latent training strategy. They differ in how data transformation is applied and which error metric is optimized
during training. In both cases, a machine learning model predicts chemical rates using reaction conditions as inputs. The loss is computed to
evaluate the prediction accuracy and the model parameters are updated accordingly. Conventionally, the transformation is applied to the data in a
preprocessing step. The transformed values asinh(r) are then learned by a standard neural network. The disadvantage of this approach is that
during training a loss function with respect to the transformed values has to be used instead of the actual error measure of interest. We propose
to work with latent (hidden) representations of the transformed data. This means that a model with standard fully connected layers learns a latent
representation of the transformed rates. Afterwards, the inverse of the transformation function is applied as a custom output activation in the final
layer so that outputs represent the original rates. Hence, the error metric of interest can be optimized during training. If all parameters of the
transformation function are fixed before the optimization, the inverse transformation can alternatively be implemented in a customized loss

function.

with the universal gas constant R (J mol™ K7), the
temperature T (K), the site density " (2.49081 x 10™° mol
m™?), the molecular mass M; (kg mol"), the reference
temperature 7, (300 K), the temperature exponent pJ
(unitless), the sticking coefficient s,; (unitless), the
preexponential factor 4; (s ') and the activation energy Ea; (J
mol *).*?

For each reaction condition given by a temperature and
the partial pressures of CO, CO,, H,, H,O and O,, steady
state surface coverages are calculated. This is done by
integrating eqn (4) in time until dy/d¢ = 0. Gas composition
and temperature are assumed to be constant during this
process. The obtained surface coverages are used in eqn (5)
to calculate steady state source terms §.°>*> Numerically,
integration is performed using the DASPK solver’® with an
integration time of 10’ s, a relative tolerance of 10™® and an
absolute tolerance of 107°°.

do,
s Zj:vl,j‘rj (4)
dCi .
E =8 = Zvi,j-rj-cpt (5)
J

2.1.2. The input range of the surrogate model. The input
range was chosen to cover typical operating conditions met
in a reactor for the removal of CO from H, streams by
preferential oxidation of CO with small amounts of added
O,. Also, operating conditions in a low temperature water-gas

2622 | React. Chem. Eng., 2023, 8, 2620-2631

shift reactor are covered.>® The input ranges are shown in
Table 1.

2.1.3. Plug-flow reactor model. We use a simple isothermal
and isobaric plug-flow reactor model as described in our
previous work?®® to showcase the suitability of the surrogate
models for reactor simulations. The model is discretized in
200 cells of equal size in axial direction. For each cell, steady

state kinetics are determined, and the gas phase
concentrations are updated according to eqn (6),
Ciny1 = Cip + Si (Ci,ny T) ‘Tn (6)

with the concentration ¢;, (mol m™) of species i in cell
number 7, the temperature T (K), the source term §; (mol m™
s ') of species i and the residence time 7, (s) in cell n
obtained by dividing the total residence time by the number
of cells.®

A total pressure of 1 atm, a site concentration cp; of 26.3
mol m™, a reactor length of 1 m divided into 200 cells and a

Table 1 Input range for reaction conditions (temperature and partial
pressures) which are solved for steady state. The ranges are identical to
the ones used in our previous work?®

uanti Unit Minimum Maximum Scalin,

ty g

T K 280 600 Reciprocal
p(H,) atm 8x1072 8x107" Logarithmic
p(0,) atm 1x1077 4x107 Logarithmic
p(H,0) atm 4x107 4x107" Logarithmic
p(CO) atm 1x1077 4x107 Logarithmic
p(COy,) atm 4x107 4x107" Logarithmic

This journal is © The Royal Society of Chemistry 2023
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gas velocity of 1 ms™ are used. The resulting residence time ¢
is 1 s. The feed consists of 40% H,, 1% O,, 10% H,0, 1% CO
and 10% CO, with N, as the balance species.

If conditions outside the input range defined in Table 1
occur, they are set to the corresponding minimum or
maximum values to avoid extrapolation of the neural network
models.

2.2. Ammonia oxidation in the Ostwald process

2.2.1. The reaction mechanism. Ammonia oxidation on
platinum is the key step in nitric acid production via the
Ostwald process and plays an important role in automotive
catalysis where it is used to remove excess ammonia from the
exhaust of diesel vehicles. We consider the mechanism Ma
and Schneider developed based on density functional theory
(DFT) calculations.** This mechanism aims to describe the
reaction kinetics of both applications despite the widely
differing operating conditions. It consists of 15 reversible
reactions featuring six gas phase species and ten surface
species as shown in Table S2 in the ESI.}

Reaction rates r; (s') are calculated as

=k ][]0 ™
i 1

with the rate constant k; of reaction j (m®> mol™* s™' for
adsorption and s ' else), the concentration c¢; of gas species i
(mol m™), the surface coverage 6, of species 1 (unitless) and
the reaction order v;; (unitless).

For each reaction condition given by a temperature and
the partial pressures of NHj, O,, H,O, NO, N,O and N,
steady state surface coverages are calculated. This is done by
integrating eqn (8) in time until d6,/dt = 0. Gas composition
and temperature are assumed to be constant during this
process. The obtained surface coverages are used in eqn (9)
to calculate steady state source terms §; (mol m™ s™') using
the site density I"which is assumed to be 2.3 x 10™> mol m™.

dé
d_tl = Zvl.j-rj (8)
J

s'i:I"-ZviJ-rj (9)
J

Numerically, integration is performed using MATLAB's
ode15s solver®® with an integration time of 10" s, a relative
tolerance of 10”° and an absolute tolerance of 107°°.

The rate constants for surface reactions kfurf are
calculated as
E .
f_ 4. _TAj
K 7AJ-exp( ﬁ) (10)
kgT
Aj = f82 s (11)
h o g

with the universal gas constant R (J mol™* K'), the
temperature T (K), the activation energy E,; (J mol™) and

This journal is © The Royal Society of Chemistry 2023
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the preexponential factor 4; (s'). Latter is calculated using
transition state theory with the partition functions grg for
transition states and ¢s for initial states as shown in eqn
(11) with the Boltzmann constant kg and the Planck
constant . The partition functions (unitless) are calculated
using the harmonic oscillator model.

Nyip 1
q= rg—l_ exp(_ hv,,)
kgT

with frequencies v obtained by DFT
calculations (s, excluding the imaginary ones, values are
given in Table S3 in the ESIT) of the N,;, vibrational degrees
of freedom. The rate constants for adsorption reactions kj"‘ds
are calculated as

(12)

the vibrational

R-T

_RT
I2mM-RT

e = (13)

with the molecular mass M; (kg mol™) and the sticking
coefficient s,; (unitless). Desorption rate constants kjjes are
calculated using the equilibrium constant K;, as follows.

gds
des _ "
k; s _K—p (14)
AE—-TAS\ RT
Kp = exp(—i)f (15)
RT P

with the energy differences AE (J mol™) obtained by DFT
calculations and the reaction entropies AS (J mol™" K'). Gas
phase entropies are obtained from the NIST database®®
using data from ref. 47 while surface species entropies are
calculated using the harmonic oscillator model as shown in
eqn (16).

hvy,
Nyib kB T

hv
Ssur = R-ZT - ln(l— exp(—k ;)) (16)
n=1 exp (ﬁ) -1 B
B

We chose this mechanism because in contrast to simpler
ammonia oxidation mechanisms considered in our earlier
works'>?¢283% it is more detailed and does not neglect the
consumption of several gas species. In consequence, all
species except NH;, H,O and N, show source terms changing
sign in the range of reaction conditions considered.
Therefore, it is not possible to rely on modeling only strictly
positive source terms and compute all other species source
terms from the atom balance. Rather, at least one species
with sign changing source terms has to be modeled for use
in a reactor simulation. We focus on predicting the source
terms of NH;, N, and N,O.

2.2.2. The input range of the surrogate model. The input
range was chosen to cover typical operating conditions met
in a reactor for the Ostwald process ie., maximal 12%
ammonia in air at up to 5 bar. The input ranges are shown in

React. Chem. Eng., 2023, 8, 2620-2631 | 2623
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Table 2 Input range for reaction conditions (temperature and partial
pressures) which are solved for steady state within the ammonia
oxidation mechanism by Ma and Schneider**

uanti Unit Minimum Maximum Scalin,
g

T K 10° 1.3 x10° Reciprocal
p(NH;) Pa 0.5 6 x 10" Logarithmic
p(0,) Pa 1.25 x 10" 1x10° Logarithmic
p(H,0) Pa 0.5 9 x 10" Logarithmic
p(NO) Pa 0.5 6 x 10" Logarithmic
p(N,0) Pa 0.5 3x10° Logarithmic
Table 2 and are sampled uniformly in the inverse

temperature and the logarithmic partial pressures.

2.3. Neural networks

Neural networks are implemented using PyTorch.*® All
neural networks are fully connected, use tanh activation
and have an equal number of nodes in all hidden layers.
The number of nodes per hidden layer is chosen to meet a
total number of adjustable parameters up to 5000. Hidden
layer weights are initialized using PyTorch's kaiming uniform
function.

2.3.1. Architecture. The proposed neural network
architecture is shown in Fig. 3. It takes the thermo-chemical
state of the reactor simulation consisting of temperature (K)
and partial pressures p; (bar) as input. Those values are
transformed as shown in eqn (17) and (18) and further a
linear transformation is applied which maps the training
data to the interval (-1, 1) (eqn (19)). Since these operations
do not change during training, they can alternatively be done
in a data preprocessing step.

xr=(T/1 K" (17)
x,; = log(pi/1 atm) (18)
Input Transformed Minmax
Layer Input Mapped
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x— min(x
po_Xomint)

max(x) - min(x) (19)

The preprocessed thermo-chemical state is fed to the
hidden layer(s) which are fully connected and use tanh
activation. Per key species (CO and O, for test case 1 and
NH;, N,O and N, for test case 2) we train a separate neural
network with a single output node which contains a latent
representation of the transformed source terms y = asinh (s/
z), see eqn (20). This node uses the inverse of this function z
sinh(y) as activation to restore outputs in the form of the
original source term target values §. The only parameters to
be learned are the weights in and out of the hidden layer(s)
and optionally the parameter z of the sinh activation. To
mimic the behavior of the well-known logarithmic
transformation, we will choose the parameter z in a way that
all modeled rates lie within the logarithmic part of the
function, ie. by assigning it the smallest absolute source
term occurring in the training data.

(20)

2
x
inh =In|= = 1
asinh(x/z) = In z+ (Z) +

When alternatives to the hyperbolic sine function are
discussed, the output activation is replaced by either z-nl™
(), gpow " (3, 1) or exp(y).

In contrast to the latent transformation approach, the
conventional approach computes transformed target values
in a preprocessing step (asinh ($/z) in our case) and uses a
standard fully connected neural network to learn the
transformed target values. Consequently, during training the
differences between exact and estimated transformed values,
e.g. measured by the root-mean-square error of transformed

Hidden
Layer

Latent

Representation Output
N z - sinh(y) D\
(DG

N

Fig. 3 Scheme of the recommended architecture. The neural network takes reaction conditions in form of temperature and partial pressures as
input. Those values are transformed and linearly scaled before being fed into conventional hidden layers with tanh activation. The last layer holds a
single node per gas phase species and contains y, a latent representation of the transformed target values. A hyperbolic sine activation is applied

to obtain outputs in the form of source terms.

2624 | React. Chem. Eng., 2023, 8, 2620-2631
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values, are minimized instead of a typical error metric of
interest like the relative error of the source terms.

Direct modeling means dropping both, the input
transformation in eqn (17) and (18) as well as the output
activation. However, the original steady state source terms
are used as targets.

2.3.2. Mass balance. Due to the mass balance, the source
terms of gas phase species are linearly dependent. Therefore,
it is sufficient to model only the source terms of selected key
species. The net production rates of all other species are
derived via the atom balance. Therefore, the mass balance is
always exactly closed.

For test case 1 we model CO and O, source terms. The
other species are calculated as follows:

Sco, = —Sco (21)
$n, = 280, —$co (22)
Su,0 = —280, +Sco (23)

For test case 2 we model NH;, N, and N,O source terms.
The other species are calculated as follows:

S0 = —1.58Nm, (24)
*§NO = _sNH_; - ZSNZO - 25.N2 (25)
502 = 1255NH; + 0.5$N20 + ‘S:Nz (26)

2.3.3. Data sets. This work uses 35000 input-output pairs
of reaction conditions and resulting steady state source terms
for both test cases. The training set contains 25000, the
validation set contains 5000 and the test set contains another
5000 input-output pairs. Every input-output pair is contained
in only one of the three data sets. The data for the
preferential oxidation test case are identical to the ones used
in our previous work.*

2.3.4. Training. Neural network training is performed
using full batch. The LBFGS algorithm with strong wolfe line
search and an initial learning rate of 1 is used to update
weights during training until the chosen loss evaluated on
the validation set did not reduce over the last 1000 epochs.

We do not perform excessive hyper-parameter tuning as
the focus of this work lies on the general modeling strategy
for steady state source terms.

2.3.5. Error measure. In physics (and chemistry) small
quantities are typically as important as others.”® Therefore,
also slow reactions have to be modeled with high precision
for successful reactor simulations.’® Consequently, we use the
mean absolute relative error (MARE, eqn (27)) of the test set
to measure the performance of the regression models built.

i~ hi (27)

1 N
MARE = —
&l

with the number of points N, the target y and the prediction 4.

This journal is © The Royal Society of Chemistry 2023
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2.3.6. Loss functions. Different loss functions are used
depending on the modeling strategy. The root mean squared
relative loss Z. (eqn (28)) is minimized when source terms
are used as target data.

(28)

The root mean squared absolute loss Z,ps (eqn (29)) of
transformed values is minimized when using transformed
source terms as targets.

Za\bs =

2.4. Hard- and software

Datasets for this work were produced using MATLAB
Version R2021a and a faster fortran-based in-house code.
Neural network training and inference were performed
using PyTorch Version 1.10. Prediction times were measured
using a Ryzen 7 5800X CPU @3800 MHz and a NVIDIA
GFORCE RTX 3070 GPU running Linux Mint 20.3 as an

operating system and averaged over 1000 identical
calculations.

3. Results and discussion

We discuss the proposed latent hyperbolic sine

transformation in detail using the preferential oxidation of
CO as a showcase mechanism. The obtained models are
validated in a plug-flow reactor simulation and compared to
our previous work based on approximating the rates of the
rate-determining steps.”* A DFT-based mechanism for the
ammonia oxidation under conditions of the industrial
Ostwald process is used as a second test case. Finally, we

discuss alternatives to the hyperbolic sine function.

3.1. Test case 1: preferential oxidation of CO

The latent hyperbolic sine transformation will be presented
in detail for the preferential oxidation of CO in the presence
of H, with a platinum catalyst. This system is important in
H, production for fuel cell applications*> and has been the
first detailed surface mechanism modeled with neural
networks in literature.>® It can be described by three global
reactions:

2CO + O, — 2CO,  (CO oxidation)

2H, + O, — 2H,0  (H, oxidation)
CO + H,0 = CO, + H,

(water-gas shift)

React. Chem. Eng., 2023, 8, 2620-2631 | 2625
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Fig. 4 Histogram of the CO source term distribution: (a) in linear scale, and (b) in logarithmic scale.

As the mechanism contains five gas phase species and
three elements, at least 5 — 3 = 2 species source terms must
be modeled to fully describe the reaction progress in the
system. Analogous to the procedure in our previous work>’
we train a separate neural network to model the source terms
of both key species O, and CO each. The net production rates
of all other species are derived via the atom balance.
Therefore, the mass balance is always exactly closed.

The equilibrium of the CO and H, oxidation reactions is
fully on the right side, so that the source term of O, is
negative under all relevant reaction conditions.
Consequently, a logarithmic transformation can be applied
to model the O, source terms.'®'>'71927*% Ag typical for
systems of practical relevance, other species in the
mechanism (including CO) change the sign of their source
term depending on the reaction conditions. For those,
logarithmic transformation cannot be applied in a
meaningful way. We propose the latent hyperbolic sine
transformation, overcoming this limitation. Fig. 4a shows a
histogram of the distribution of CO source term values while
Fig. 4b shows the same data on a logarithmic scale.

3.1.1. Modeling CO source terms. As the well-known
logarithmic transformation cannot be applied to CO source
terms due to the occurrence of negative values, the fallback
approach is to directly model source terms without any
transformation. However, in alignment with the results of
our previous work* standard neural network models of
reasonable size are not suited for capturing the strong non-
linear character of the data. Fig. 5 shows that relative
prediction errors are around 100% or higher. Using the
inverse hyperbolic sine transformation conventionally, i.e. in
a preprocessing step, reduces the prediction errors
considerably. Even better results can be obtained when the
transformation is implemented in a latent fashion, ie.
directly embedded into the neural network. This can be
attributed to the fact that the conventional approach has to
minimize an error measure defined in terms of the
transformed values (see section 5 in the ESIT) while the latent

2626 | React. Chem. Eng., 2023, 8, 2620-2631

approach operates on the original target values and therefore
directly minimizes the relative prediction error. In other
words, the latent transformation approach avoids spending
model capacities on regions that are not important for the
application in reactor simulations.

Fig. 6 shows how the prediction error of the latent
transformation models scales with the number of parameters.
For example, application ready models with relative prediction
errors of 1% can be obtained with 15 nodes each in five hidden
layers (=1000 parameters) and less than 15 minutes of training
time (see Fig. S1 in the ESIf). As neural networks are usually

T T
I direct i
[ conventional
[ latent

1 layer 3 layers 5 layers

Fig. 5 Comparing the CO source term prediction accuracy of
different neural network training strategies on 5000 unseen test data
randomly sampled from the input range of Table 1. Using a standard
feed-forward neural network without data transformation (“direct”
modeling) does not yield accurate results. Using the asinh
transformation conventionally, i.e. in a preprocessing step, reduces the
prediction errors considerably. When the asinh transformation is
implemented in a latent fashion, the models are even more accurate
and yield application ready predictions with relative errors below 1%.
All models contain about 5000 parameters distributed over one (625
nodes), three (48 nodes each) or five hidden layers (34 nodes each)
and were trained with 25000 data points.
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Fig. 6 Relative prediction error of CO source terms dependent of the
total number of learnable parameters in a neural network using the
latent hyperbolic sine transformation.

deployed with orders of magnitude more parameters and layers,
all models used in this work can be considered small. Wan
et al. for example used about 180000 parameters for modeling
chemical kinetics.>

In our previous work we proposed another method dealing
with chemical source terms changing sign by approximating
the rates of the rate-determining step.>® As shown in Fig. S4
in the ESIj it yields more accurate models than the latent
hyperbolic sine transformation proposed in this work. That is
achieved by exploiting detailed insights from a reaction path
analysis. An analysis, however, is not feasible when dealing
with experimental data or highly complex computational
models. In contrast, the latent hyperbolic sine transformation
is designed to work without any previous knowledge about
the mechanism and therefore poses the first method to
obtain accurate and lightweight surrogate models for detailed
surface kinetics when dealing with experimental data or
highly complex computational models.

In summary, the latent hyperbolic sine transformation
works well because of two major points: 1. The inverse
hyperbolic sine transformation brings target data into a
similar order of magnitude and leads to a more linear input-
output relation. 2. Using the transformation in a latent
fashion gives full control over the training objective while
maintaining the advantages of data transformation.

3.1.2. Validation in a plug-flow reactor simulation. We
validate the neural network models by simulating an isobaric
and isothermal plug-flow reactor under conditions of the
preferential oxidation of CO in H, rich environments.
Although the operating conditions are within the range of
the training data, all simulations shown work with purely
unseen data. We used the neural network representations of
CO (34 nodes each in 5 hidden layers (=5000 parameters)
with a relative prediction error on the validation set of about
0.5%) and O, (1 hidden layer with 94 nodes (=750
parameters) and a relative prediction error on the validation

This journal is © The Royal Society of Chemistry 2023
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set of about 0.05%) kinetics to replace the steady state source
term calculations in the reactor simulation as show in eqn
(6). The source terms of all other species are calculated using
the atom balance.

Fig. 7 shows that the concentration profiles obtained from
the neural network models (dotted line) cannot be visually
separated from the exact solution (full lines). The lower part
of Fig. 7 shows, that the relative difference between both
solutions is about 1% or lower. Note however, that
calculating the neural network estimation of the source terms
is approximately 50 000 times faster than evaluating the exact
steady state kinetics, see Table S5 in the ESL{ Using a
consumer grade graphics card for inference increases the
speed-up to 100 000. As the obtained accuracy is well above
that of the kinetic parameters, these results suggest that our
method can be applied to much larger and more complex
reaction mechanisms.

In summary, the neural network models obtained with
latent hyperbolic sine transformation are well suited for
replacing the computationally expensive steady state source
term calculations associated with heterogeneous catalysis.
They yield accurate solutions and speed-up the calculations
by factor 100 000.

3.2. Test case 2: ammonia oxidation in the Ostwald process

To test the generality of the latent hyperbolic sine
transformation approach we apply it to a second detailed
surface mechanism. We consider the DFT-based ammonia
oxidation mechanism from Ma and Schneider*’ for the
Ostwald process under industrially relevant conditions.

Neural networks are used to predict the steady state
source terms as a function of temperature and gas
composition. The training data set covers all industrially
relevant reaction conditions of a medium pressure ammonia
oxidation reactor and contains 25000 samples. As the
mechanism contains six gas phase species and three
elements, at least 6 — 3 = 3 species source terms (e.g. NHz, N,
and N,0) must be modeled to fully describe the reaction
progress in the system.

Since ammonia is burned at high temperatures, NH3
source terms are negative for all training conditions. N,
shows only positive source terms because it is the
thermodynamically favored product. Consequently, NH; and
N, source terms can be modeled using the well-known
logarithmic transformation. For both species a separate
lightweight neural network with 63 nodes in a single hidden
layer (=500 parameters) is trained, resulting in relative
prediction errors around 0.1%.

N,O source terms, however, do change sign and the
logarithmic transformation cannot be applied. Again, using a
standard feed-forward neural network without data
transformation (“direct” modeling) does not yield usable
models as it leads to relative prediction errors near 100%. Using
the asinh transformation in the conventional way increases
accuracy to about 15%. The latent variant of the asinh

React. Chem. Eng., 2023, 8, 2620-2631 | 2627
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Fig. 7 Plug-flow reactor model of the preferential oxidation of CO in H; rich environments at three different temperatures. The upper part shows
CO and O, molar fractions along the reactor length. The neural network solution (dotted lines) cannot be visually separated from the exact
solution (full lines). The lower part shows the relative difference between both solutions. None of the conditions shown were part of the 25000

training data which were randomly sampled from the input range of Table 1. Feed composition and other details are described in section 2.1.3.

transformation performs even better leading to errors near 1%,
see Fig. 8a. See section 2.3.1 for a detailed comparison between
the three modeling approaches.

The neural network models are validated by computing
the product selectivities at Ostwald process conditions and
zero ammonia conversion. None of these conditions are part
of the training data set. Analogous to the original publication

of the mechanism** mass transfer was not considered. The
model based on the newly proposed latent transformation is
in excellent alignment with the results from the full kinetic
model, see Fig. 8b. In contrast, the model based on the
conventional data transformation shows significant
deviations. Most notably it overestimates the N,O selectivity
by an order of magnitude at lower temperatures.

(@ 100} | (b)
X B

& i >, 60F Full Model |
> ‘§ .......... Neural Net
~ = 50F conventional | 4
mg § ) Neural Net

i g 40k latent -

22
. 0
direct conventional latent 1000 1050 1100 1150 1200 1250 1300
T/K

Fig. 8 Comparing different neural network training strategies. All models contain 63 nodes in a single hidden layer (=500 parameters) and were
trained with 25000 data points. (a) Comparing the N,O source term prediction accuracy of different neural network training strategies on 5000
unseen test data randomly sampled from the input range of Table 2. Using a standard feed-forward neural network without data transformation
(“direct” modeling) does not yield accurate results. Using the asinh transformation conventionally, i.e. in a preprocessing step, reduces the
prediction errors to approximately 15%. When the asinh transformation is implemented in a latent fashion, the models yield application ready
predictions with relative errors near 1%. (b) Models are validated by comparing product selectivities at unseen Ostwald process conditions and zero
ammonia conversion (10% NHsz in air at 5 bar). The model using asinh data transformation in the conventional way covers the general trend of
selectivities but fails at lower temperatures. In contrast, the model using the latent asinh transformation is in excellent agreement with the full
model over the whole temperature range. Besides N,O, neural network models of NHz and N, are used to fully describe the reaction progress in
the system and use the well-known logarithmic transformation.
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Overall, the latent asinh transformation allows lightweight
and therefore computationally cheap neural network models
ready for use in reactor simulations.

3.3. Alternatives to the hyperbolic sine

While in this work, we focused on the inverse hyperbolic
sine, there are other functions able to flatten unfavorable
data distributions such as wide-range data changing sign.

The Bi-Symmetric log transformation nl(x) was introduced
by Webber to depict data that cover a wide range of scales
and have both positive and negative components.”>™* It is
defined as

nl(x,z) = sgn(x)-In (1 + ED (30)

with the scale parameter z and the standard mathematical
sign function sgn. Like the asinh, this function approximates
logarithmic behavior for |x| > z. In parallel to this work, the
Bi-Symmetric log transformation has been used by Klumpers
et al. for the representation of catalytic reaction rates by
neural networks.*

Power transformations pose another way to normalize the
skewed distribution of wide-range data that assume both,
positive and negative values. To this end, a generalized n-th
root of x can be defined as

gpow(x, n) = sgn(x)-|x|"" (31)

The three functions asinh(x), nl(x) and gpow(x,n) perform
similarly for CO source term predictions when applied with
the latent approach, see Fig. S5a in the ESL{ However, for O,
source term predictions gpow(x,n) performs significantly
worse than asinh(x), nl(x) and log(x), see Fig. S5b in the ESLf
This might be attributed to the fact, that the logarithmic rate
transformation that is commonly used can be motivated by
the Arrhenius equation and the power law expressions the
rate calculations are based on and might therefore be ideal
for transforming source term data without sign changes.
Consequently, deviating from logarithm-like behavior can be
expected to have a negative effect on accuracy. Since the
adjustable parameter variant did not lead to higher accuracy,
we conclude that the lowest target value occurring in the
training data is a good initial guess for z. However, there
seems to be no obvious initial guess for the parameter n of
the generalized power function. The data shown use n = 12
for CO and n = 18 for O, source terms as these values
provided the most accurate results in an initial testing
phase.

In summary, all three functions studied in this work are
suitable for latent transformation of steady state source terms
changing sign and perform about similar. We suggest using
the inverse hyperbolic sine function to get started as nearly
all numerical libraries provide an efficient implementation.

This journal is © The Royal Society of Chemistry 2023
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4. Conclusions and future work

This work proposes the latent hyperbolic sine transformation
for efficient neural network models of detailed surface
kinetics. As the standard logarithmic transformation is not
applicable to source terms changing sign we introduced the
asinh function that behaves similar to the logarithm but can
deal with negative numbers and zero. Further, we work with
latent (hidden) representations of the transformed data. This
means we embed data transformation directly into the model
instead of the conventional preprocessing of data. This
allows to decouple the error metric optimized during training
from the data transformation and therefore increases the
model accuracy significantly.

The development of the new approach is demonstrated
using two test cases. The first test case is a detailed surface
reaction mechanism describing the oxidation of CO in
presence of H, as well as the water-gas shift reaction. It
includes 5 gas species, 9 surface species, and 36 reactions.
Models are validated by implementing them in plug-flow
reactor simulations. While the neural network-assisted
solution is visually not separable from the exact solution, it is
computed 100000 times faster. Neural network training used
25000 data points and takes less than an hour on a
consumer grade PC.

The second test case is a detailed surface mechanism
based on density functional theory calculations of the
ammonia oxidation on platinum. The latent hyperbolic sine
transformation increases model accuracy significantly and
allows using very small and thus computationally efficient
neural networks in detailed reactor simulations.

In our previous work, we reached similarly good results by
performing a reaction path analysis to exploit the detailed
insights into the reaction mechanism available.”® The present
work, however, can produce accurate models of detailed
surface kinetics without any previous knowledge about the
underlying mechanism.

Currently, there is huge interest in determining kinetic
models directly from experimental data. Especially neural
ODEs>® are promising for generating a representation of the
reaction kinetic ODEs from experimental data directly.>”>°

In accordance with our findings, it is reported that the
parameter z of the inverse hyperbolic sine transformation
(eqn (20)) can substantially affect regression results.’® While
several works developed strategies for finding the best value
others even argue not to use this transformation at all,
emphasizing that the optimal parameter value is not given by
theory.”” In this work we embedded the transformation
function into a neural network. This allows optimizing all
transformation parameters automatically during training and
could potentially be used to identify the optimal parameter
value for related problems like economic analyses.

The concept of latent data transformation is not limited to
neural networks and can be used in all machine learning
methods that allow customizing the loss function. For this
purpose we define the custom loss function Z* that applies
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the inverse of the desired data transformation f'(x) to the
model outputs # before comparing them to the target values
y in the conventional loss function %, see eqn (32). This
approach yields the same results as embedding f'(x) in the
output layer of a neural network but does not allow
optimizing transformation parameters like z from eqn (20)
during training.

Ly, h) =Ly, f () (32)

Overall, the approach proposed in this work will not only
significantly facilitate the application of detailed mechanistic
knowledge in the simulation-based design of realistic
catalytic systems, but it also presents a first step towards
learning detailed surface kinetics directly from experimental
data.
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