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In living systems adaptive regulation requires the presence of nonlinear responses in the underlying

chemical networks. Positive feedbacks, for example, can lead to autocatalytic bursts that provide

switches between two stable states or to oscillatory dynamics. The stereostructure stabilized by

hydrogen bonds provides an enzyme its selectivity, rendering pH regulation essential for its functioning.

For effective control, triggers by small concentration changes play roles where the strength of feedback

is important. Here we show that the interaction of acid–base equilibria with simple reactions with pH-

dependent rate can lead to the emergence of a positive feedback in hydroxide ion concentration during

the hydrolysis of some Schiff bases in the physiological pH range. The underlying reaction network can

also support bistability in an open system.
1 Introduction

Nonlinear responses are essential in reaction networks within
living systems. They provide the mechanism that allows fast
adaptation to stimuli from the environment or control to
maintain a steady state even in the presence of changing
conditions.1 Nonlinear behavior can only be attributed to
systems far from thermodynamic equilibrium, where contin-
uous energy supply exists that can provide the desired dynamic
kinetic stability.2–5 In metabolism and replication,6,7 autocatal-
ysis8,9 plays an important role. This positive feedback is essen-
tial in autocatalytic bursts where the system switches from one
stable state to another,10,11 or in oscillatory cycles.12 The auto-
catalytic nature of a chemical network need not be associated
with a single step in the mechanism, rather it may emerge from
the complexity of the entire network.13,14 The prototype of the
reactions where the initial enantiomer reactant is amplied is
the Soai reaction.15 This chiral autocatalysis is very sensitive to
asymmetric perturbations and has high-order positive feed-
back, which ensures its selectivity even in the presence of
stochastic noise.16,17
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In biologically relevant systems, selectivity originates from
the specic conformation of constituents that are oen deter-
mined by supramolecular interactions present, including
hydrogen bonds.18,19 The activity of species depends on the
extent of protonation, hence in aqueous solution, one can ne
tune the stability of various dynamic states via the pH-
dependent rate coefficients.20,21 With the traditional bottom-
up approach of chemists, the systematic design of chemical
pH oscillators22 has involved strong acids and resulted in
hydrogen ion concentrations well beyond the biologically rele-
vant range. It still remains a challenge to construct milder pH-
driven autocatalytic systems, where concentration changes are
signicantly smaller. This is an essential feature of biochemical
systems where efficiency is crucial, yet sharp bursts between
states are feasible.

Imines are of great importance in supramolecular chemistry
because of the reversibility of their formation from various types
of amines and aldehydes.23 Imine bond formation is utilized to
create gels,24,25 while imine hydrolysis can serve as a basis of
sensors.26 In our work we study the hydrolysis of a class of Schiff
bases where the reaction rate is known to be pH-dependent in
the pH range of 6–8.27–29 With the selection of reactants we
construct a system where several acid–base equilibria are ex-
pected to interact around the physiological pH range. Besides
the experimental study we construct an autocatalytic network
based on elementary steps that drives the system and charac-
terizes the origin of positive feedback.
2 Experimental

We investigated the hydrolysis of two different Schiff bases—
referring them as imine “A” and “B” throughout the text—in
RSC Adv., 2023, 13, 20243–20247 | 20243
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Fig. 1 Net reaction scheme. Studied imine labeled as “A” is with R1: –H
and R2: –CH2OH, while imine “B” is with R1: –CH3 and R2: –CH3.

Fig. 2 Time evolution of the [OH−] for imine “A” with 1 mM reactant
concentration. Initial pH decreases from black to orange: 6.92 (black),
6.59 (red), 6.42 (blue), 6.30 (green), 6.22 (brown), 5.64 (magenta), 5.43
(cyan), 5.35 (orange). Experimental measurements are shown with
solid lines and the simulated curves with dashed lines.
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which they decomposed to the correspondingly structured
aldehydes and amines (see Fig. 1). The imines were synthesized
from analytical grade reagents (Acros Organics); the structure of
the products was conrmed by NMR spectroscopy (see the
ESI†). The experiments were carried out in a beaker, serving as
a batch reactor, containing a pH-electrode to record the pH
change. The electrode was connected via an analog-to-digital
converter to the computer. To maintain homogeneity, we
applied continuous stirring and to avoid solvent evaporation,
the reactor was covered with paralm. The imine was dissolved
in absolute ethanol and added to the appropriate amount of
deionized water containing hydrochloric acid (VWR) in a quan-
tity that in the nal mixture 10 v/v% was the ethanol amount.
The pH was calibrated in separate experiments (see the ESI†).
The initial pH of the reactant mixture was set by adding
different amount of hydrochloric acid to the deionized water
before mixing it with the alcoholic phase.
Fig. 3 Logarithmic plot of tind
−1 vs. [OH−]0. Measurements for imine

“A” are indicated with , for imine “B” with . Straight lines show the
fitting according to eqn (1) for both cases.
3 Results and discussion

From the pH recorded during the experiments, we nd that the
concentration of hydroxide ions increases monotonically. The
temporal process is characterized by a short lag period, which is
followed by a sharp increase (see Fig. 2). Finally the amount of
OH− reaches a constant value, mapping out a sigmoidal curve
for the entire reaction. By decreasing the pH of the reactant
mixture, i.e., increasing the initial concentration of hydrogen
ions, the sigmoidal curve attens: the lag period elongates while
the nal plateau drops due to the overall slowing down of the
reaction. The OH−-dependence of the initial reaction rate can
be inferred from the variation of induction time associated with
the lag period upon the change of reactant pH. In our data set,
induction time (tind) is determined from tting straight lines to
the initial lag period, where the hydroxide concentration is
constant, and to the increasing part of the curve, around the
point of inection. The induction time is the intersection of the
two lines. The reciprocal of induction time is proportional to the
initial rate of the reaction, hence the power law type concen-
tration dependence

tind
−1 f [OH−]0

p (1)

can provide the apparent reaction order with respect to
hydroxide ion (p). The logarithmic plots in Fig. 3 shows the
validity of eqn (1) for both imines.

Since the concentration of the product hydroxide ion
increases during the reaction, the positive exponent (p) can
20244 | RSC Adv., 2023, 13, 20243–20247
indicate a weak positive feedback. Its presence allows the
possibility of autocatalysis within the reaction.

For understanding the dynamics of this reaction network, we
have built a model based on that of Cordes et al.27 for our
experimental conditions. The reactive intermediate carbinol-
amine does not accumulate in signicant amount; therefore, to
eliminate its concentration, a steady-state approximation can
be applied for the description of the slow pH change during the
imine hydrolysis. Hence, the model is expressed for the species
given in Fig. 1. The reactant Schiff base (S) acts as a weak base
according to

Sþ ðH2OÞ ) *
K1

SHþ þOH� k1

k�1
¼ K1 (2)

The hydrolysis of the protonated imine (SH+) follows

SHþ þOH� ����!k2
BþOx (3)
© 2023 The Author(s). Published by the Royal Society of Chemistry
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where B is the amine and Ox is the salicylaldehyde formed. The
produced amine is also a weak base, hence

Bþ ðH2OÞ ) *
K3

BHþ þOH� k3

k�3
¼ K3 (4)

is also considered. The initial reactant mixture is only slightly
acidic, therefore the autoprotolysis of water

ðH2OÞ ) *
Kw

Hþ þOH� k4

k�4
¼ Kw (5)

is also taken into account. In addition, parallel pathways for
reaction in eqn (3), the direct hydrolysis

SHþ þ ðH2OÞ ����!k5
BHþ þOx (6)

and the OH-dependent hydrolysis step of

SþOH� ����!k6
BþOx� (7)

are included, where Ox− is the deprotonated phenolate form of
salicylaldehyde, which acts as a base according to

Ox� þ ðH2OÞ ) *
K7

OxþOH� k7

k�7
¼ K7 (8)

We use dilute solutions, therefore the reverse steps for the
hydrolysis in eqn (3), (6), and (7) are neglected. As we can see,
the reaction network does not contain an explicit autocatalytic
step; it is a coupling of fast acid–base equilibria with slower
hydrolysis reactions that convert the C]N bond of the imine
into C]O bond with the production of an amine.

Eqn (2)–(8) constitute an 8-variable model, for which we have
formulated the governing differential equations (see ESI†). In
order to minimize the number of adjustable parameters, we have
used literature values for Kw and K7= Kw/Ka, where Ka is the acidity
constant of salicylaldehyde (pKa = 8.37).30 The reaction steps
between oppositely charged ions are considered diffusion limited
processes on a signicantly greater time scale. The remaining rate
coefficients have been optimized by nonlinear least-squares tting
to all experimental curves simultaneously for the best match
between the experimental pH measurements and the model
calculations. The details of the optimization are given in the ESI.†
The optimized parameters are listed in Table 1 with the simulated
time curves included in Fig. 2 for imine “A”. Even though our
reaction network is a simple model, for the hydrolysis of imine
“A”, pK3= 4.5± 0.2 (from Table 1) accurately returns the value for
ethanolamine (4.5);30 while for imine “B” the best t has larger
errors (see Fig. S2 in the ESI†), yet the obtained pK3 = 3.7 ± 0.3 is
a good estimate for isopropylamine (3.4).30 By comparing the
estimated values for k2 and k6 in Table 1 that represent the
competition between SH+ and S, we can see that they have the
Table 1 The estimated equilibrium constants and rate coefficients for
the decomposition of imine “A”

K1 = (9.4 � 3.0) × 10−9 M k2 = (6.5 � 1.6) × 103 M−1 s−1

K3 = (3.0 � 1.1) × 10−5 M k5 = (1.36 � 0.01) × 10−2 s−1

k6 = (1.26 � 0.09) × 103 M−1 s−1

k−7 = (4.3 � 1.5) M−1 s−1

© 2023 The Author(s). Published by the Royal Society of Chemistry
same magnitude. The signicant presence of the hydrolysis of the
protonated imine (k5) lowers the apparent order (p) below one,
allowing only a weak positive feedback.

The positive feedback that causes the temporal acceleration
of the process cannot be associated with a single reaction step
within the network, i.e., there is no explicit autocatalytic step
among the reactions in eqn (2)–(8). The autocatalytic nature of
this network originates from the interplay of the individual
reactions. We have reactions that convert imine into amine with
rate dependent on hydroxide ion concentration and, in addi-
tion, in the applied pH range protonation and deprotonation of
the reactant and product come into play. These two existing
features yield the network its autocatalytic characteristics.

For the illustration of these cooperative effects present in the
network, we have constructed a two-variable model which
corresponds to the limiting case where the time scales of the
protonation/deprotonation steps are separated from the slower
hydrolysis steps. Hence we consider fast equilibria for the
former processes which then allows the use of total concen-
trations for imine (ST), amine (BT) and salicylaldehyde (OxT). We
now take the stoichiometry of the reactions in eqn (2)–(8) into
account according to

BT = OxT = ST,0 − ST (9)

where ST,0 is the initial total concentration of the imine with ST
= [S] + [SH+], BT = [B] + [BH+], and OxT = [Ox] + [Ox−]. Eqn (9)
implies that there is only imine in the reactant mixture. This
leaves us the single variable ST in addition to the concentration
of hydroxide ion to formulate the new governing equations as

dST

dt
¼ �ST

K1k5 þ K1k2½OH�� þ k6½OH��2
K1 þ ½OH�� (10)

d½OH��
dt

¼

� ðK1 � K3Þ½OH��
ðK1 þ ½OH��ÞðK3 þ ½OH��Þ þ

½OH��
K7 þ ½OH��

�
dST

dt

1þ K1ST

ðK1 þ ½OH��Þ2 þ
K3ðST;0 � STÞ
ðK3 þ ½OH��Þ2 þ

Kw

½OH��2 þ
K7ðST;0 � STÞ
ðK7 þ ½OH��Þ2

(11)

For more details on the derivation, see ESI.† The usefulness of
the two variable model lies in the formulation of eqn (10) and (11)
which reveal the origin of positive feedback. The sign of the right
hand side of eqn (10) ensures the monotonic decrease of the
reactant imine. The temporal change in the hydroxide ion
concentration according to eqn (11), however, requires K3 > K1 for
hydroxide ion to appear as a product. This is indeed the case
because amines are generally stronger bases than the corre-
sponding imines. Hydroxide ion thus forms in the course of the
reaction and the positive feedback within the entire network
comes from the [OH−]-dependent numerator and denominator in
eqn (11). This dual effect leads to a maximum of hydroxide ion
production in the pH-range of the reaction (see Fig. S3 in the ESI†
for two example scenarios).
RSC Adv., 2023, 13, 20243–20247 | 20245

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra04215d


Fig. 4 (a) Steady state OH− concentrations as a function of flow rate
k0. Solid lines represent the stable branches, while dashed lines the
unstable ones. (b) Phase diagram. The solid line corresponds to the
saddle-node bifurcations.
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An autocatalytic reaction network in an open systemmay result
in two distinct states: the thermodynamic branch that resembles
the product in a closed system and the ow branch that is close to
the reactant mixture fed in. By running our imine hydrolysis in
a continuously-fed stirred reactor, the low- and high-pH steady
state, however do not separate, the pH in the reactor decreases
continuously as the injection rate is increased. This is the result of
the signicant contribution of the [OH−]-independent hydrolytic
step in eqn (6), which is best demonstrated in the numerator of
eqn (10) where the rate of the three parallel pathways appear. The
presence of the [OH−]-independent route in the network brings
the apparent order of autocatalysis below unity (see Fig. 3).

Although the strength of the positive feedback in the presented
experimental system is not sufficient for the appearance of bist-
ability in an open system, the network itself can support the
separation of the thermodynamic and the ow branches. This is
shown by simulations in the 8-variable model of eqn (2)–(8) with
decreasing k5. By attenuating the contribution of the uncatalyzed
hydrolysis, the thermodynamic and ow branches begin to over-
lap as a bistable region is formed for medium injection rates, as
shown in Fig. 4(a) where k0 = Q/V with Q being the volume ow
rate and V the reactor volume. The range of bistability is the widest
in the absence of uncatalyzed hydrolysis. The full extent of the
bistable region wedged between the two states is presented in the
two-dimensional phase diagram of Fig. 4(b). It is important to
point out, however, that the positive feedback due to the [OH−]-
dependent steps in eqn (6) and (7) alone would not be sufficient
to maintain bistability. The presence of the acid–base equilibria
provides the additional feedback to allow the existence of bistable
region wedged between the high-pH thermodynamic branch and
the low-pH ow branch. In an open system, therefore, a burst of
pH-change can be produced when a transition from one state to
the other takes place. The autocatalytic network is signicantly
less sensitive to the actual values of k7 and k−7 because they only
set the time scale for the regeneration of hydroxide ion, since
reactions in eqn (7) and (8) together form a catalytic process. And
indeed, we nd bistability for wide a range of k7 and k−7 values.
4 Conclusion

In this work we studied the hydrolysis of two Schiff bases that is
driven by an autocatalytic network. We have shown that the
positive feedback cannot be attributed to a single reaction
within the network. Instead, it results from the interplay of
20246 | RSC Adv., 2023, 13, 20243–20247
hydroxide concentration dependent reactions and acid–base
equilibria of the reactant imine and the products. Amines are
stronger bases than the imines that produce them, hence there
is an overall hydroxide ion production as well. This is, however,
limited to a narrow pH range because both compounds are
considered weak bases. A thorough analysis of the underlying
reaction network has revealed that the vicinity of the two acid–
base equilibria is, in the end, an essential element in the
positive feedback that enhances nonlinearity. There are parallel
pathways and in the selected imines the uncatalyzed hydrolytic
step hinders the appearance of bistability, yet the network itself
is capable of exhibiting two coexisting stable states in an open
system. In this reaction network the narrow pH range, where
positive feedback can dominate, requires the delicate adjust-
ment of initial pH. The addition of excess strong base would
shi the reaction away from this region and result in the loss of
autocatalytic activity. A buffer could maintain the system at the
appropriate pH, however, it would suppress hydroxide ion
production and hence the positive feedback.

The presented reaction has also demonstrated that positive
feedback leading to bistability can be achieved with only little
production of hydroxide ion. This is due to the proximity of
acid–base equilibria, the ne-tuning of which by the [OH−]-
dependent reactions allows bistability in a biologically rele-
vant pH range. In an open system this can then maintain sharp
bursts, i.e., transitions from one state to the other that are
essential control processes in biochemical systems. In addition,
coupling of this network with a reaction step that can introduce
a negative feedback—by consuming hydroxide ion—may
generate pH oscillations around the neutral zone.
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