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l catalyst deactivation models:
a mini review

Zaidoon M. Shakor*a and Emad N. Al-Shafei *b

Catalyst deactivation is a complex phenomenon and identifying an appropriate deactivation model is a key

effort in the catalytic industry and plays a significant role in catalyst design. Accurate determination of the

catalyst deactivation model is essential for optimizing the catalytic process. Different mechanisms of

catalyst deactivation by coke and metal deposition lead to different deactivation models for catalyst

activity decay. In the rigorous mathematical models of the reactors, the reaction kinetics were coupled

with the deactivation kinetic equation to evaluate the product distribution with respect to conversion

time. Finally, selective and nonselective deactivation kinetic models were designed to identify catalyst

deactivation through the propagation of heterogeneous chemical reactions. Therefore, the present

review discusses the catalyst deactivation models designed for CO2 hydrogenation, Fischer–Tropsch,

biofuels and fossil fuels, which can facilitate the efforts to better represent the catalyst activities in

various catalytic systems.
1. Introduction

All catalytic processes suffer from a decrease in catalytic activity
with operation time which greatly affects process stability and
consequently decreases the yield and selectivity of the desired
products. The time taken by loss of catalyst activity varies from
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a few seconds during the uidized catalytic cracking (FCC)
process to a few years during hydrodesulfurization (HDS).
Accordingly, the rate of catalyst deactivation depends on the
process conditions, catalyst type, reactant concentrations and
contaminant with feed presence.1–3 Catalyst deactivation is
classied by process type as thermal, mechanical, or chemical
and by mechanisms such as fouling,4–6 poisoning,7 vapor
formation, thermal degradation,8 attrition/crushing,9 vapor–
solid and solid–solid reactions.10 The thermal degradation and
poisoning are generally slow and irreversible, whereas coke
fouling is rapid and reversible.11 Catalyst deactivation models
Dr Emad Al-Shafei, a research
consultant at the Research and
Development Center, Saudi
Aramco, Dhahran KSA. He
received a PhD in Chemistry
(Catalysts) from the University
of Hudderseld (United
Kingdom), and an MSc in
Analytical Chemistry, and BSc
Chemistry with Chemical Engi-
neering from the same univer-
sity. His research interest
focused on catalyst development

& characterization, catalytic reaction, industrial catalysts, carbon
dioxide utilization for petrochemicals, dry reforming for decar-
bonization, nano zeolite development, and steam catalytic
cracking for heavy hydrocarbons to olens.

RSC Adv., 2023, 13, 22579–22592 | 22579

http://crossmark.crossref.org/dialog/?doi=10.1039/d3ra02912c&domain=pdf&date_stamp=2023-07-25
http://orcid.org/0000-0003-3832-1056
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra02912c
https://pubs.rsc.org/en/journals/journal/RA
https://pubs.rsc.org/en/journals/journal/RA?issueid=RA013032


RSC Advances Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

/2
3/

20
26

 1
:4

5:
14

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
can be categorized into selective and non-selective models
according to the mechanism of loss of the active sites of the
catalyst. In non-selective deactivation, the rate of active sites
consumption depends on the time-on-stream (TOS) only,
whereas in selective deactivation, the components of the reac-
tion mixture are affected individually by the rate of
consumption/generation of the active sites.

Hundreds of models have been applied to evaluate catalyst
activity in the past eighty years, although some of these models
are simple as a function of time, while others are more
sophisticated as a function of multi deactivation variables.12

Voorhies et al.13 reported a simple power-law correlation for
modeling the catalyst deactivation proportional to the amount
of coke deposited. Similarly, an exponential form of the catalyst
deactivationmodel developed byWeekman et al.14 was designed
to characterize the catalyst activity during gas oil cracking (VGO)
in a xed-bed reactor. Dumez and Froment15 investigated ve
catalyst deactivation models, in which the catalyst deactivation
function was multiplied by the intrinsic reaction rate to esti-
mate the net reaction rate. While a semi-empirical relationship
was studied to determine the dependency of the number of
active sites on the coke content, Devoldere and Froment16

studied four models to characterize catalyst deactivation from
coke formation over K–FeO based catalyst applied at the
industrial scale level for ethylbenzene dehydrogenation. Naza-
rova et al.17 developed a mathematical model for uidized
catalytic cracking (FCC) considering the deactivation of zeolite
catalyst by coke and heavy metals, such as V and Ni. The
exponential form of the catalyst deactivation model was also
studied to correlate the catalyst activity with the coke content.
The instantaneous amount of coke was estimated by solving
a differential equation based on the hydrocarbon conversion
mechanisms. Ebrahimi et al.18 applied a nine-lumped kinetic
model to represent the catalytic cracking of vacuum gas oil
(VGO) and used the exponential formula of time-on-stream
(TOS) and temperature to describe catalyst deactivation. Cor-
dero-Lanzac et al.19 applied a complex reaction networks
methodology of fast catalyst deactivation to simulate the
methanol-to-olens (MTO) process with different reactor
congurations. The proposed deactivation kinetics were found
to depend on the concentrations of the oxygenated and carbon-
containing product in the reaction medium. Shakor et al.20

simulated an industrial scale heavy naphtha reforming process
using a kinetic model involving 32 lumps and 132 reaction
routes and applied rst order for the catalyst deactivation rate.
Despite this observation, the catalytic activity decayed to 59% of
its initial value aer 1225 days of operating.

The deactivation model of a catalyst plays a signicant role
in process simulation, reactor design and control of industrial
catalytic reactors. However, several review papers10,21–25 have
been published in the past few years, and specic experimental
studies on catalyst deactivation for specic chemical processes
have been discussed.26,27 Therefore, the present review discusses
the mathematical models of catalyst deactivation designed for
CO2 hydrogenation, Fischer–Tropsch, biofuels and fossil fuels
which can facilitate efforts for a broader representation to
22580 | RSC Adv., 2023, 13, 22579–22592
comprehend the catalyst activities in current catalytic chemical
processes.
2. Catalyst deactivation models

Catalyst deactivation models are either algebraic or differential
expressions that correlate changes in the catalyst activity with
the reaction. The catalyst activity at any time “t” is equal to
a ratio of the reaction rate at any given time “t” and the reaction
rate applies to fresh catalyst28 as described in eqn (1).

aðtÞ ¼ Reaction rate at timeðt ¼ tÞ
Reaction rate at timeðt ¼ 0Þ (1)

The initial reaction rate was measured at zero time point.
Different models have been proposed in the literature to
represent catalyst deactivation depending on the time-on-
stream (TOS) of hydrocracking catalysts,28 the coke content of
uidized catalytic cracking catalysts,29 the operating conditions
of the Fischer–Tropsch catalyst30 and the reaction mixture with
two-step deactivation of reversible and irreversible models.31

These models are theoretical, empirical, or semi-empirical, and
the most relevant deactivation model is summarized in the
following sections.
2.1 Time dependent catalyst deactivation model

Catalyst activity decays with time, resulting in the reduction of
active sites on the catalyst surface. The time-on-stream deni-
tion has been extensively applied to express approximate
deactivation mechanisms. These expressions utilizes either
exponential or power law and vary in deactivation order and
functionality with respect to the time-on-stream. Voorhies
et al.13 studied catalyst deactivation in uidized catalytic
cracking via coke formation (Fig. 1) and applied the earliest
empirical catalyst activity model described in eqn (2).

a(t) = Atn (2)

The order of catalyst decay depends on the catalyst and
feedstock type.32 Ozawa et al.33 studied PdO/Al2O3 with additive
of La and Nd catalyst deactivation at 850 °C, during CH4

oxidation in a xed-bed reactor at atmospheric pressure. They
observed that the catalyst was deactivated by the rapid trans-
formation of oxidation state from PdO to metallic Pd with slow
Fig. 1 Catalyst deactivation of fluidized catalytic cracking catalysts.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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particle agglomeration. Accordingly, two-term deactivation
mathematical models were attributed to evaluate the catalyst
activity during the reaction as described in eqn (3).

a(t) = r1[1/(1 − a1t)]
n1 + r2[1/(1 − a2t)]

n2 (3)

where “r”, “a” and “n” are constants, subscripts 1 and 2 are the
rapid and slow deactivation species respectively and “t” is time
on a stream. Table 1 lists the catalyst deactivation models based
on the time-on-stream (TOS). The main drawback of these
models is that they do not take into consideration the effects of
the reaction temperature, pressure and amount of coke formed
over the catalyst.34 This type of deactivation model is appro-
priate for systems with fast catalyst deactivation such as uid-
ized catalytic cracking catalysts35–38 and catalyst used for biofuel
from biomass fermentation.39 The catalyst activity depends
more on the effect of the deactivation rate over time, than on the
temperature and reactant concentrations.

2.2 Temperature dependent catalyst deactivation model

Catalyst deactivation increases with time and temperature
during catalytic reactions. Subsequently, increasing the severity
of the reaction system leads to faster coke deposition and
catalyst deactivation, in which temperature has the strongest
effect on the reaction rate and consequently catalyst deactiva-
tion. The exponential function is shown in eqn (4) has rarely
been used to model the deactivation of uidized catalytic
cracking and biomass-derived chemical.18,43 Whereas the cata-
lyst deactivation coefficient (a) attributes as a function of
temperature using the Arrhenius-type as described in eqn (5).
The Arrhenius-type expression was used to express the effect of
temperature on the catalyst deactivation coefficient as shown in
eqn (6).

a = aoe
−atos (4)

a ¼ aoe
�

�
Ea

RT

�
(5)
Table 1 Time dependent catalyst deactivation model of fuel catalyst sys

Deactivation
model Catalyst TOSa Reactor Type

a = Atn Silica–alumina 300 min Fixed bed reactor
a = atos

−n FCC catalyst 0–4 s Riser reactor

a ¼ 1

1þ btosn
FCC catalyst ntb Commercial uidize

cracking reactor
FCC catalyst 0–5 s Industrial uidized

cracking reactor
a = e−atos Ni/MgO 18 h Fixed bed reactor

HZSM-5, beta, and Y-
zeolite

ntb Fluidized bed reacto

a ¼ e�atos
n FCC catalyst 0.03–0.09

s
Plug ow reactor

Pt-based catalyst 40 h Membrane reactor
a = exp(−kdt) Pd/MWCNT + HZSM-5 5 h Plug ow reactor

a TOS: time-on-stream. b Not reported.

© 2023 The Author(s). Published by the Royal Society of Chemistry
kd ¼ kdoexp

��Ed

RT

�
(6)

A generalized power-law model (eqn (7)) has been extensively
applied to represent catalyst deactivation.44–49 Accordingly, by
taken deactivation power as either a “1” or “2” through inte-
gration eqn (7), the algebraic expressions for catalyst activity can
be achieved as shown in eqn (8) and (9) respectively:

�da

dt
¼ kda

n (7)

a = e−kdt for n = 1 (8)

a ¼ 1

1þ kdt
for n ¼ 2 (9)

In addition, Chen and Lua50 added the term residence time to
the power-law deactivation model as shown in eqn (10). Bar-
tholomew51 conrmed that a generalized power-law expression
(GPLE) with residual activity was represented by catalyst deac-
tivation, which was enhanced compared to the power-law
expression. The GPLE catalyst deactivation model is shown in
eqn (11), and has been proposed by several authors, mainly for
Fe–Co oxide catalysts in Fischer–Tropsch which deactivated
from carbidization, change of metal oxidation state and carbon
formation during hydrogenation reactions.51–54

da

dt
¼ �kdoe

�
�

Ed

RT

�
antR

m (10)

da

dt
¼ �kd

�
a� aeq

�m
(11)

Residual activity “aeq” is achieved when a balance is estab-
lished between the rate of deactivation and the rate of self-
generation for active sites.55 Accordingly, the deactivation
model derived by Honken,56 shown in eqn (12), was found to be
tems

Reaction system Reference

Catalytic cracking of gas oils Voorhies13

Gas oil cracking Theologos &
Markatos35

d catalytic Vacuum gas oil cracking Rainer et al.36

catalytic Catalytic cracking of vacuum
residue

Olafadehan, et al.37

Hexane reforming Truno & Arena40

r Catalytic pyrolysis of gas oils Zhang et al.38

Gas oil cracking Hagelberg et al.41

Propane dehydrogenation Ricca et al.42

Biofuel: biomass fermentation Jadon et al.39

RSC Adv., 2023, 13, 22579–22592 | 22581

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra02912c


T
ab

le
2

T
e
m
p
e
ra
tu
re

d
e
p
e
n
d
e
n
t
ca

ta
ly
st

d
e
ac

ti
va
ti
o
n
m
o
d
e
l

D
ef
er
en

ti
al

fo
rm

In
te
gr
al

fo
rm

C
at
al
ys
t

T
O
S

R
ea
ct
or

ty
pe

R
ea
ct
io
n

R
ef
er
en

ce

n
ta

a
=

e−
a
t o

s
FC

C
ca
ta
ly
st

90
s

Fi
xe
d
be

d
re
ac
to
r

V
G
O

ca
ta
ly
ti
c
cr
ac
ki
n
g

E
br
ah

im
i
et

al
.1
8

a
¼

a
o
e�� E

a

R
T

�
FC

C
ca
ta
ly
st

n
ta

Fi
xe
d
an

d

ui
di
ze
d
be

d
V
G
O

py
ro
ly
si
s

N
ai
k
et

al
.4
3

n
ta

a
=

(1
−

k d
t)

Pt
/A
l 2
O
3

n
ta

Fi
xe
d
be

d
re
ac
to
r

D
eh

yd
ro
ge
n
at
io
n
m
et
h
yl
cy
cl
oh

ex
an

e
U
sm

an
et

al
.6
9

�d
a d
t
¼

k
d
a

a
=

e−
k d
t

Pt
–S
n
/A
l 2
O
3

10
0
h

Fi
xe
d
be

d
re
ac
to
r

Pr
op

an
e
de

h
yd

ro
ge
n
at
io
n

Za
n
ge
n
eh

et
al
.4
4

n
ta

10
–1
00

00
h

Pa
ck
ed

-b
ed

re
ac
to
r

H
yd

ro
ge
n
at
io
n
of

C
O
2

Su
n
et

al
.4
5

FC
C
ca
ta
ly
st

2–
10

s
FC

C
re
ac
to
r

V
ac
uu

m
ga

s
oi
l
(V
G
O
)
ca
ta
ly
ti
c

cr
ac
ki
n
g

Sa
n
i
et

al
.4
6

T
S-
1/
Si
O
2

1–
24

h
Fi
xe
d-
be

d
re
ac
to
r

E
po

xi
da

ti
on

of
al
ly
l
ch

lo
ri
de

w
it
h

h
yd

ro
ge
n
pe

ro
xi
de

Li
n
et

al
.4
7

n
ta

n
ta

Fi
xe
d-
be

d
re
ac
to
r

E
th
an

ol
de

h
yd

ra
ti
on

D
em

un
er

et
al
.4
8

Pt
/A
l 2
O
3

12
25

da
y

Fi
xe
d
be

d
re
ac
to
r

H
ea
vy

n
ap

h
th
a
re
fo
rm

in
g

Sh
ak

or
et

al
.2
0

�d
a d
t
¼

k
d
a
2

a
¼

1

1
þ
k
d
t

Pd
–A

g/
a-
A
l 2
O
3

12
0
h

Fi
xe
d
be

d
re
ac
to
r

Se
le
ct
iv
e
h
yd

ro
ge
n
at
io
n
of

ac
et
yl
en

e
to

et
h
yl
en

e
R
av
an

ch
i
et

al
.4
9

�d
a d
t
¼

k
d
a
2

a
¼

1

1
þ
k
d
t

C
u/
A
C

12
h

Fi
xe
d
be

d
re
ac
to
r

A
ce
ty
le
n
e
h
yd

ro
ch

lo
ri
n
at
io
n

X
u
et

al
.7
0

n
ta

a
¼

1

ð1
þ
k
d
tÞm

N
iM

o/
A
l 2
O
3

0–
55

0
h

C
on

ti
n
uo

us
st
ir
re
d

ta
n
k
ba

sk
et

re
ac
to
r
(C
ST

B
R
)

H
yd

ro
cr
ac
ki
n
g
of

h
ea
vy

oi
l

M
ar
t́ı
n
ez

an
d
A
n
ch

ey
ta

6
7

�d
a d
t
¼

k
d
a
n

a
ðtÞ

¼
½1
þ
k
d
ðn

�
1
Þt�

�1 n
�1

H
2
O
2
w
it
h
T
S-
1/
Si
O
2

0–
50

h
Fi
xe
d-
be

d
re
ac
to
r

Li
qu

id
ph

as
e
pr
op

yl
en

e
ep

ox
id
at
io
n

Fe
n
g
et

al
.7
1

N
an

oc
ry
st
al
li
n
e

ze
ol
it
e
be

ta
0–
6
h

Fi
xe
d-
be

d
m
ic
ro
-r
ea
ct
or

C
at
al
yt
ic

cr
ac
ki
n
g
of

us
ed

pa
lm

oi
l

T
au


qu

rr
ah

m
i
et

al
.7
2

Pd
/c
ar
bo

n
0–
40

0
Fi
xe
d
be

d
re
ac
to
r

C
ru
de

te
re
ph

th
al
ic

ac
id

h
yd

ro
-

pu
ri

ca
ti
on

Li
et

al
.7
3

N
i–
A
l
ox
id
e

0–
16

5
h

Fi
xe
d
be

d
re
ac
to
rs

C
O
2
m
et
h
an

at
io
n

E
w
al
d
et

al
.6
5

br
ew

er
's
sp

en
t

ye
as
t
(B
SY

)
12

0
m
in

B
at
ch

re
ac
to
r

B
io
di
es
el

pr
od

uc
ti
on

fr
om

FF
A

A
ru
m
ug

am
ur
th
y
et

al
.6
6

N
i
ba

se
d
ca
ta
ly
st

0–
90

0
da

y
M
em

br
an

e
re
fo
rm

er
M
et
h
an

e
re
fo
rm

in
g

Jo
ka

r
et

al
.7
4

N
i/
A
l 2
O
3

0–
10

0
h

Fi
xe
d
be

d
re
ac
to
rs

C
O
2
m
et
h
an

at
io
n

M
or
os
an

u
et

al
.7
5

H
Y
-z
eo

li
te
s

5
m
in

Pa
ck
ed

be
d
re
ac
to
r

D
eh

yd
ra
ti
on

of
gl
yc
er
ol

to
ac
ro
le
in

Pa
la
-R
os
as

et
al
.7
6

d
a dt
¼

�k
do
e�� E

d
R
T

� a
n
t R

m

n
ta

SB
A
-1
5

50
0
m
in

Fi
xe
d
be

d
re
ac
to
r

M
et
h
an

e
de

co
m
po

si
ti
on

C
h
en

an
d
Lu

a5
0

�d
a d
t
¼

k
d
ða

�
a
N
Þn

n
ta

Pt
/A
l 2
O
3

0–
35

0
h

n
ta

n
ta

B
ar
th
ol
om

ew
5
1

�d
a d
t
¼

k
d
ða

�
a
N
Þ

a
=

a N
+
(1

−
a N

)e
−k

d
t

C
ob

al
t
ba

se
d
ca
ta
ly
st

0–
10

00
h

B
ub

bl
e-
co
lu
m
n
re
ac
to
r

Fi
sc
h
er
–T

ro
ps

ch
A
rg
yl
e
et

al
.5
2

C
h
ir
al

0–
24

2.
2
h

B
at
ch

re
ac
to
r

H
yd

ro
ge
n
at
io
n
of

ac
et
op

h
en

on
e

R
ue

la
s-
Le

yv
a
&
Fu

en
te
s5

3

�d
a d
t
¼

k
d
ða

�
a
N
Þ2

a
¼

1

�k
d
t
þ

1

ð1
�
a
N
Þþ

a
ss

Fe
/A
l 2
O
3

0–
13

00
h

Sl
ur
ry

bu
bb

le
co
lu
m
n

re
ac
to
r

Fi
sc
h
er
–T

ro
ps

ch
G
h
of
ra
n
et

al
.5
4

�d
a d
t
¼

k
do
e�

E
d

R

� 1 T
�

1 T
R

� a
5

n
ta

C
u
O
/Z
n
O
/A
l 2
O
3

n
ta

n
ta

n
ta

H
on

ke
n
5
6

�d
a d
t
¼

k
do
e�

E
d

R

� 1 T
�

1 T
R

� a
7

n
ta

Pt
/R
e/
A
l 2
O
3

0–
80

0
da

y
Sp

h
er
ic
al

pa
ck
ed

-b
ed

re
ac
to
r

N
ap

h
th
a
re
fo
rm

in
g

R
ah

im
po

ur
et

al
.6
4

n
ta

Pt
/R
e/
A
l 2
O
3

0–
80

0
da

y
Sp

h
er
ic
al

pa
ck
ed

-b
ed

re
ac
to
r

N
ap

h
th
a
re
fo
rm

in
g

Ir
an

sh
ah

i
et

al
.6
8

a
N
ot

re
po

rt
ed

.

22582 | RSC Adv., 2023, 13, 22579–22592 © 2023 The Author(s). Published by the Royal Society of Chemistry

RSC Advances Review

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

/2
3/

20
26

 1
:4

5:
14

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ra02912c


Review RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

/2
3/

20
26

 1
:4

5:
14

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
suitable for representing the catalyst deactivation in many
industrial scale applications.57–63 Rahimpour et al.64 applied
a seventh-order catalyst deactivation model to study the
dynamic catalyst deactivation from carbonic coke formation
during naphtha reforming reactions at 502–504 °C and pressure
34–37 bar, in which carried out in a radial ow spherical reactor
as shown in eqn (13).

�da

dt
¼ kdoexp

�
Ed

R

�
1

To

� 1

T

��
a5 (12)

�da

dt
¼ kdoexp

�
Ed

R

�
1

To

� 1

T

��
a7 (13)

Temperature dependent catalyst deactivation models are
presented in Table 2. These models are algebraic and/or
differential forms of catalyst deactivation and are applied to
deactivation of nickel catalyst from coke during CO2 hydroge-
nation to methane,65 biofuel,66 iron and cobalt in the Fischer–
Tropsch52 catalytic deactivation reactions. For dynamic
processes, the differential arrangements of the catalyst deacti-
vation model of reforming20 and hydrocracking catalysts67 are
slightly more accurate than those of algebraic route because
these models represent instantaneous changes in catalyst
activity.64,68
2.3 Coke formation dependent catalyst deactivation model

Coke deposition has been proven to be the main reason for
catalyst deactivation in catalytic industrial processes, owing to
the blocking of the active pore sites of the catalyst. The coke
formation rate in the catalyst depends on the feed composition,
reaction conditions (516–568 °C) and time-on-stream of
propane dehydrogenation at atmospheric pressure using Pt/Al
and Pt–Sn/Al oxide catalysts.77 Coking at low temperatures was
found to result in higher coke accumulation during catalytic
cracking over b-zeolite catalyst at reaction temperature 400–
500 °C, used for biofuel than that at higher temperatures, and
the lower temperature conversion was attributed to the higher
rate of condensation of coke components.72 Catalyst deactiva-
tion by coke formation, occurs through a reversible or an irre-
versible mechanism. The presence of hydrogen in the naphtha
reformer unit operated at 507–548 °C and pressure 1.5 bar,
contributes to the removal of reversible coke and anticipated to
decrease the catalyst deactivation rate.78

A modern catalytic cracking model uses a negative expo-
nential function to represent the uidized catalytic cracking of
zeolite catalyst and coke deactivation.79–82 The coke content has
an inverse effect on the active pore sites inside the catalyst
particles. Therefore, several researchers have studied the rela-
tionship between catalyst activity and coke content over Ni–Ce/
Al oxide as dry reforming catalysts, as shown in eqn (14).83–85

Froment et al.26 described dependence of the catalyst activity on
the coke formation during 1-butene dehydrogenation at 560–
600 °C as shown in eqn (15). Additionally, Dumez and Fro-
ment15 proposed ve forms of deactivation function depends on
carbon content over 20% Cr/Al oxide catalyst for the
© 2023 The Author(s). Published by the Royal Society of Chemistry
dehydrogenation of 1-butene to butadiene at 490–600 °C and
pressure 0.2–2.7 bar, these deactivation forms are shown in eqn
(17)–(21).

a ¼
�
1� Cc

Cc;max

�2

(14)

a ¼ Cc;max � Cc

Cc;max

(15)

a = 1/(1 + aCC)
n (16)

a = exp(−aCC) (17)

a = 1 − aCC (18)

a = (1 − aCC)
2 (19)

a = 1/(1 + aCC) (20)

a = 1/(1 + aCC)
2 (21)

Zavarukhin and Kuvshinov86 proposed a mathematical
model to describe the kinetics and catalyst deactivation of the
formation of nanobrous carbon from a mixture of methane
and hydrogen over a highly loaded nickel catalyst (90 wt% Ni–
Al2O3) at conversion temperature 490–590 °C and atmospheric
pressure. They approximated catalytic activity for coke forma-
tion using a parabolic formula as described in eqn (22). A
simulation on the model proposed by Nayak et al.87 was done to
evaluate the performance of a uidized catalytic cracking riser
reactor using four to ten lump models. The catalyst activity was
related to the coke deposition on catalyst using eqn (23). Gao
et al.88 proposed an eight-lump kinetic model to estimate the
process performance of vacuum residue (VR) catalytic cracking
at temperature 460–520 °C and WHSV of 15 h−1. A deactivation
expression dependent on the catalyst coke content (Cc) was
adopted as shown in eqn (24). Xiong et al.89 developed a novel
six-lump kinetic model including catalyst deactivation to
determine the cracking performance of a uidized catalytic
cracking process at temperature 460–540 °C, catalyst/oil ration
4–10, and WHSV of 5–30 h−1. The catalytic activity was modeled
based on the coking content using eqn (24).

a ¼ 1�
�

Cc

Cc;max

�2

(22)

a ¼ Aþ 1

Aþ expðBCcÞ (23)

a = (1 + bCc)
−m (24)

Barghi and Karimzadeh90 proposed a kinetic model for the
catalytic cracking at 565–635 °C in presence and absence of
steam at atmospheric pressure of liqueed petroleum gas (LPG)
conversion to olen and aromatics using ZnO incorporated into
a ZSM-5 catalyst. The deactivation model was extended to
include coke formation, metal sintering, delamination of the
RSC Adv., 2023, 13, 22579–22592 | 22583
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Table 3 Catalyst deactivation dependent on coke formation of fuel and dehydrogenation catalyst systems

Deactivation expression Catalyst type TOS Reactor type reaction Reference

a = exp(−aCC) Cr2O3–Al2O3 nta Fixed bed reactor i-Butene dehydrogenation Dumez and Froment15

a = 1 − aCC

a = (1 − aCC)
2

a = 1/(1 + aCC)
a = 1/(1 + aCC)

2

a ¼ a

ð1þ btcgÞPm
FCC catalyst 1.25–5 min Fluidized dense-bed

reactor
Hydrocarbons cracking Jacob et al.95

a ¼ Bþ 1

Bþ expðACcÞ
nta 20–40 h Plug ow model Vacuum gasoil cracking Martin et al.96

a ¼ tc
n

Cc
m

Zeolite 0–10 s Fluidized regenerator
and riser cracker

FCC Arandes and Lasa60

a ¼ Bþ 1

Bþ expðACcÞ
FCC catalyst nta FCC riser reactors Vacuum gas oil cracking Nayak et al.87

a = exp(−aCc) Pt–Sn/–Al2O3 1–10 day Tubular quartz reactor Propane dehydrogenation Niknaddaf et al.97

a = (1 +bCc)
−m nta 1–40 s Fluidized bed reactor Catalytic cracking of vacuum

residue
Gao et al.88

a = (1 + aCc)
−b FCC catalyst nta Fluidized bed Catalytic cracking of heavy oil Xiong et al.89

a = Ao exp(−A1Cc) Y and ZSM-5 nta Riser reactor Vacuum gasoil cracking Ivanchina et al.91

�da
dt

¼ kdoe
�
�

Ed
RT

�
anCm

CHZ-4 50 min Fixed bed reactor Biomass fast pyrolysis oil Wan et al.93

�da
dt

¼ kdoe
�
�

Ed
RT

�
anCm

Cr2O3/Al2O3

catalyst
nta Moving bed reactor Propane dehydrogenation Ghodasara, et al.98

�da
dt

¼ kdoe
�
�

Ed
RT

�
anCm

Pd–Ag supported
a-Al2O3

800 day Packed bed reactor Acetylene hydrogenation Dehghani et al.99

a = Ao exp(−A1Cc) nta 4.5 s Plug ow reactor Catalytic cracking of vacuum
distillate and residual feedstock

Nazarova et al.100

a = exp(−Kdt) Ni/ZrO2 60 min Tubular packed-bed
reactor

Deoxygenation of palm oil to
produce green diesel

Hafeez et al.94

kd ¼ kdoe
�
�

Ed
RT

�
a = Ao exp(−A1Cc) nta 4.5 s Riser reactor Vacuum gasoil cracking Nazarova et al.17

a Not reported.
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zeolite framework and steam effect, and the overall catalyst
activity as shown in eqn (25). Ivanchina et al.91 developed
a mathematical model for the uidized catalytic cracking
process at 495–542 °C, the pressure is 0.08–0.2 MPa, consid-
ering the feedstock composition and catalyst deactivation by
coke. The catalytic activity was attributed to primary (aY) and
secondary (aZSM-5) reactions during catalytic cracking as
described by the exponential dependence in eqn (26) and (27).

a = 1 − dcoke − dsintering − ddealumination (25)

aY = Ao exp(−a1CC) (26)

aZSM-5 = Ao exp(−a2CC) (27)

The catalyst deactivation model dependent on coke forma-
tion cannot predict catalyst activity decay with a high level of
accuracy.92 Table 3 summarizes the most important models
attributed to catalyst deactivation including CHZ-4 (ref. 93) and
Ni/ZrO2 (ref. 94) used for biofuels which a dependent on coke
formation.
22584 | RSC Adv., 2023, 13, 22579–22592
2.4 Reactant dependent catalyst deactivation model

The selective catalyst deactivation was model attributed to an
individual effects of the reaction mixture composition,
temperature and time (Fig. 2). Gayubo et al.101 proposed a cata-
lyst deactivation expression for methanol-to-olen (MTO)
conversion over ZSM-5 zeolite from coke; the process consid-
ered ethylene concentration as a precursor in the temperature
Fig. 2 Selective catalyst deactivation model.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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range 400–500 °C. Aguayo et al.102 applied a deactivation model
that considered the effect of lump concentration on the coke
formation rate at 360–420 °C and contact time between 0.01–
0.15 g h−1, over the ZSM-5 zeolite catalyst used for methanol-to-
gasoline (MTG) conversion as shown in eqn (28). They demon-
strated that the selective deactivation model provided a better
representation of the practical results than the empirical model,
which did not account for the composition effect upon
deactivation.

�da

dt
¼ ðkdAXA þ kdCXC þ kdDXDÞa (28)

Commercial Fischer–Tropsch processes operate at relatively
moderate temperatures and pressures. The carbidization, sin-
tering and change of oxidation state cobalt catalysts are the
most signicant deactivation associated with cobalt-based
catalysts.52 Although Pour et al.30 studied the deactivation
kinetics, bulk and nano-structured catalysts prepared by the
micro-emulsion method of an iron-based catalyst were applied
for Fischer–Tropsch synthesis (FTS). The generalized power-law
expression (GPLE), rd = kd(a − aN)m was applied to t the
experimental data of catalyst deactivation rate tested at pressure
17 bar conversion temperature 270–310 °C. Pour et al.103

proposed a different deactivation mechanism to represent the
deactivation of a Co-based catalyst supported on carbon nano-
tubes (CNTs) applied in the Fischer–Tropsch process at pres-
sure 20 bar and temperature 220 °C. They observed that water
was the most important deactivating component in Co-based
catalysts; therefore, they considered the partial pressure of
water in the deactivation kinetic equation. The rate of catalyst
Table 4 Catalyst deactivation dependent on coke formation

Differential form Catalyst TOS Rea

�da
dt

¼ ðkdAXA þ kdCXC þ kdDXDÞa HZSM-5 zeolite 10 h Fixe
bed

�da
dt

¼ kdXW
nam

HZSM-5 2 h Fixe

�da
dt

¼ kdPi
nða� assÞm Fe/Cu/La 105 h Sem

�da
dt

¼ kdKP
2C2a2

AuAl2O3 0–440 h Plu

�da
dt

¼ kdPW
nða� assÞm Co/CNTs 430 h Fixe

�da
dt

¼ kdPia
dqd, qd ¼ 1

1þ KdPW

HZSM-5 18 h Iso
rea

�da
dt

¼ kdXBO
2a2:5

HZSM-5 5 h Flu

da
dt

¼ �kdan1PCH3OH
n2 Fe–Mo 353 days Pac

�da
dt

¼ kdðPDME þ PCH3OHÞ
1þ kH2OPH2O

a
CuO/ZnO/Al2O3 50 h Fixe

�da
dt

¼ kdxCnHmOk
a

Commercial Ni/
Al2O3

2 h Flu

�da
dt

¼ aðaPM þ bPAÞ HZSM-5 9–25 h Fixe

�da
dt

¼ kdðPMeOH þ PDMEÞqda CuO–ZnO–ZrO2/
SAPO-11

48 h Fixe

�da
dt

¼ b1ðPM þ 2PDMEÞb2PA
b3PW

�b4ab5
HZSM-5 40 h Fixe

© 2023 The Author(s). Published by the Royal Society of Chemistry
deactivation was dependent on the catalyst activity decreasing
rate (a − aN) as shown in eqn (29).

�da

dt
¼ kdPW

mða� aNÞn (29)

Centeno et al.104 considered both carbon and metal deposi-
tion in a deactivation model to t the experimental result of
different gas oil feedstocks for the hydrotreating process over
NiMo/Al oxide in a bench-scale reactor. The experiments were
conducted at 380, 400 and 420 °C while sulfur, metal and
asphaltene content were analyzed every 10 h during 240 h of
time-on-stream (TOS). They observed a good agreement
between the experimental and practical deactivation results,
whereas the asphaltene content had a signicant impact on
catalyst deactivation. Table 4 summarizes the most important
models for integrating complex catalyst deactivation dependent
on coke formation. Similarly, the model has also been applied
to ZSM-5 zeolite from coke used for steam catalytic reforming at
550–700 °C and steam/carbon ratio of 1.5–6.0,105 coke over Ni/Al
oxide for catalytic biomass pyrolysis at 600–700 °C and steam/
biomass ratio 1.6–12.5, for biofuel production,106 and CO2/CO
hydrogenation using a Cu–Zn–Zr/SAPO-11 catalyst for the
Fischer–Tropsch process at temperature 250–325 °C and 10–50
bar.107
2.5 Deactivation model with residual activity

Depending on the mechanism, catalyst deactivation can be
reversible or irreversible under various condition.114 Catalyst
deactivation by coke is a reversible process while catalyst
ctor type Reaction system Reference

d and uidized
reactor

Methanol to gasoline Aguayo et al.102

d-bed reactor Methanol to olen Gayubo et al.101

i-batch reactor Fischer–Tropsch Pour et al.30

g-ow reactor Pentene isomerization Solkina et al.108

d-bed reactor Fischer–Tropsch Pour et al.103

thermal xed bed
ctor

Dimethyl ether (DME) to
olens

Pérez-Uriarte et al.109

idized bed reactor Steam reforming of bio-oil Gayubo et al.105

ked bed reactor Formaldehyde production Braz et al.110

d-bed reactor Synthesis of dimethyl ether
from syngas

Peláez et al.111

idized bed reactor Biomass pyrolysis Arregi et al.106

d-bed reactor Methanol to aromatic Li et al.112

d-bed reactor CO2 + CO hydrogenation to
dimethyl ether (DME)

Ateka et al.107

d-bed reactor Methanol to olen Li et al.113

RSC Adv., 2023, 13, 22579–22592 | 22585
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poisoning by heavy metals (Ni and V) is irreversible.11 Garetto
et al.115 studied the deactivation-regeneration mechanism of
a Pt/Al oxide catalyst during hydrodechlorination at tempera-
ture 100–130 °C and pressure 2 and 10 bar of carbon tetra-
chloride. The catalyst deactivation–regeneration model
considers the inuence of the process operating conditions on
catalyst deactivation, as shown in eqn (30), whereas the indi-
vidual rate of deactivation-regeneration was evaluated using
eqn (31) and (32):

�da

dt
¼ jda

d � jr

�
a� adm

�
(30)

jd = kdPCTC
ndPHH2

md (31)

jr = krPCTC
nrPHH2

mr (32)

Zambrano et al.85 considered ve expressions as shown in
eqn (33)–(37) to represent the Ni–Ce/Al oxide catalyst deactiva-
tion for methane dry reforming with CO2 at temperature 475–
550 °C and space time between 0.5–2 g h mol−1. The best t was
obtained for the residual activity because of the competition
between coke formation and coke removal as described in eqn
(35).

�da

dt
¼ jda

d (33)

�da

dt
¼ jda

d � jr (34)

�da

dt
¼ jda

d � jra
dm (35)

�da

dt
¼ jda

m�1=m � jr

�
a1=m � as

1=m
�h

(36)

�da

dt
¼ jda

d � jra
dm þ jra (37)

Rimaz et al.116 successfully tted an experimental data on
propane conversion over a Pt–Ge/Al oxide catalyst for propane
dehydrogenation vs. 24 h time-on-stream at 500–600 °C using
Table 5 Catalyst deactivation dependent with residual activity

Deactivation model Catalyst TOS React

�da
dt

¼ jda
d � jra

dm þ jra
Commercial
silica–alumina

0–90 min Fixed

�da
dt

¼ jda
d � jrða� admÞ Pt/Al2O3 0–260 min Fixed

�da
dt

¼ jda
3=2 � jra

1=2 Ni–Ce/Al2O3 4 h Fixed

jd ¼ Kd1PCH4

2 þ Kd2PH2
2PCo

2

ð1þ Kd3PCO2Þ
jr = Kr1PCO2

2

�da
dt

¼ jda� jrð1� aÞ Fe nanoparticles 2 h Fixed

22586 | RSC Adv., 2023, 13, 22579–22592
a deactivation model with residual activity (DMRA) (eqn
(38)–(41)).

�da

dt
¼ jda

3=2 � jra
1=2 (38)

jd ¼
Kd1PCH4

2 þ Kd2PH2

2PCo
2

ð1þ Kd3PCO2
Þ (39)

jr = Kr1PCO2

2 (40)

�da

dt
¼ jda� jr

ffiffiffi
a

p
(41)

The simplest DMRA model, was used by Cazana et al.117 to
express the catalyst activity behavior during the preparation of
graphene-related material grown on stainless steel foams at
800–950 °C with methane feed between 3.6–42.9 mol%, via the
catalytic decomposition of methane, as shown in eqn (42):

�da

dt
¼ jda� jrð1� aÞ (42)

Gromotka et al.12 integrated three-factor kinetic equations
for catalyst deactivation in terms of the apparent kinetic
parameters. Three factors were applied: (1) the main catalytic
cycle; (2) one-step reversible deactivation; and (3) one-
directional irreversible deactivation from organic species accu-
mulation. The obtained equation successfully applied to
describe the reversible catalyst deactivation between 150–250 °C
during the dehydration of acetaldehyde over a TiO2 catalyst.
Table 5 illustrates the catalyst-deactivation dependent model
for a catalyst with residual activity.

Overall, temperature is the most effective variable for the
reaction rate, and can be considered the strongest variable
affecting the rate of catalysts deactivation or regeneration.
Occasionally, as the temperature of an industrial reactor
increases, the reaction rate compensates for the decline in
catalytic activity caused by the accumulation of coke and
metals.119 Correspondingly, the GPLE is an appropriate deacti-
vation model for cases in which the catalyst activity approaches
an asymptotic value over long times such as Fischer–Tropsch
or type Reaction system Reference

bed reactor Isopropyl-benzene
cracking

Rodŕıguez et al.118

-bed tubular reactor Hydride-chlorination
of carbon tetrachloride

Garetto et al.115

-bed quartz reactor Dry reforming of methane Zambrano et al.85

bed reactor Graphene formation by
catalytic decomposition
of methane

Cazana et al.117

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 6 The error evaluation expressions125

Error function Expression

Correlation coefficient of
determination (R2)

1�
PN
i¼1

ðyexp;i � ypred;iÞ2

PN
i¼1

ðyexp;i � yexpÞ2
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catalysts at temperature 200–240 °C and pressure 100 bar.120

The selective deactivation model did not signicantly improve
the t of the experimental data.121 A non-selective deactivation
model derived from a simple deactivation kinetic equation for
optimum estimation of reaction rates was used to integrate the
lumped components in propane aromatization in two zone bed
reactors.119
Mean absolute error (MAE) 1

N �M

XM
j¼1

XN
i¼1

			yexpi;j � y
pred
i;j

			
Mean relative error (MRE) 1

N �M

XM
j¼1

XN
i¼1

 
y
exp
i;j � y

pred
i;j

y
exp
i;j

!

Mean square error (MSE) 1

N �M

XM
j¼1

XN
i¼1

ðyexpi;j � y
pred
i;j Þ
3. Mathematical modeling of
chemical reactors

Regularly, the mathematical modeling could be classied as
deterministic or empirical.122 The deterministic model is
designed from the rst-principles equation, while the empirical
model is a mathematical expression generalized to t with
chemical reaction data of one or more variables.
Fig. 3 Genetic Algorithm (GA) computational procedure.
3.1 Deterministic models

The deterministic model involves solving a system of ordinary
differential equations for chemical reactions to estimate
process performance. Accurate kinetic and catalyst deactivation
models are crucial for the modeling, optimization, and part of
chemical reactors control. The rigorous dynamic mathematical
model of a reactor consists of solving nonlinear simultaneous
equations (algebraic, differential and sometimes partial) in
multiple dependent variables (product concentrations, coke
content, temperature and pressure). The reactants and product
distribution in reaction mixture can be estimated by solving the
kinetic model equations. The dynamic coke content can be
updated by integrating the corresponding differential equation
describing the coke formation in time domain, the catalyst
activity is easily related to time, product distribution and coke
content using either algebraic or differential form of the catalyst
deactivation model. The heat balance equation designed to
estimate the temperature of the reaction mixture with respect to
time, while Arrhenius equation is usually used to estimate the
change of reaction rate and deactivation rate constants as
a function of temperature. In the case of the heterogeneous
xed bed reactor model, the differential format of Ergun's
equation can be integrated to calculate the pressure drop within
the reactor bed. For gaseous reactions the reaction rate can be
related to the partial pressures of reactants using at least one of
the approved reaction mechanisms (Power law, Eley–Rideal,
and Langmuir–Hinshelwood). This set of highly coupled
nonlinear differential equations describes the reactants and
product distribution, coke content, catalyst deactivation
temperature and pressure are integrated through the reactor
system. The detailed system of ordinary differential equations
(ODEs) intents to capture the dynamic changes over time.
Therefore, the ordinary differential equation (ODE) governing
the rate of change in catalyst activity is projected to be solved
simultaneously the change in the reaction conditions under
different pressures and temperatures along with the composi-
tions of the reaction mixture. Accordingly, the non-linear
interference is bound by the catalyst activity, operating condi-
tions and composition of the reaction mixture.20,123
© 2023 The Author(s). Published by the Royal Society of Chemistry
These differential equations usually describe the fourth-
order Runge–Kutta integration method. The kinetic and deac-
tivation parameters were obtained by benchmarking the
experimental and predicted results using a stochastic optimi-
zation method. Similarly, the optimization methods applied an
articial neural network (ANN), Genetic Algorithm (GA) and
Particle Swarm Optimization (PSO).124 These optimization
methods were designed iteratively to estimate the best kinetic
and deactivation parameters which were expected to yield the
minimum error between the experimental and predicted
RSC Adv., 2023, 13, 22579–22592 | 22587
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results. The widely used error evaluation expressions are pre-
sented as listed in Table 6.

Where; yi,j is the mole fraction of ith component in jth
experiments, M represents the number of experiments, N is the
number of components, exp. and pred. are the superscripts
denoting the experimental and predicted results, respectively.

Genetic algorithms (GA) are powerful stochastic optimiza-
tion method which is designed for the natural selection and
natural evaluation concepts.126 A GA applies to a population of
individuals presents a selected solution to the optimization
complication. Therefore, the individuals are comprised of
strings or chromosomes of genes, the genes, are practical allele.
GAs applies the principles of survival of the ttest, selection,
reproduction, crossover, and mutation to these individuals to
obtain a new better individual for each new solution.127,128

Genetic Algorithm creates a new chromosomes population by
choosing better-t results obtained from the existing pop-
ulation and applying genetic operators to produce new
offspring from the result. The algorithm for Genetic Algorithm
stochastic optimization method is depicted in Fig. 3.
3.2 Articial neural network (ANN) model

The kinetic parameters of catalyst deactivation (kdo and Eda) can
be estimated empirically by tting the response of the reaction
mixture with respect to time and other effective variables. The
activity at reaction start will be 100% initially and it decays with
time. Therefore, the same catalyst has different deactivation
Fig. 4 The neural network (ANN) with three layers.

22588 | RSC Adv., 2023, 13, 22579–22592
kinetic parameters (kdo and Eda) for different reaction systems.
For the same catalyst and the same initial activity, solving the
deactivation kinetic models having different kinetic parameters
will produce different deactivation responses. In case of the
rigorous mathematical modeling of chemical reactors, the
effect of time, reactant, poison, and products on the catalyst
activity can be represented using an appropriate selective
deactivation model. Recently, using articial intelligence (AI)
aims to capture the effect of any different input variables on the
product distribution, catalyst activity and reaction tempera-
tures. The articial neural network (ANN) model designed to
have the ability to establish relationships between multiple
input–output variables. Articial neural networks (ANNs)
mimics the processes of the human brain and are series of
mathematical algorithms that used in this study to estimate the
relationships between datasets.129,130 ANNsmodels can intgerate
empirical relationships between dependent and independent
variables based on experimental data. The ANN contains several
layers; an input layer, a hidden layer, and an output layer as
shown in Fig. 4.

ANNs are utilized to predict variables processed in a rapid
manner and provide precise prediction under a complex
process. ANNs are broadly applied for modeling and controlling
multipart of chemical reactors and processes to accurately
simulate atmospheric distillation columns,131,132 various of heat
exchangers,133,134 and catalytic reactors.135,136 Approximation of
the reaction rate obtained without a kinetic model would
© 2023 The Author(s). Published by the Royal Society of Chemistry
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eliminate the errors obtained from choosing of the kinetic
method related to the catalyst deactivation models for kinetic
constant integration.137

4. Conclusion

Catalyst deactivation is a complex phenomenon, and an
appropriate deactivation model is essential for process design
and control to maximize catalyst utilization and maintain the
catalytic production. Several mathematical models have been
highlighted in the literature to describe catalyst deactivation in
different reaction systems and operating conditions. Deactiva-
tion models play a signicant role in the simulation, optimi-
zation and design of chemical catalytic reactors. This study
considered scientic narratives to comprehend different cata-
lyst deactivation models. From this review the following
conclusions were drawn:

� The time dependent deactivation model is appropriate for
systems with fast catalyst deactivation such as uidized catalytic
cracking, because the catalyst activity depends more on the
effects of the deactivation rate over time than on temperature
and reactant concentrations.

� For the dynamic process, the differential form of catalyst
deactivation is slightly more accurate than the algebraic form;
hence it represents the instantaneous catalyst activity in
a dynamic system.

� The generalized power-law equation (GPLE) is a powerful
equation for a long-term deactivation process.

� Selective deactivation kinetic models are limited because
they are oen complex and difficult to integrate.
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V. M. Niemi, J. Aittamaa and A. O. Krause, Appl. Catal., A,
2002, 223(1–2), 73–84.
22590 | RSC Adv., 2023, 13, 22579–22592
42 A. Ricca, F. Montella, G. Iaquaniello, E. Palo, A. Salladini
and V. Palma, Catal. Today, 2019, 331, 43–52.

43 D. V. Naik, V. Karthik, V. Kumar, B. Prasad and M. O. Garg,
Chem. Eng. Sci., 2017, 170, 790–798.

44 F. T. Zangeneh, A. Taeb, K. Gholivand and S. Sahebdelfar, J.
Energy Chem., 2013, 22(5), 726–732.

45 D. Sun, F. M. Khan and D. S. Simakov, Chem. Eng. J., 2017,
329, 165–177.

46 A. G. Sani, H. A. Ebrahim and M. J. Azarhoosh, Fuel, 2018,
225, 322–335.

47 Y. Lin, Y. Wang, W. Feng, G. Wu, J. Xu, T. Zhang, S. Wang,
X. Wu and P. Yao, React. Kinet., Mech. Catal., 2014, 112, 267–
282.

48 R. B. Demuner, J. G. Soares Santos Maia, A. R. Secchi,
P. A. Melo, R. W. do Carmo and G. S. Gusmão, Ind. Eng.
Chem. Res., 2019, 58(8), 2717–2726.

49 M. T. Ravanchi, S. Sahebdelfar, M. R. Fard, S. Fadaeerayeni
and P. Bigdeli, Chem. Eng. Technol., 2016, 39(2), 301–310.

50 Q. Chen and A. C. Lua, Chem. Eng. J., 2020, 389, 124366.
51 C. H. Bartholomew, Appl. Catal., A, 1993, 107(1), 1–57.
52 M. D. Argyle, T. S. Frost and C. H. Bartholomew, Top. Catal.,

2014, 57, 415–429.
53 J. Ruelas-Leyva and G. Fuentes, Catalysts, 2017, 7(7), 193.
54 M. Ghofran Pakdel, H. Atashi, H. Zohdi-Fasaei and

A. A. Mirzaei, Pet. Sci. Technol., 2019, 37(5), 500–505.
55 N. M. Ostrovskii, Chem. Eng. J., 2006, 120(1–2), 73–82.
56 L. Honken, Optimization of methanol reactor, Master

Thesis, Department of Chemical Engineering, Norwegian
University of Science and Technology, 1995.

57 H. Kordabadi and A. Jahanmiri, Chem. Eng. Process., 2007,
46(12), 1299–1309.

58 M. Farsi and A. Jahanmiri, J. Nat. Gas Chem., 2012, 21(4),
407–414.

59 M. Farsi and A. Jahanmiri, J. Ind. Eng. Chem., 2014, 20(5),
2927–2933.

60 J. M. Arandes and H. I. Lasa, Chem. Eng. Sci., 1992, 47(9–11),
2535–2540.
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Chem. Ing. Tech., 2021, 93(6), 981–989.

133 M. O. Kazakov, M. Y. Smirnova, M. E. Dubinin,
T. S. Bogomolova, P. P. Dik, I. S. Golubev, M. E. Revyakin,
O. V. Klimov and A. S. Noskov, Fuel, 2023, 344, 128085.

134 J. M. Schweitzer, J. Rey, C. Bignaud, T. Bučko, P. Raybaud,
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