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Controlling the vortex chirality in ferromagnetic nanodots and nanorings has been a topic of investigation

for the last few years. Many control methods have been proposed and it has been found that the control

is related to the breaking of the circular symmetry of the ring. In this paper, we present a theoretical study

demonstrating the control of chirality in a symmetrical ferromagnetic nanoring by breaking the circular

symmetry of the system by placing an elongated ferromagnetic nanoelement inside the ring. Here, the

stray magnetostatic field exerted by the asymmetrically placed nanoelement determines the movement

of the domain walls upon re-magnetization of the nanoring and the resulting chirality in remanence.

Thus, the use of a nanoelement not only allows control of the chirality of the vortex state in an isolated

ring, but also offers an opportunity to control magnetization in denser nanoring systems, as well as for

spintronic and magnonic applications.

1 Introduction

An advantage of soft ferromagnetic disks and rings over mono-
domain nanoparticles for the development of magnetic
memory and reprogrammable logic devices is vortex
chirality.1–5 The key factor determining the chirality of ferro-
magnetic nanorings (NRs) is the control of domain wall (DW)
motion.6,7 Understanding and controlling the transition
process from an onion state (OS) to a vortex state (VS) not only
open opportunities in the study and development of appli-
cations based on the static magnetization configuration and
dynamic properties related to the chirality of NRs,8–10 but may
also contribute to devices based on DW dynamics in arrays of
NRs, e.g., for sensing or neuromorphic computing.11,12 The
transition from the OS to the VS can be induced by reducing
the in-plane magnetic field. This results in moving head-to-
head (HTH) or tail-to-tail (TTT) DWs perpendicular to the field

direction towards either the left or right side of the ring. The
direction of DW movement is spontaneous and random,
leading to the NR obtaining a flux-closure state with either
clockwise (CW) or counterclockwise (CCW) chirality.

Chirality control usually involves breaking the circular sym-
metry of the NR, as a result of which the direction of move-
ment of the DWs when interacting with an external magnetic
field is determined by the energy difference between the asym-
metric sides of the ring.13–15 For instance, as the asymmetry is
introduced by clipping a part of the ring16,17 or as a de-cen-
tered ring,18–21 i.e., one side of the ring has a larger width than
the other, the direction of the uniaxial external field applied in
the plane parallel to these sides determines the VS chirality. It
was shown that asymmetric rings offer also a possibility of
switching with a single-axis pulse of the magnetic field,7

offering automotion of DWs with a relatively high speed. The
triangular fins and notches at the outer side of the ring were
also used.22,23 Here, the deformations of the ring control the
helicity of vortex-type domain nucleation from the OS, which
determines the chirality in remanence. Also, a complete break-
age of the ring allows deterministic re-magnetization to a
vortex state with an in-plane magnetic field.24 These scenarios
are similar to the ways of VS control in full disks, where
various deformations of edges and clipped discs were also
exploited for controlling chirality.5,25–27 Recently, deterministic
control of the VS in a ferromagnetic plate being a part of a
multiferroic heterostructure by a space-varying strain has also
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been demonstrated.28 The advantage of this approach is that
the chirality can be controlled locally, and by an electric field
rather than a magnetic field.

Our approach proposes abandoning the direct change in a
ring symmetry in favor of its altering by the magnetization of
an asymmetrically located single-domain ferromagnetic nanoe-
lement (NE) with high shape anisotropy, placed inside the NR.
Its interaction with HTH–TTT DWs can provide the desired
control of vortex chirality with a change of the uniaxial external
magnetic field. The NE must have the following properties in
order to prevent its magnetization from changing by the exter-
nal magnetic field and stray fields produced by DWs in the
NR: sufficiently strong anisotropy and sufficiently high mag-
netic moment. In numerical simulations, we found that an NE
having the shape of a ring segment and located asymmetrically
within the NR would be most suitable.

Chirality control by magnetostatic stray field coupling with
nanomagnets in ferromagnetic nanodisks has already been
implemented by placing two rhombus elements near the disk
edges.29 Also in nanorings, a magnetostatic stray field from
the nearby system has been explored for controlling VS.
However, this was shown for an elliptical ring interacting with
the stray field from a DW in the circular ring.30 Our approach
adds important flexibility to the design of systems that use VS
chirality and DW motion while maintaining the symmetry of
the ring. The placement of the NE inside the ring allows for
making the system more compact, creating the opportunity for
the formation of relatively more densely packed nanoring
systems. Although, proving this requires further investigations,
it is important, especially for storage applications,2,31 nano-
particle sensing and manipulation,11,32 and low-noise
magneto-resistive magnetic field sensors,33,34 and also such
type of magnetization control could be interesting in the
context of overlapping rings with controlled magnetization,
which have recently been demonstrated to perform well in
terms of reservoir computing systems.12,35 Here, by modulat-
ing the external magnetic field, the magnetization texture in
the structure could be manipulated by NEs to achieve the
desired stochastic behavior, which also could be interesting
for investigation.

2 Geometry and the simulation
method

We studied an isolated soft ferromagnetic Fe nanoring with an
inner diameter din = 500 nm, an outer diameter dout = 800 nm
and thickness t = 80 nm. Such dimensions allow for VS stabi-
lization at remanence. To control the magnetization chirality,
we placed the NE, made also from Fe, inside the ring at a dis-
tance of d = 25 nm from the inner wall of the NR. The shape of
the NE can be regarded as a part of an NR 80 nm thick, with a
width of 25 nm and a length of 230 nm (counting as the dis-
tance between the sharp ends of the NE). The structure under
investigation is shown in Fig. 1(a). The shape of the NE gives
shape anisotropy, with a switching field around 126 mT, which

is higher than the coercive field of the NR at 100 mT. In this
paper, we compare 3 variants of the system: (1) non-NE con-
figuration, i.e., the reference system of the NR without the NE,
(2) the parallel configuration with the external magnetic field
parallel to the magnetization of the NE, and lastly, (3) the anti-
parallel configuration with the external field opposite to the
magnetization of the NE.

All simulations were carried out using MuMax3, a GPU-
accelerated micromagnetic simulation program.36 To
implement the system in the simulations, we discretized it
with 512 × 512 × 7 cells with a cell size of ≈1.57 × 1.57 ×
11.42 nm3 for a total size of 805 × 805 × 80 nm3 along the x, y
and z axes, respectively. Since the magnetization is not
uniform throughout the thickness and it would not be practi-
cal to show all 7 layers used in the simulations, we will present
in the figures only the average magnetization across the thick-
ness rather than a selected z-layer.

We used magnetic parameters from the experimental paper
of Miyawaki et al.37 Those parameters were: saturation magne-
tization MS = 1600 kA m−1, uniaxial magnetocrystalline an-
isotropy along the z-axis (out-of-plane direction) with a con-
stant K = 47 kJ m−3, and the exchange stiffness constant Aex =
21 pJ m−1.37 Using a Voronoi tessellation (see Fig. 1(b)), we
have added magnetic grains in the NR to show that our results
are robust even for imperfect materials. The grains are 20 nm
on average and each of them has a random value of MS

obtained from a normal distribution of mean 1600 kA m−1,
and with a standard deviation σMS

of 2% (32 kA m−1). The
resulting MS is then assigned to 200 groups of randomly dis-
tributed grains inside a NR. We also reduced the exchange
coupling between the grains uniformly by 5% as compared to
the Aex value. The introduction of this inhomogeneity results
in fully deterministic simulations for a non-NE configuration,
always leading to a single VS with CW or CCW chirality, for a
given pseudo-random number defining grains and distri-
bution of MS among the grains (further details in the ESI†).

The simulations for the statistical analysis (shown in Fig. 2)
for the parallel [Fig. 2(b)] and non-NE configuration [Fig. 2(a)]
were run as follows. First, we apply a global external magnetic

Fig. 1 (a) Schematic representation of the system under consideration:
the ferromagnetic nanoelement (NE) located inside a ferromagnetic ring
(NR). The NE has a width of 25 nm, a thickness of 80 nm, and a length of
230 nm counting as a distance from edge to edge. (b) The grain struc-
ture representation used in the simulations.
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field Bext of 2 T along the y-axis, which saturates the NR and
the NE if present, then we decrease Bext by 10 mT steps until
we reach 0 mT. For every step, we use the conjugate gradient
method to find the ground state of magnetization. For the
antiparallel configuration [Fig. 2(c)], we could not apply such a
strong external field as it would re-magnetize the NE in the
parallel configuration. So here, we start from Bext = 100 mT,
which is sufficient to maintain the OS for the NR, but not
enough to switch the NE. In this case, we also had to set the
initial NE magnetization in the opposite direction to the exter-
nal field to achieve the desired configuration. Then, we demag-
netized the system to 0 mT in 10 mT steps. Further details of
the statistical analysis are in the ESI.†

3 Results and discussion
3.1 Chirality control demonstration

To show that the NE determines the final magnetization state
of the NR, we conducted a statistical analysis of the re-magne-
tization of the NR with decreasing the external magnetic field
according to the procedure described in the section Geometry
and the simulation method. We ran 600 simulations for 3 con-
figurations: non-NE configuration [Fig. 2(a)], parallel [Fig. 2(b)]
and anti-parallel [Fig. 2(c)]. For each simulation, we used a
different random seed, which resulted in a different organis-
ation of the grain structure.

In Fig. 2(a), we observe that the CW to CCW states are
obtained in 51.8% and 48.2% of cases, respectively. The stat-
istics change significantly when we introduce the NE. From
Fig. 2(b) and (c), we see that we have almost full control of the
VS chirality at remanence by the magnetization orientation of
NE. 99.0% of the simulations show a CCW configuration with
a NE magnetized parallel to Bext, and 98.5% of the simulations
show a CW configuration for the opposite case.

In addition, we introduce the margin of error (MOE) for the
statistical analysis, as shown in Fig. 2. The MOE is a formula
used to calculate the range of possible values around the pro-
portion of cases with the desired chirality, with a certain level
of confidence. It takes into account the number of simu-
lations, the standard deviation, and the desired level of confi-
dence. The calculation of the MOE and the analysis are
described in more detail in Section 1 of the ESI.† On the basis
of these, we assume that a proportion of chirality control
higher than 95% could be considered as full control of
chirality.

In Fig. 2, we show the control of chirality with the NE
having dependence on three parameters: magnetization satur-
ation of the NE, magnetization distribution in the NR grains,
and the NE position inside the NR. Due to a large number of
cases, we decreased the number of simulations for each case
to 100, supplemented with MOE analysis.

Fig. 2(d) and (e) show the effect of the magnetization satur-
ation of the NE (MS,NE) on the chirality control for the parallel
and anti-parallel configurations, respectively. We decreased
the value of MS,NE from 1600 kA m−1 to 400 kA m−1 while
keeping the value of MS in the NR unchanged, i.e., at MS =
1600 ± 5% kA m−1. For both configurations, we observed that
lowering MS,NE reduces the degree of chirality control. This
indicates that to control VS chirality the NE needs to have a
sufficiently strong magnetic moment, which can be guaranteed
by sufficiently large saturation magnetization or volume of the
NE.

Interestingly, for the anti-parallel configuration shown in
Fig. 2(e), the dependence is non-monotonic. When the magne-
tization of the NE is decreased to 800 kA m−1, it causes the NE
to switch its magnetization to be parallel to the nearest part of
the NR during the re-magnetization process, resulting in the
loss of chirality control. We observed that 40% and 60% of the
VSs are CW and CCW, respectively (similar to the non-NE con-
figuration). However, when the magnetization of the NE is

Fig. 2 (a) The statistic of the 600 micromagnetic simulation results for
the NR without the NE (non-NE configuration) with a different random
distribution of parameters among the grains. (b and c) The statistics of
the micromagnetic simulations with the same grain realizations, but for
the NR with the NE in parallel and anti-parallel configurations, respect-
ively. At the bottom, the static magnetization configurations in rema-
nence are shown. Here, the color map indicates the magnetization
vector orientation according to the diagram in the right-bottom corner.
(d and e) Statistics of the chirality control with dependence on the
decrease of the magnetization saturation of the NE. (f and g) Chirality
control depends on the increase in the distribution of magnetization sat-
uration in the grains. (h and i) Chirality control with dependence on the
separation between the NE and the inner edge of the NR. Each point in
(d–i) is based on 100 simulations. In all figures, the error bars mark the
MOE calculated according to eqn (S1) and (S2) of the ESI.†
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decreased to 600 kA m−1, we observed a significant increase in
the number of CW states. This is due to the fragile interaction
balance between the NE and the NR, which during demagneti-
zation results in switching back the magnetization of the NE
again to the antiparallel configuration below 50 mT, but before
the switching field of the NR (25–30 mT). This is sufficient for
VS chirality control. A more detailed description of this
process requires separate investigations that are beyond the
scope of this paper.

Fig. 2(f ) and (g) show the statistics of the chirality with
dependence on the σMS

distribution in the grains, which was
determined using Voronoi tessellation. For both NE configur-
ations, the effect of the degree of chirality control decreases as
σMS

increases. However, for the antiparallel configuration, this
process is much slower with respect to the parallel configur-
ation. Fig. 2(h) and (i) show the statistics with dependence on
the separation between the NE and the NR. With increasing
distance, the effect of chirality control decreases for both con-
figurations, but up to 150 nm, we still have over 80% of
control. This indicates that by selecting the position of the NE
relative to the edge of the NR, we can tune the occurrence of
chirality of a given type to a given probability.

The results demonstrate that we have a stable systematic
control of the VS chirality using the NE during the re-magneti-
zation process. To elucidate the chirality control mechanisms,
we performed a detailed hysteresis loop analysis.

3.2 Re-magnetization procedure

The NR and NE, made of the same material, exhibited
different values of the switching field (in the NE, it was switch-
ing to the opposite magnetization orientation, and in the NR,
we considered here the field which destroys VS, and it was
80 mT, as shown in Fig. 3(a), in non-NE configuration) due to
differences in shape anisotropy. This means that the magneti-
zation reversal process of the NE will occur at different mag-
netic fields compared to the NR.38 Furthermore, it is impor-
tant to note that the coupled NR–NE system significantly alters
the value of the NE switching field; it changes from HS =
94 mT to HS = 126 mT.

We will analyse the hysteresis loop in the three scenarios
related to the three configurations considered above. In the
first scenario, non-NE configuration, the hysteresis loop is
shown in Fig. 3(a) with a blue solid line. We start simulations
by applying a large field of −2000 mT along the y direction,
decreasing its magnitude to 0 mT, and then increasing it to
the ring saturation in the opposite direction, i.e., 2000 mT (see
a full hysteresis loop in Fig. S3 of the ESI†). This process is
then repeated by reversing the direction of the field. The HTH
and TTT DWs appear when the magnitude of the field is less
than 400 mT. As the field is decreased further, the DWs start
to deform. The magnetization structures at 110 and 25 mT are
shown in Fig. 3(b) and (c), respectively. The re-magnetization
of the right part of the ring occurs at −24 mT, and a CCW state
stabilises at remanence, as shown in Fig. 3(d). However, the
chirality of the ring depends on the random distribution of the

Fig. 3 (a) and (a: inset) The simulations of the hysteresis loop, where,
for the non-NE and parallel configurations, the simulations start at full
saturation at −2000 mT to 2000 mT and opposite from 2000 mT to
−2000 mT, and for the antiparallel configuration, the simulations start at
full saturation at −2000 mT and are interrupted at point 110 mT, and
then continue from 110 mT to −2000 mT. Magnetization configuration
at the selected magnetic fields: (b–d) – in the non-NE configuration,
(e–g) – parallel configuration, and (h–j) – antiparallel configuration. The
magnetizations shown on the plot correspond to the opposite part of
the hysteresis loop, either from 2000 to −2000 mT or from 110 to
−2000 mT for the anti-parallel configuration. We use 1 mT step in hys-
teresis loop simulations. The color map for the magnetization orien-
tation is shown on the left side of the plot (a: inset).

Nanoscale Paper

This journal is © The Royal Society of Chemistry 2023 Nanoscale, 2023, 15, 13094–13101 | 13097

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

7 
Ju

ly
 2

02
3.

 D
ow

nl
oa

de
d 

on
 6

/2
8/

20
24

 1
0:

39
:3

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3nr00582h


grains, as shown in Fig. 2(a). Thus, for the other grain distri-
butions, a CW state also may stabilize.

The second scenario is for the NR–NE system in the parallel
configuration; we again start with full saturation at −2000 mT.
The hysteresis loop is shown in Fig. 3(a) with a green dashed
line, and develops in a similar way to that of the previous scen-
ario. Fig. 3(e) shows the magnetization of the NR and NE at
110 mT. As shown in Fig. 3(f ), the magnetization of the system
is just before switching from an OS to a VS at −30 mT. This
switching occurs at a higher field than for the non-NE con-
figuration. In this scenario, the NE is located on the right side
of the NR, leading to a CCW magnetization chirality at rema-
nence, as shown in Fig. 3(g). Importantly, the final state in
this scenario does not depend on the random distribution of
the grains, as demonstrated in Fig. 2(b). Starting from a posi-
tive value of the external magnetic field, i.e., Bext = 2000 mT, we
always reach a CCW chirality at remanence.

In the third scenario, we simulate a truncated hysteresis
loop for the NR–NE system that allows for an antiparallel con-
figuration, where the magnetization of the NE and the nearest
side of the NR are aligned in opposite directions; see the red-
dotted line in Fig. 3(a). We begin at an external magnetic field
of −2000 mT along the y-direction and follow the main loop,
decreasing the magnitude of the field as in the previous scen-
ario. However, in this simulation, we interrupt the process at
Bext,turn = 110 mT [Fig. 3(h)], when the magnetization of the NE
and the nearest side of the NR are antiparallel. Then, we
reverse the direction of the changes in the external magnetic
field. Fig. 3(i) shows the magnetization at 33 mT, just before
the demagnetization of the NR. The magnetization switches in
the part of the ring closest to the NE, establishing a CW chiral-
ity in the ring, as shown in Fig. 3( j) and corresponding to
Fig. 2(c).

The results show that regardless of the direction of the
external magnetic field at the starting point of the field
change, parallel or antiparallel to the direction of magnetiza-
tion in the NE, the direction of magnetization in the NE is the
same as the direction of magnetization of the nearest side of
the NR at remanence, which determines the VS chirality.

The hysteresis loop simulations point out the feasibility of
the experimental realisation of the VS chirality control in the
NR with the uniaxial external magnetic field, according to the
procedure described above. Important is that the switching
field for the NE should not be smaller than the field of tran-
sition from the VS to the OS, and the stray field from the NE
should be sufficiently strong. Both, as we have demonstrated,
can be achieved by shaping the NE. Simulations show that the
step in the magnetic field change is not important, as there is
no statistical difference between a step of 1 mT and 10 mT.

Further conclusion is that the chirality control takes place
at fields close to the switching field when one of the vertical
parts of the ring changes the magnetization orientation as a
result of DW motion in a defined direction. This is clearly
visible in the movies provided in the ESI,† which show re-mag-
netisation in the NR. Thus, chirality is determined by the
direction of movement of the DWs to the left or right part of

the ring from the vertical symmetry axis, which is initiated by
the magnetostatic interactions between the NR and the NE.

3.3 Discussion

The stray field produced by the NE interacts with the DWs and
changes the internal field in the NR, and so introduces an
additional element to the system that controls the direction of
DW propagation. In Fig. 4, we schematically present DW
changes with a decreasing magnetic field in the 3 scenarios of
re-magnetization discussed in the previous sections.

In the non-NE configuration, Fig. 4(a) and (b), we can have
two equivalent final configurations, CCW and CW, respectively.
In state 1, the DWs are in the HTH and TTT configurations.
State 2 shows the DW position in the decreased field, where
the DWs are placed with small tilts to the external magnetic
field. The movement of the DWs to the left or to the right are
fully equivalent for the perfectly symmetric NR, which leads to
an uncontrolled VS chirality. States 3 and 4 show the process
of annihilation of DWs and the final state, CCW or CW,
respectively.

Fig. 4 Schematic representation of the remagnetization process in a
ring. Starting from the onion state (state 1), with decreasing magnetic
field (applied vertically), the DWs move to the right or left (state 2),
determining VS chirality at remanence (state 4) via annihilation at the
switching field (state 3). The chirality of the VS (state 4) is not controlled
in the non-NE case (a and b). With the NE magnetization oriented paral-
lel (c) or antiparallel (d) to the external magnetic field in remanence, the
ring determines the chirality, CCW and CW, respectively. (e) Schematic
representation of the effect of the magnetostatic stray field from the NE
on the DWs in the NR.
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Fig. 4(c and d) schematically illustrate the stages of DW
evolution during the re-magnetization process for both parallel
(c) and antiparallel (d) configurations. The process starts from
state 1, where the ring has an onion state with HTH–TTT DWs
in line with the external magnetic field. In state 2, the DWs
begin to move, influenced by the magnetization of the NR. The
NR induces a stray field, resulting in an asymmetrical distri-
bution of the effective field between the left and right parts of
the NR, as shown in Fig. 4(e) and Fig. S2(a and b) in the ESI.†
For the parallel configuration of the NE and NR, the stray field
from the NE (left part of Fig. 4(e)) pushes the DWs to the left
side of the NR (state 3), ending with a CCW chirality in rema-
nence (state 4). For the antiparallel configuration (right part of
Fig. 4(e)), the stray field from the NE pushes the DWs to the
right arm of the NR, causing the DWs to annihilate on the
right side (state 3) and resulting in a CW chirality in rema-
nence (state 4).

As described above, we break the circular symmetry of the
magnetic system by introducing a NE, which creates a differ-
ence in the effective field distributions between the left and
right parts of the NR and determines the direction of the DW
motion (see also the ESI†).2,39 Thus, the stray field produced
by the NE determines the direction of the torque exerted on
the DWs in the NR. To measure the effect of the NE on the NR,
we extracted magnetic torque from the micromagnetic simu-
lations for all the cases presented above. We used the function
that is defined in MuMax3, which returns Cartesian com-
ponents of the magnetic torque in (T) units. The torque is
saved immediately after the change in the external magnetic
field, before starting the relaxation procedure. We transformed
the torque for each discretization cell from the Cartesian to
the 2D polar coordinate system. To obtain a single measure,
we averaged the azimuthal component of the torque field

across all spatial dimensions of the NR, resulting in a scalar,
τ̄φ, indicating whether the torque generated by the NE causes
the NR’s magnetization to rotate CW (τ̄φ < 0) or CCW (τ̄φ > 0).

In Fig. 5 (left parts), we present τ̄φ with dependence on the
magnetic field for the configurations considered above. For
simulations of the curves (1), (2), and (4), we imported a mag-
netization texture for some selected seeds from one of our pre-
vious analyses for the non-NE configuration at the field
100 mT [Fig. 2(a)], which ends with CCW VS. Then, we set the
NE manually inside the ring with anti-parallel [curve (1)] and
parallel [curve (2)] magnetization, and performed simulations
with decreasing magnetic field, extracting τφ at each field step.
The simulation (3) in the non-NE configuration was performed
for other random seeds to show the re-magnetization of the
NR to the CW state. We see that the sign of τ̄φ at fields just
before the switching field points out the VS chirality in rema-
nence in all the presented configurations. Moreover, for case
(1), where the magnetization orientation of the NE was artifi-
cially reversed at the starting field 100 mT, the τ̄φ from the
positive value changes the sign at smaller fields, and ends
with negative values expected for CW chirality at this configur-
ation. More detailed illustrations of the evolution of the torque
in the considered cases are present in animation 2 of the ESI.†

4 Conclusions

In summary, we have demonstrated with micromagnetic simu-
lations the systematic control of vortex chirality in a symmetric
ferromagnetic ring by a ferromagnetic nanoelement placed
inside the ring. The NE, by exerting a stray magnetostatic field,
changes the symmetry of HTH–TTT DWs in the onion state,
and during the re-magnetization process determines the direc-

Fig. 5 Numerical simulations of the azimuthal component of the averaged torque in the ring with dependence on the magnetic field. In (a), we
show the results of two simulations for the anti-parallel [curve (1)] and parallel [curve (2)] magnetization of the NE with respect to the magnetic field,
which ends with CW and CCW VSs, respectively. In both simulations, the same random seed was used. (b) The results for the non-NE configuration
with two different random seed numbers, which determine the chirality of the VS, CW (3) and CCW (4) in remanence. For (4), we used the same
random seed as in (1) and (2) in the simulations. On the right part of the plots, the magnetization configuration and local distribution of the azimuthal
component of the torque in the NR are shown for the four considered cases, at the fields just before the switching (marked by dots on the left
plots). We use 1 mT step in the simulations. The color map for the magnetization orientation is the same as that shown in Fig. 2.
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tion of the DW movement and finally VS chirality in rema-
nence. To control chirality, the NE requires sufficiently strong
shape anisotropy to maintain a monodomain state and to have
a switching field higher than the switching field of the NR
(without the NE). In addition, the NE should have a sufficiently
large magnetic moment (through large saturation magnetiza-
tion or volume) to create a stray magnetostatic field that will
determine the direction of DW motion. We show that this can
be achieved by making the NE with a material in a shape
similar to the part of the inner side of the ring, which simpli-
fies the eventual fabrication process. In addition, we demon-
strated the resistance of this method to the variability of geo-
metric and material parameters of the system and random NR
disturbances. All this makes the experimental implementation
of the proposed system possible using the existing techno-
logies and makes it useful for spintronic and magnonic
applications.
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