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Spin transfer torques due to the bulk states of
topological insulators†

James H. Cullen, *a Rhonald Burgos Atenciaa,b and Dimitrie Culcera

Spin torques at topological insulator (TI)/ferromagnet interfaces have received considerable attention in

recent years with a view towards achieving full electrical manipulation of magnetic degrees of freedom. The

most important question in this field concerns the relative contributions of bulk and surface states to the

spin torque, a matter that remains incompletely understood. Whereas the surface state contribution has

been extensively studied, the contribution due to the bulk states has received comparatively little attention.

Here we study spin torques due to TI bulk states and show that: (i) there is no spin–orbit torque due to the

bulk states on a homogeneous magnetisation, in contrast to the surface states, which give rise to a spin–

orbit torque via the well-known Edelstein effect. (ii) The bulk states give rise to a spin transfer torque (STT)

due to the inhomogeneity of the magnetisation in the vicinity of the interface. This spin transfer torque,

which has not been considered in TIs in the past, is somewhat unconventional since it arises from the inter-

play of the bulk TI spin–orbit coupling and the gradient of the monotonically decaying magnetisation inside

the TI. Whereas we consider an idealised model in which the magnetisation gradient is small and the spin

transfer torque is correspondingly small, we argue that in real samples the spin transfer torque should be

sizable and may provide the dominant contribution due to the bulk states. We show that an experimental

smoking gun for identifying the bulk states is the fact that the field-like component of the spin transfer

torque generates a spin density with the same size but opposite sign for in-plane and out-of-plane magne-

tisations. This distinguishes them from the surface states, which are expected to give a spin density of a

similar size and the same sign for both an in-plane and out-of-plane magnetisations.

1. Introduction

The last decade has witnessed tremendous interest in spin
torques, which offer an all-electrical way to control magnetisation
dynamics,1–3 thereby enabling faster, more efficient operation of
magnetic memory and computing devices.2,4–6 Spin torques are
especially strong in topological materials, such as topological
insulators7–19 and Weyl and Dirac semi-metals,20–25 because most
of them break inversion symmetry and have strong spin–orbit
coupling. The largest spin torques to date have been observed at
topological insulator/ferromagnet (TI/FM) interfaces, including
room-temperature magnetisation switching.26–29 Large spin
torques have been demonstrated experimentally in a plethora
of ferromagnet(ferrimagnet)/TI heterostructures, through
both spin torque ferromagnetic resonance (ST-FMR),30–36 spin
pumping32,37–41 and harmonic Hall measurements.42–45

Topological insulator spin torques have been attributed to
various mechanisms, including the Rashba–Edelstein effect
(REE) in the surface states, the spin Hall effect (SHE) in the
bulk,46–48 and the magnetisation penetrating a short distance
into the TI.49 The extent to which each mechanism contributes
is yet to be conclusively determined. The origins of the large
spin torques appear to differ between experiments,8,32,40,50

which are not able to distinguish between surface and bulk con-
tributions.51 Studies have shown that the chemical potential lies
in the TI bulk conduction band for most TI/FM SOT
devices,52,53 while bulk transport dominates in a certain para-
meter regime.54 Hence it is believed that the bulk makes a
strong contribution to the SOT, and this is customarily attribu-
ted to the spin-Hall effect,32,50 although this has never been
proven. In light of this, there has been surprisingly little theore-
tical work on spin torques stemming from the bulk states of the
TI.47,55 Moreover, the effect of magnetisation inhomogeneity in
the vicinity of the interface has never been taken into account,
leaving a series of important unanswered questions: How large
are bulk spin torques, what types of torques are present, and how
can we distinguish bulk from surface state torques?

Motivated by these observations we develop here a
quantum kinetic theory of spin torques stemming from the TI
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bulk and apply it to the most common TIs – Bi2Se3, Bi2Te3 and
Sb2Te3. We study an idealised scenario that distantly mimics
the magnetic proximity effect (MPE)47,56–58 that has been
demonstrated in many TI/FM insulator
heterostructures.8,19,56,58–62 We consider a magnetised TI
shown in Fig. 1. In which the magnetisation slowly decays
away from the interface as mðrÞ ¼ me�

z
lm where lmkF ≫ 1,

where kF is the Fermi wave vector. The decay in real samples is
much sharper, occurring over a few atomic layers,47 and
cannot be captured in an analytical treatment, while compu-
tational methods would be prohibitively expensive.
Nevertheless our analytical model captures all the essential
physics of the inhomogeneous system and provides profound
insight into the questions above. We show that spin dynamics
in bulk TIs can be understood within the framework developed
for semiconductors with an effective spin–orbit field,63–68 and
the kinetic equation we develop captures both the weak scat-
tering and the strong scattering (Dyakonov–Perel) regimes. Our
main findings are: (i) there is no spin–orbit torque coming
from the bulk, even when the states interact with a homo-
geneous magnetisation; (ii) for an inhomogeneous magnetisa-
tion the spin torque depends on the magnetisation gradient;
its size is 1–2 orders of magnitude smaller than the surface
state contribution for the gradients at which our theory is
valid, though we argue that it may compete with the surface
state contribution at the much larger gradients expected in
experimental samples; (iii) for an electric field ∥x̂ the STT
mechanism will generate a spin density ∥ŷ, in stark contrast to
the 2D case, these spins will have opposite sign for an in-plane
(m∥x̂) and an out-of-plane (m∥ẑ) magnetisation. This can be
considered an experimental smoking gun for the bulk contri-
bution, should it prove to be significant.

We wish to stress that we do not calculate the spin-Hall
effect, mindful of complications associated with the definition
of the spin current in spin–orbit coupled systems.69 Our calcu-
lation is devoted entirely to the non-equilibrium spin density.
The contributions independent of the magnetisation gradient
essentially represent the Edelstein effect in three dimensions,
while those that depend on the gradient of the magnetisation
are found in the spirit of traditional spin transfer torque calcu-
lations, for example ref. 3 and 70–74. The main idea behind

this work is that the spin transfer torque, which must be
present due to the magnetisation gradient, can provide a sub-
stantial contribution to the net spin torque experienced by the
magnetisation, which has nothing to do with the spin-Hall
effect. We believe this point has not been made previously in
the field and is of crucial importance.

2. Model and method
2.1. Hamiltonian

Bulk TI states interacting with an inhomogeneous magnetisa-
tion are described by H = εk + Hso, where εk = C0 + C1kz

2 +
C2k∥

2, and the spin–orbit Hamiltonian Hso in the presence of a
Zeeman field is given by ref. 75. In the basis 1

2 ;� 1
2 ;

1
2 ;� 1

2

� �
this Hamiltonian is:

Hso ¼
�Mþmz m� Bkz Ak�

mþ �M�mz Akþ �Bkz
Bkz Ak� Mþmz m�
Akþ �Bkz mþ M�mz

0
BB@

1
CCA; ð1Þ

with M ¼ M0 þM1kz2 þM2kk2, A ¼ A0 þ A2kk2,
B ¼ B0 þ B2kz2, k∥

2 = kx
2 + ky

2 and k± = kx ± iky. We use an
effective 2 × 2 model for the conduction band, where spin–
orbit coupling is represented by a wave-vector dependent
effective magnetic field. The effective Hamiltonian for the con-
duction band using the Schrieffer–Wolff (SW)
transformation76,77 is H2D = H0 + HZ + Hc + HE + U, where

H0 ¼ εk �M�A2kk2 þ B2kz2

2M , HZ = σ·m, HE = eE·r describes

the interaction with a homogeneous electric field, with r the
position operator, and U is the random disorder potential. The
effective spin–orbit Hamiltonian is given by

Hc ¼ ℏ
2
σ �Ω ;

sh
2

σzΩz þ σþΩ� þ σ�Ωþð Þ, where σ± = (σx ± iσy)/

2, and Ωz ¼ �A2kk2

ℏM2 mz þABkz
ℏM2 kk �mk, and

Ω+ ¼ ABkzk+
ℏM2 mz � B2kz2

ℏM2 m+ þA2k+
ℏM2 ðk�mÞz.

The SW transformation leading to this effective
Hamiltonian is an excellent approximation due to the size of
the band gap in the materials considered ≈ 0.3 eV, stemming
from M0, whereas the Fermi energy is of the order of a few
meV. The validity of the transformation is conditional on the
Fermi-surface being near the band center kF < 3 × 108 m−1. We
do not include hexagonal warping terms75 here. We have
studied them separately and verified that they do not add any
new physics. Remarkably, the spin–orbit field is entirely
dependent on the magnetisation.‡

Fig. 1 In our idealized model of a TI/FM heterostructure the magnetisa-
tion slowly decays into the bulk.

‡This has important consequences for the bulk spin Hall effect. We do not
investigate this here and leave it for a future publication. As an accurate calcu-
lation requires the full 4 × 4 Hamiltonian and the proper definition of the spin
current,69 which is a laborious undertaking (the conventional definition yields
an unphysical spin current in insulators).78,79
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The SW transformation will inevitably rotate our Pauli
basis. We have calculated the effect of this rotation and have
confirmed that it will not significantly affect our results, this
calculation is included in the ESI.† It simply adds some correc-
tions that are of a higher order in the spin–orbit field and can
be neglected. Furthermore, we confirmed that even when
accounting for the rotated basis that the spin–orbit field
vanishes when the magnetisation is 0.

2.2. Quantum kinetic equation

We use a kinetic equation formalism to calculate the linear
response of the bulk states to an electric field, starting from
the quantum Liouville equation as described in ref. 64 and 65.
The kinetic equation formalism that we use reproduces the
results of Sinitsyn et al.81 exactly as shown recently in ref. 82.
Spin precession, which eventually leads to the spin-Hall effect,
is included in our calculation, but plays only a minor role in
establishing the non-equilibrium spin density. All the details
of the calculation have been included in the ESI.†

We generalize this method to incorporate an inhomo-
geneous magnetisation by applying a Wigner transformation80

to the kinetic equation, which takes the form

@fE
@t

þ i
ℏ

H; fE½ � � 1
2ℏ

@H
@r

� @fE
@k

� �
þ 1
2ℏ

@H
@k

� @fE
@r

� �

þ Ĵ fEð Þ ¼ eE
ℏ

� @f0
@k

;

ð2Þ

where f0 ¼ 1
2 fFD εkþð Þ þ fFD εk�ð Þ½ �I2�2 þ 1

2 fFD εkþð Þ � fFD εk�ð Þ½ �σ �
Ω̂k and fFD is the Fermi–Dirac distribution. Without loss of
generality we focus henceforth on the low temperature limit
fFD = Θ(εF − ε). Ĵ is the scattering term in the first Born approxi-
mation.† We assume short-ranged uncorrelated spin-indepen-
dent impurities.

To begin with we set the magnetisation gradient to zero,
treating the system as being homogeneous and solve (3) for fE.
Since the system is 2 × 2 we can separate fE into fE ¼
nEI2�2 þ 1

2 sE � σ in doing so we can separate the kinetic
equation into a pair of coupled equations, a scalar equation ∝I
and a spin-dependent equation ∝σ. The spin-dependent part
sE is further separated into an angular averaged component s̄E
which contains the induced spin polarisation and a remainder
tE.

We find that s̄E = 0, and so with a homogeneous magnetisa-
tion there is no current-induced spin polarisation.
Furthermore, when there is no magnetisation the spin depen-
dent part of the response is trivially zero sE = 0, so with no
magnetisation present there is no spin polarisation and no
spin currents. Next, we add the gradient terms and separate
the density matrix response into homogeneous and inhomo-
geneous components fE = fhomE + finhE . Where fhomE is the part of
fE calculated by solving the kinetic equation without gradients.
We then solve (3) for finhE to first order in the gradient.

These equations were solved perturbatively in the magneti-
sation and spin–orbit field, since the proximity-induced mag-
netisation is a fraction of the Fermi energy, and for the
number densities in which our SW transform is valid the

spin–orbit field will also be small. For our theory to be valid
the magnetisation gradient must satisfy kFlm ≫ 1 and for the
numerical estimates we choose |m| = 1 meV with lm = 100 nm.
Neither of these parameters are known for these TI/FM
systems. We expect that our choice of lm is at least an order of
magnitude greater than what is expected at a real interface.
Hence, in the context of realistic samples, our model provides
only a qualitative description of the essential physics.
However, this is in keeping with the requirements for analyti-
cal theory of spin torques to be valid. No treatment, including
all the theories of STT to date, can work without this
assumption.3,70–74 Our assumption corresponds to the tra-
ditional method for calculating the STT in the vicinity of an
interface.49 Whereas numerics can capture the sharp interface
gradient it does not capture disorder accurately, and, in par-
ticular, doing transport numerically in the DC limit in the
presence of disorder is extremely challenging due to funda-
mental factors, as spelled out in ref. 65. Hence the only prag-
matic choice is to assume lm is longer that in a realistic
sample for the theory to be valid, and then extrapolate to
shorter lengths, which we do in the discussion section below.
We stress that assuming a shorter lm changes nothing in the
way our theory is formulated, it only enters the numerical esti-
mates that follow our calculation.

3. Results

Here we show the results for a fixed magnetisation in the x̂
and ẑ directions. For a perpendicular magnetisation mz we
find the electrically induced spin polarisation

hSii ¼Olχ
ð1Þ El∇lð Þmzẑi þ χð2Þ∇i Elmzẑlð Þ

þ χð3ÞEi ∇lmzẑlð Þ þ χð4ÞεijkmzẑjEk ∇lmzẑlð Þ
þ χ 5ð Þεijkmzẑj∇k Elmzẑlð Þ:

ð3Þ

Similarly, for an in-plane magnetisation mx we find the elec-
trically induced spin polarisation to be:

hSii ¼Olχ
ð1Þ El∇lð Þmxx̂i þ X iχ

ð2Þ∇i Elmxx̂lð Þ
þ X iχ

ð3ÞEi ∇lmxx̂lð Þ þ Xiχ
ð4Þεijkmxx̂jEk ∇lmxx̂lð Þ

þ X iχ
5ð Þεijkmxx̂j∇k Elmxx̂lð Þ;

ð4Þ

where O = (1,1,Λ2) and X ¼ 0; 1;
B0

A0

� �
. The χ coefficients are

defined in Table 1. The inhomogeneous kinetic equation was
solved in both the weak scattering Ωkτ ≫ 1 and DP limits Ωkτ

≪ 1. Estimations based on experimental results of the 2D
surface state electron mobility83–86 and the bulk conductivity54

indicate that Bi2Se3 can have a range of scattering times from
0.1 to 2 ps. With number densities that can vary between
0.5–50 × 1018 cm−3 (ref. 26, 83 and 84) depending on doping,
indicating that BiSe systems could be in either the weak scat-
tering limit or DP limit. For the numerical estimates we used
we chose the number density to be close to experimentally
recorded values83 while ensuring our approximations remain
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valid. We used the lower end of the range of estimated scatter-
ing times because the higher estimated scattering times came
from surface state transport measurements.

In our model the x̂ & ŷ directions are equivalent so for an
in-plane magnetisation my there will be a similar electrically-
induced spin polarisation to (4), one simply needs to replace
mx with my and x̂ with ŷ. Numerical estimates indicate that for
the magnetisation and decay length chosen these spin transfer
torque (STT) terms are small compared to the surface state
contributions to the spin torque.

The first 3 terms (χ(1), χ(2) and χ(3)) are damping-like and last
two terms (χ(4), χ(5)) are field-like.73,74 The form of these spin
polarisations is similar to the STT terms calculated for the
surface states.49 For a general magnetisation where all com-
ponents and gradients of m are present we found the spin
polarisation to have a complex form and contains terms that

have not been previously calculated for general STTs.†73 This
is because the lowest order terms are fourth order in the mag-
netisation, which couples directly to the spin–orbit terms.

We find that in the weak scattering limit the damping-like
torque is the dominant contribution from the STT. Conversely,
in the opposite scattering limit the field-like torque dominates,
as seen in Fig. 2 and 3. This is primarily due to their depen-
dence on the scattering time τ0, as shown in Table 1, χ(1), χ(2)

and χ(3) are quadratic in τ0 whereas, χ
(4) and χ(5) are linear in τ0.

We repeated the calculations above with the hexagonal
warping terms included. We found that for the number den-
sities we are concerned with, the warping terms have a negli-
gible effect on the induced spin polarisations. Similarly, our
calculations have relied on the parabolic terms in H0. This
properly characterises the conduction band where our SW
transform is accurate for all the materials other than Sb2Te3.

Table 1 Values of χ for a magnetisation in the x̂ and ẑ direction, calculated in both the weak scattering Ωτ ≫ 1 and opposite Ωτ ≪ 1 limit, Λ ¼

C1 �M1 � B0
2

2M0

� �
= C2 �M2 � A0

2

2M0

� �� 	1=2
and τ0 ¼ 2π1=3ℏΛ2=3 C2 �M2 � A0

2

2M0

� �� �
= 31=3niU0

2n1=3

 �

m∥ẑ, Ωτ ≫ 1 m∥ẑ, Ωτ ≪ 1 m∥x̂, Ωτ ≫ 1 m∥x̂, Ωτ ≪ 1

χ(1) � 5eτ02M0
4

3π4ℏ2A02B0
2n

� 5eτ02M0
4

6π4ℏ2A02B0
2n

� 20eτ02M0
4

3π4ℏ2A02 Λ2A02 þ B0
2ð Þn � 5eτ02M0

4

3π4ℏ2A02 Λ2A02 þ B0
2ð Þn

χ(2)
eτ02A0B0n
20ℏ2M0

2

eτ02A0B0n
4ℏ2M0

2

eτ02A02n
20ℏ2M0

2

eτ02A02n
4ℏ2M0

2

χ(3)
eτ02A0B0n
20ℏ2M0

2

eτ02A0B0n
4ℏ2M0

2

eτ02A02n
20ℏ2M0

2

eτ02A02n
4ℏ2M0

2

χ(4)
eτ0A0B0n

40ℏmz
2M0

2

eτ0A0B0n
8ℏmz

2M0
2

eτ0A02n
40ℏmx

2M0
2

eτ0A02n
8ℏmx

2M0
2

χ(5)
eτ0A0B0n

40ℏmz
2M0

2

eτ0A0B0n
8ℏmz

2M0
2

eτ0A02n
40ℏmx

2M0
2

eτ0A02n
8ℏmx

2M0
2

Fig. 2 Dependence of the spin density per unit field on the electron
number density for the magnetised Bi2Se3 bulk states in the weak scat-
tering regime, with: |m| = 1 meV, τ = 1 ps (at n = 10−18 cm−3), lm =
100 nm. These results are for a magnetisation m∥x̂ or ẑ that is decaying
in the out-of-plane (ẑ) direction, while the electric field E∥x̂. The spin
density shown here stems from the magnetisation gradient and is
responsible for the spin transfer torque.

Fig. 3 Dependence of the spin density per unit field on the electron
number density in the magnetised Bi2Se3 bulk states for: |m| = 1 meV, τ
= 0.1 ps (at n = 10−18 cm−3), lm = 100 nm. These results are for a magne-
tisation m∥x̂ or ẑ that is decaying in the out-of-plane (ẑ) direction with
an electric field E∥x̂. The spin density shown here stems from the mag-
netisation gradient and is responsible for the spin transfer torque.
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We still expect our numerical estimates for Sb2Te3 to be
reasonably accurate, though k4 terms in the dispersion that
were not considered should be included to obtain a more accu-
rate prediction.

4. Discussion

Our results show that the effective spin–orbit field experienced
by electrons in the bulk of a TI vanishes if the magnetisation
is zero. In real samples the magnetisation only penetrates a
short distance into the bulk, hence TI spin transfer torques
and spin–orbit torques are entirely generated by electrons near
the interface. This conclusion bears some similarities to recent
calculations for heavy metal spin torque devices.100 Here,
when the magnetisation is finite, in the vicinity of the TI/FM
interface, a spin transfer torque is generated by the TI bulk
states interacting with the decaying magnetisation.

4.1. Measuring the bulk spin transfer-torque

We note that m∥ experiences a spin transfer torque of the same
magnitude as mz. Furthermore, the field-like component of the
STT spin density will have opposite sign between the cases in
which the magnetisation aligned in-plane and out-of-plane as
is seen in Table 2. This is an experimental smoking gun for
the bulk STT contributions to the spin torque, since the REE
in the topological surface states generates an in-plane
polarisation46,92–94 that will be aligned in the same direction
regardless of the magnetisation orientation. If the bulk STT
provides a significant contribution to the overall spin torque,
we expect the torque on an out-of-plane magnetisation will be
significantly greater than the torque on an in-plane magnetisa-
tion. A simple picture of the way the STT will affect the total
spin density generated in a TI/FM system is shown in Fig. 5.
This analysis assumes that the prefactor of the Dirac cone
surface state is positive which is consistent with ref. 75.

Consider the two systems shown in Fig. 5, for the sample
with an out-of-plane magnetisation and current flowing paral-
lel to the interface, the field-like component of the STT will be
parallel to the torque generated via the REE in the surface
states. The damping-like component will give a spin polaris-
ation parallel to the applied electric field, no such spin polaris-
ation will be generated by the surface states. So, in such a
setup the bulk STT will enhance the total spin torque gener-

ated in a TI/FM system and hence increase the spin Hall angle.
Conversely, for an in-plane magnetisation parallel to the
applied electric field the field-like STT will suppress the
surface state spin torque and hence reduce the spin Hall
angle. Note, that for α < 0 this relationship would be reversed
and the STT would enhance the torque on an in-plane magne-
tisation torque, and suppress the torque on an out-of-plane
magnetisation.

Another possible way to realise a bulk STT measurement
would be by applying a electric field along the normal of the
TI/FM interface and measuring the spin torque. As, in such a
setup there would be a damping-like STT due to the bulk
states but no contribution from the REE in the surface states.
The torque comes from the χ(1) terms in (3) and (4), and their
expressions can be found in Table 1. For an accurate estimate
of this specific torque, spin flip scattering must be included in
the calculation. We leave this for a future work.

For a magnetisation aligned in-plane, the damping-like
component of the STT spin density will be out-of-plane. These
spins will be either parallel or anti-parallel to the out-of-plane
polarisation generated due to the hexagonal warping terms in
the surface states46,93,101,102 depending on the direction of
magnetisation.

4.2. Magnitude of the bulk spin transfer torque

The 3D spin densities calculated in Table 2. can be approxi-
mately converted to 2D densities by taking them to the power
of 2/3. The spin densities calculated for Bi2Se3 are approxi-
mately 1–2 orders of magnitude smaller than the estimated 2D
densities calculated at the surface of TIs.47 So, the bulk STT is
negligible for our chosen parameters (|m| = 1 meV and lm =
100 nm). However, numerical calculations have found the MPE
induced magnetisation in TI/FM systems to be up to an order
of magnitude larger than our choice of 1 meV,57,103 also the
magnetisation decay lengths chosen for our estimates are
expected to be much larger than those in real samples. In
Fig. 4 we demonstrate that a smaller decay length and larger
magnetisation energy can greatly increase the size of the spin
density generated. Furthermore, although lying beyond the
applicability of our model, one can check that, if lm is reduced
to 1 nm, the bulk STT is of the same order of magnitude as
the surface state SOT. This implies the possibility that the bulk
STT may compete with the surface state contribution in real
samples that will have much larger magnetisation gradients at
the interface.

While the larger recorded number densities n > 1 × 1018

cm−3 (ref. 26, 83 and 84) lie outside the scope of our model,
we maintain that for these number densities our main con-
clusions remain valid, as there still cannot exist a spin–orbit
field in the bulk conduction band states without a magnetisa-
tion. Numerical calculations with the full 4 × 4 Hamiltonian
show that the spin–orbit field grows with kF. So we expect that
in these systems with larger number densities the STT will be
larger as it depends on the size of the spin–orbit field. This
further implies the possibility of the bulk STT competing with
topological surface states spin torque.

Table 2 Spin density per unit field in the magnetised bulk states for
each TI evaluated for E∥x̂, |m| = 1 meV, τ = 0.1 ps, n = 10−18 cm−3 and lm
= 100 nm. However, here we set the magnetisation to decay in the −ẑ
direction and choose m rð Þ ¼ me

z
lm

m∥x̂ m∥ẑ

〈σy〉/V m2 〈σz〉/V m2 〈σx〉/V m2 〈σy〉/V m2

Bi2Se3 −1.88 × 1014 5.87 × 1013 5.87 × 1013 1.88 × 1014

Bi2Te3 −1.87 × 1013 5.85 × 1012 5.85 × 1012 1.87 × 1013

Sb2Te3 −1.15 × 1014 3.61 × 1013 3.61 × 1013 1.15 × 1014
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4.3. Magnetisation dynamics

Here we will provide a qualitative discussion of the magnetisa-
tion dynamics of the bulk spin transfer torque. The Landau–
Lifshitz–Gilbert equation is a phenomenological equation
used to describe magnetisation dynamics in ferromagnetic
materials. It can be used to describe spin torque dynamics in
SOT devices.87–91 This approach treats the magnetization direc-
tion m(r,t ) as a classical position and time-dependent variable.

The Landau–Lifshitz–Gilbert equation with the bulk TI STT
terms is

@m
@t

¼ �γm� Heff þ αm� @m
@t

þ γ

τSMS
m� Sh i ð5Þ

Heff contains the magnetic anisotropy, applied magnetic field
and demagnetisation. α is the Gilbert damping coefficient, γ is
the gyromagnetic ratio, MS is the saturation magnetisation and
τS is the spin relaxation time. The last term in this equation
contains the spin torque.

Spin torques are divided into two components field-like
torques and damping-like torques. Field-like torques are of the
form τFL ∼ m × σ, these torques cause precession in the magne-
tisation of the ferromagnet about σ. Damping-like torques are
of the form τDL ∼ m × (σ × m), these torques align the magneti-
sation along the σ. For the range of scattering times we expect
in TIs the spin transfer torque we calculated in topological
insulators has field-like and damping-like torques of compar-
able magnitude. The way the combination of these two
torques can manifest in magnetisation dynamics is by preces-
sion about a rotated axis. The precession is caused by the
field-like torque and, the rotated axis is determined by the
competition between the magnetic anisotropy of the ferromag-
net and the damping-like torque. If the torque is strong
enough it can cause the magnetisation to switch orientation.
Both components of the torque will assist in the magnetisation
switching. However, an applied external magnetic field is
usually required to make the switching deterministic.

We expect that the bulk of real TI spin torque devices will
be in the strong scattering regime (DP) Ωkτ ≪ 1. In sputtered
samples such as the one used in ref. 29 the scattering time is

Fig. 4 Total spin density per unit field vs. magnetisation energy and
decay length for the magnetised Bi2Se3 bulk states, with: τ = 0.1 ps and
n = 10−18 cm−3. These results are for a magnetisation m∥x̂ or ẑ that is
decaying in the out-of-plane (ẑ) direction, while the electric field E∥x̂.

Fig. 5 A simple picture demonstrating the direction of each component of the nonequillibrium spin density due to the spin transfer torque mecha-
nism (FL and DL STT) and due to the Rashba–Edelstein effect in the surface states (FL SOT). The diagrams show the spin density generated for a
system with an (a) in-plane (b) out-of-plane magnetisation. Here we can see that depending on the orientation of the magnetisation the field-like
STT will either suppress or enhance the total spin torque in a TI/FM heterostructure, as the spins generated via the STT will be oriented either parallel
or anti-parallel to the spin generated by the surface states. For the surface states we assume a simplistic picture with a Hamiltonian of the form H =
α(σ × k)·ez where α > 0. For a prefactor α < 0 we would see the reverse effect where the total spin torque is enhanced for an in-plane magnetisation
and suppressed for an out-of-plane magnetisation.
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probably much smaller than the 0.1 ps used in the estimates.
In the STT terms calculated in this paper the field-like terms
are linear in the scattering time and whereas the damping-like
terms are quadratic in the scattering time. Given these scatter-
ing time dependencies we expect that the damping-like and
field-like components of the STT will be either of comparable
magnitude as is in Fig. 3 and Table 2 or for the field-like com-
ponent to dominate. In general the spin polarisation generated
from the STT mechanism differs from spin polarisation gener-
ated via the Rashba–Edelstien effect in the surface states
which is purely field-like.46,92–94 However, this distinction is
not able to be made in experiment as the diffusion of the
spins into the ferromagnet tends to mix the damping-like and
field-like components.95–99

We have focused on the magnetisation gradient perpen-
dicular to the interface because we expect it to provide the
largest contribution to the STT. There will invariably be in-
plane inhomogeneities in the magnetisation, for example due
to interface roughness. Even though we expect these contri-
butions to average out we have discussed results for a general
magnetisation with all gradients in the ESI.† Should the bulk
TI STT prove to be significant the unconventional form of the
STT terms for a general magnetisation could have important
implications for the dynamics of complex spin textures such
as domain walls and skyrmions in TI devices.

4.4. Further comparisons between the STT and SOT

The charge-to-spin conversion efficiency of the REE in the
surface states is far greater than it is for the bulk STT. This is
often quantified by the spin Hall angle θH = (ħ/2e)σs/σxx, where
σs is the spin conductivity and σxx is the conductivity of the
device. When the Fermi energy is in the conduction band the
conductivity of the TI is an order of magnitude larger47 than in
the insulating state where current only flows along the edges.
Whereas in our numerical estimates the STT can only be up to
the same order of magnitude as the surface state spin torque.
So, although the STT can increase the spin conductivity, there
is a greater increase in the conductivity of the device and so
the spin Hall angle will be smaller in the conducting state
than in the insulating state. However, this analysis may not be
applicable in cases where there is significant current shunting
through the FM.

We would like to note that a recent paper47 numerically cal-
culated spin torques in TI/FM heterostructures with m∥ẑ. They
modeled the TI/FM system using a tight binding approach and
calculated the spin density generated in response to an
applied electric field E∥x̂. They found in the regime where bulk
transport begins to dominate there is a crossover where the
number of spins in polarised along x (Sx) competed with Sy.
The bulk spin Hall effect was proposed as a possible expla-
nation. However, a numerical approach cannot explicitly dis-
criminate spin torque mechanisms. Furthermore, in their
tight binding model a steep magnetisation gradient is present.
Therefore, in their numerical calculation there will be
polarised spins generated via the STT mechanism. We argue
that the STT calculated here could provide an alternate expla-

nation for the bulk contribution calculated numerically for the
following reasons. For lower Fermi energies where surface
transport dominates the dominant spin torque mechanism
will be the REE topological surface states and 2DEG Rashba
states,12 which will generate spins in the ŷ and ẑ directions.
For larger Fermi energies in the conduction band and where
bulk transport begins to dominate the bulk STT becomes more
significant. For the system described47 the STT mechanism
would generate a sizable Sx. Hence it is reasonable to assume
that the STT discussed in the present work makes a significant
contribution to the total spin torque seen by Ghosh and
Manchon.47 In other words, the STT is already included within
the numerics of Ghosh and Manchon47 and can be used to
explain some of their results.

5. Conclusions

In summary, we have studied electrically induced spin torques
due to the bulk states of TIs in the presence of a monotonically
and slowly decaying magnetisation. We have found that a
homogeneous magnetisation results in no spin–orbit torque.
When the magnetisation is inhomogeneous we have found a
spin transfer torque, which, may compete with the surface
state contribution in real samples. We also show that within
our 2 × 2 model the spin–orbit field vanishes in the absence of
a magnetisation. These results strongly suggest that the bulk
contributions to the spin torque are almost entirely due the
spin transfer torque.
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