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Molecule superstructures for computer-aided
molecular and process design

Philipp Rehner, Johannes Schilling and André Bardow *

Integrated molecular and process design optimizes process variables together with molecules as an

additional degree of freedom. The integrated design needs to represent the molecule in a machine-

readable way that can be operated on by an optimization algorithm. For this purpose, group-contribution

methods have been established as property models in molecular design applications. The underlying

molecular representation for a group-contribution method is the number of occurrences of different pre-

defined groups within the molecule. However, this way of encoding a molecule omits information about

the structure of the molecule and thus limits the molecular detail available during design. In this work, we

present a graph-based molecular representation approach that encodes the full structure of the molecule

during optimization. This approach unlocks additional higher-fidelity property prediction methods for

integrated molecular and process design while still allowing the use of gradient-based optimization

algorithms. The framework is applied in a case study that designs the working fluid for an organic Rankine

cycle using the heterosegmented gc-PC-SAFT equation of state as property prediction model. The

molecular superstructure representation is shown to enable the efficient integration of advanced property

models into molecular design.

1 Introduction

Many industrial processes require auxiliary materials that are
not part of the feed or product streams but still influence the
efficiency of the process significantly.1 An example is the
working fluid in a heat pump2 or organic Rankine cycle.3

Likewise, separation processes, such as gas absorption4 or
extractive distillation,5 require choosing a solvent. The
identification of a suitable material is often key to process
performance.

One possibility for finding a suitable molecule is to screen
a database of possible processing materials experimentally or
numerically. In contrast, the goal of a computer-aided

molecular design (CAMD) is to determine the optimal
molecule with respect to a given target function and
constraints.6 Depending on the application, the target can be
a property of the molecule itself or a performance indicator
of a process in which the molecule is used. If the target is
calculated from a process model, the method is referred to as
computer-aided molecular and process design (CAMPD).7

CAMPD optimizes the process degrees of freedom
simultaneously with the molecular degrees of freedom in a
single optimization problem. The advantage of a CAMPD
approach is that different molecular performance indicators
can be relevant for a given application. In CAMD their
relative importance has to be defined heuristically. By
including a process model in the design, all properties of the
molecules are evaluated holistically with respect to the
optimal thermodynamic efficiency, economic performance,
or ecological impacts of the process.7
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Design, System, Application

The goal of an integrated molecular and process design is to find the optimal molecule for a given application in process or energy engineering. Integrated
molecular and process design can be formulated as mathematical optimization problems to ensure the identification of the true optimum. Established
molecular design approaches split molecules into pre-defined molecular groups and then optimize the number of occurrences of each group. This coarse
representation of molecules prevents the use of advanced property prediction methods and leads to ambiguous results since the same set of functional
groups can represent multiple molecules. The proposed design strategy of molecule superstructures incorporates the structure of the molecule in the
optimization. Thereby, we obtain unique molecules as optimization results. In addition, the full structural information is available during the optimization.
Thus, this structural information can be exploited by advanced property models that go beyond group counts. We demonstrate the method in a design of
the optimal working fluid for an organic Rankine cycle. By unlocking more elaborate property models, the molecule superstructures have the potential to
enhance integrated design studies for a multitude of processes in chemical and energy engineering.
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The different elements of a general CAMPD framework and
their connections are shown in Fig. 1. A major challenge for a
molecular design framework is the representation of the
molecule within the optimization algorithm. In general,
molecules are discrete entities with complex three-dimensional
structures, whose properties depend on the interaction of
electrons and nuclei. To make the molecular design problem
solvable, the structure of the molecules needs to be featurized,
i.e., transformed into a machine-readable format. Because
featurization is arduous for full three-dimensional molecular
representations, a simplified, two-dimensional molecular
representation is chosen in most applications.8

The molecular representation is tasked with transforming
the structure variables into molecular features and providing
the solver with structural constraints that ensure only feasible
molecules are generated. The molecular features are used in a
property prediction method to calculate properties required
by the process model. In turn, the process model calculates
the performance indicator of interest and returns it to the
solver as a target value. The process model also returns the
values of all required process constraints (cf. Fig. 1).

The individual elements of the framework are independent
of each other provided they use the correct interface, i.e., the
featurization provided by the molecular representation is
compatible with the property prediction method, and all
properties required in the process models can be determined
by the property prediction method. Due to the discrete nature
of molecules, valid structures need to be represented by
integer variables. Combined with the process model that, in
general, is described by continuous variables and nonlinear
equations, this results in a mixed-integer nonlinear
programming (MINLP) problem. Although model-specific
solvers can improve the performance,9 a general-purpose,
model-agnostic MINLP solver is assumed in Fig. 1. Gradient-
based MINLP solvers promise fast convergence and are
therefore preferable. However, most algorithms require a
relaxation of the optimization problem, i.e., the target
function and constraints need to be evaluable for non-integer
values of the discrete variables. Therefore, the molecular
representation and the property prediction method need to be
able to interpolate continuously between molecules.

In CAMD, the most common property prediction methods
are quantitative structure property relationships (QSPR). These
QSPR methods can use different molecular features which, for
the most part, can be split into three categories: group counts,
topological indices, and signature descriptors.8 Each
featurization requires a specific molecular representation. The
most common QSPRs are group contribution (GC) methods
that use group counts as input. In the corresponding molecular
representation, the group counts reappear as subset of the
structure variables. Additional structure variables, e.g., the
number of aromatic or aliphatic rings, can be required
depending on the complexity of the molecular design space.
From the whole set of structure variables linear structural
feasibility constraints10,11 are formulated. QSPR methods are
computationally efficient in general. Using molecular features
as group counts leads to a small number of integer variables
and enables the usage of gradient-based solvers. However, as a
disadvantage, the group counts only encode parts of the
structural information of the molecules, e.g., many isomers
cannot be distinguished solely based on the group counts.

Additional information about the structure of molecules
can be included in QSPR methods by topological indices and
signature descriptors. Signature descriptors extend group
counts by adding information about their chemical
environment within the molecule.8 The same atomic group
can thus have a different signature depending on its
neighbours and therefore there are more descriptors
available to distinguish between molecules. If sufficient
experimental data is available, the increased number of
descriptors improves the accuracy of the QSPR methods.
However, analogous to group counts, the translation from
signatures to structure is not unique for many isomers.12,13

Topological indices are features calculated from the nodes
and vertices of a molecular graph. While this definition is
broad and includes group counts and signature descriptors,
it further contains additional features like connectivity
indices that account for the degree of branching in
molecules.14–16 For connectivity and other topological indices
that go beyond group counts and signatures, the
transformation from molecular graph to features can, in
general, not be reversed. Therefore, CAMD applications do
not account for the topological features themselves but rather
for the molecular graph.8,17 A molecular representation that
uses the full adjacency matrix as feature was presented by
Churi and Achenie.18 The approach can also be relaxed and
has the advantage that it can be used with most property
prediction methods. The flexibility comes at the cost of a
large number of binary structure variables.

As alternative to the adjacency matrix, the molecular
graph can be represented as a string, e.g., a SMILES code.19 A
combination of solver and molecular representation that
generates SMILES is LEA3D,20 SMILES codes can be used to
obtain any kind of features needed for a property prediction
method, but it is impossible to interpolate between SMILES.
Therefore, in the context of integrated design,21,22 LEA3D is
predominantly interesting for property prediction methods

Fig. 1 Elements of a computer-aided molecular and process design
(CAMPD) framework and their connections.
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that themselves are incompatible with relaxed inputs, such
as the conductor-like screening model for real solvents
(COSMO-RS).23

Featurization is also particularly relevant in the context of
molecular design using deep learning approaches.24 Neural
networks as property prediction methods are agnostic to the
physical meaning of the features they receive as input.
However, the choice can still affect the quality of the
predictions. One solution to this problem is the use of
autoencoders25 in which the feature selection is entirely data-
driven instead of based on physical insights.

Due to the non-convex and non-linear process target
functions and constraints in CAMPD,7 applications usually
rely on GC methods for property prediction. To evaluate a
thermodynamic target function from a process model, an
equation of state or equivalent model is required as a
property prediction method. If the process performance is
largely dependent on the phase behavior of the components
(e.g., a solvent design), excess Gibbs energy (gE) models
combined with models for pure component properties can be
used. To use an equation of state or gE-model as a property
prediction method in a molecular design application, GC
methods can calculate the parameters of the model from the
structure of the molecule. The most prominent example is
the GC method UNIFAC26 which generates parameters for the
UNIQUAC27 gE-model. The generation of model parameters
from a group contribution approach is referred to as
homosegmented GC approach28 in the following sections.
Developing a homosegmented GC model does not require
modifications to the underlying equation of state or gE-model
and is therefore particularly flexible. A homosegmented GC
model for cubic equations of state requires only GC methods
for critical temperatures, critical pressures, and acentric
factors that are available from the literature.29–31 Examples
for integrated design applications using homosegmented GC
models based on critical properties and acentric factors are
studies by Papadopoulos et al.32 using the Lee–Kessler
method,33 Roskosch and Atakan2 using the Peng–Robinson
equation of state,34 and Cignitti et al.35 using the Soave–
Redlich–Kwong equation of state.36

For more complex equations of state including statistical
associating fluid theory (SAFT)37,38 and its derivatives,
homosegmented GC methods are formulated by determining
appropriate parameter combinations calculated from the
group counts. Examples for homosegmented GC models for
SAFT-based equations of state were developed by Tamouza
et al.39,40 for SAFT and SAFT-VR, and by Vijande et al.,41 Sauer
et al.28 and NguyenHuynh42 for PC-SAFT. The
homosegmented group contribution PC-SAFT model is used
in the continuous molecular targeting (CoMT) CAMPD
integrated design framework.43,44

Homosegmented GC approaches are limited by the
accuracy of the underlying model and the choice of
combining rules. The physical basis of SAFT enables a more
refined modeling approach that considers interactions
between individual segments instead of entire molecules.

Compared to homosegmented GC methods, these
heterosegmented models use the structure of the molecules
and parameters for all groups directly as inputs instead of
generating molecular parameters. Therefore, interactions
between unlike segments are resolved on a finer level.
Heterosegmented GC models were developed for SAFT-VR-
Mie45 and PC-SAFT.26,46,47 However, the more detailed
molecular model comes at the cost of requiring additional
knowledge about the structure of molecules, in particular the
complete bond information. This challenge is resolved in the
SAFT-γ-Mie equation of state48 which models individual
segments in a heterosegmented way but uses a
homosegmented approach for the Helmholtz energy
contribution due to chain formation. With that
approximation, group counts can be used as features, and
subsequently, the model was applied in various integrated
molecular and process design studies.9,49,50

In a comparative study, Sauer et al.28 showed that the
heterosegmented formulation of the PC-SAFT equation of
state shows smaller deviations to experimental data than the
homosegmented approach for all chemical families under
consideration. Further, fully heterosegmented equations of
state can be extended to heterosegmented Helmholtz energy
functionals to model the distribution and orientation of
molecules in inhomogeneous systems like interfaces,51,52 or
nanopores.53 Therefore, it is desirable to unlock the potential
of heterosegmented GC approaches in the context of
integrated molecular and process design.

Group counts and the established molecular
representations cannot account for bonds or higher-order
structures, stochastic algorithms have unfavorable
convergence, and using the full adjacency matrix within the
structure variables scales poorly to larger molecules.
Therefore, in this work, we develop a molecular
representation that generates the complete molecular graph
from a small input of possibly relaxed integer variables. The
number of structure variables is reduced compared to a full
adjacency matrix by encoding part of the structure of the
molecules directly in the molecular representation. With the
reduced problem size, an integrated design is possible that
evaluates the molecules by their performance in the nonlinear
process model. For the first time, the heterosegmented gc-PC-
SAFT equation of state is used as property prediction model
in a CAMPD application. Because of the reduced complexity
of the molecular representation, the molecule space is also
limited. The resulting reduction of the molecular design
space is justifiable for high fidelity property prediction
methods, such as the SAFT family of equation of states, as the
molecular space is already significantly limited by the
availability of accurate group parameters.

The proposed molecular representation that enables
heterosegmented GC methods and other property prediction
methods that require the full molecular graph as input is
described in detail in section 2. In section 3, the integrated
design of an organic Rankine cycle (ORC) is used as a case
study to assess the capability of the proposed framework.
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2 Molecule superstructures

The core idea of the molecule superstructures is to
represent molecules as graphs in which every node i is
associated with a non-hydrogen atom and a binary variable
yi. While the structure of the graph remains unchanged
during the optimization, the values of yi are degrees of
freedom. For yi = 0 the atom associated with node i is not
part of the molecule and for yi = 1 it is. A superstructure of
size n is defined as to be complex enough to be able to
represent all molecules of a given chemical family with up
to n non-hydrogen atoms. A key requirement for the
molecular representation is that it can be relaxed.
Therefore, values of yi between 0 and 1 are allowed and are
interpreted as the probability that the atom is present.
Hydrogen atoms are not kept track of individually but are
used to balance out any remaining free valence electrons.

The molecules that we consider in this study consist of a
functional group and one or more alkyl tails. The alkyl tails
consist of only carbon and hydrogen atoms but account for
most of the combinatoric complexity of the molecules. Fig. 2
shows the recursive definition of an alkyl superstructure An.
The recursion is terminated by the A0 structure (a hydrogen
atom). In general, the alkyl superstructure An would contain
one C atom that is bonded to three An−1 superstructures. Due
to the symmetry of the molecule, however, the size of the
alkyl tails and therefore the number of binary variables can
be reduced. Without considering chirality, the three alkyl
tails can be permutated arbitrarily. Thus, the alkyl tails can
always be arranged in descending order by size. Then, the
second alkyl tail only needs to account for a maximum of half
the n − 1 remaining C atoms and the third alkyl tail only a
third, respectively. This construction is only a necessary
condition for uniqueness. Additional symmetries in the
molecules need to be suppressed by constraints that are
introduced later.

With the alkyl tails in place, molecules can be
constructed. Even considering only the most essential atom
types in organic molecules, i.e., C, H, O and N, the number
of molecules that can be formed is vast and scales
exponentially with the number of atoms. Therefore, we
restrict the molecule space to align more with the chemical

families for which experimental thermophysical data, and in
conclusion accurate property prediction models, are
available. The resulting molecular design space is shown in
Fig. 3. It includes alkanes, alkenes, alkynes, alcohols, ethers,
aldehydes, ketones, and amines. The size of the alkyl
superstructures is determined by the symmetry of the
molecules analogously to the recursive definition of the alkyl
superstructures themselves. For alkenes, no distinction is
made between cis and trans isomers, as that distinction is
rarely made in property prediction methods either.

The chemical families shown in Fig. 3 capture a
substantial fraction of technically relevant chemicals. With
given group parameters, the method can be extended to
additional families like esters, carboxylic acids, or aromatic
compounds. However, allowing arbitrary numbers of possibly
different functional groups in the molecule is not feasible
with the superstructure approach. At the same time, current
property prediction methods used in CAMPD do usually not
extrapolate well to components that are chemically different
to the ones used in the parametrization. With the method
presented in this work, we give preference to the accuracy of
the property predictions rather than the size of the molecular
design space.

In Fig. 4a) the recursive construction of an alcohol/ether
superstructure of size 4 is visualized by repeatedly using the
definition of the alkyl superstructure (cf. Fig. 2). For cases
where the functional group consists of only one non-
hydrogen atom, the size of the superstructure (i.e., the
maximum number of non-hydrogen atoms that it can
represent) coincides with the depth of the superstructure
graph. The reduction in complexity resulting from
incorporating symmetry constraints in the superstructure is
shown in Fig. 4b). Compared to the naive approach of
keeping all possible child nodes up to depth n − 1, the
optimized alcohol/ether superstructure of size 3 only needs 4
variables instead of 9. For larger superstructures this effect
becomes even more pronounced. For an alcohol/ether
superstructure of size 8, the full tree structure, analogous to
the left side of Fig. 4b), contains 2187 nodes. Using the
recursive definition of the alkyl superstructures (cf. Fig. 2)

Fig. 2 Recursive definition of an alkyl superstructure An of size n.
Fig. 3 Definition of alkane, alkene, alkyne, alcohol/ether, ketone/
aldehyde, and amine superstructures of size n.
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instead to generate the graph leads to 27 nodes and thus 27
binary variables. This reduction of the number of binary
variables highlights the potential of the presented approach
to minimize the impact of the combinatorial nature of
molecular design. Still, the number of variables increases
with the size of the molecules in the design space, in contrast
to using group counts as molecular representation. The
increased complexity for larger molecules is necessary to
keep track of their full structural information. In our view,
the proposed molecular superstructure is mainly limited by
allowing only one functional group; however, this limitation
is also often given for the employed property models. To
translate the structure variables that are stored in a linear
array to the graph structure, a consistent indexing is
required. For this application an ordering according to a pre-
order traversal has proven useful. Fig. 4c) shows how the
feasible molecules that are in the design space of the
alcohol/ether superstructure of size 3 are represented in the
structure variables.

2.1 Structural constraints

To ensure that the optimization algorithm only finds valid
molecules, linear constraints are imposed. First, every node j

in the superstructure can only be present if its parent node i
is also present, which can be expressed as

(1)

Here, we denote the set of child nodes for a given node i as

, so that in the alcohol/ether example (cf., Fig. 4b)), we

would find, e.g., . Any superstructure of size n is

supposed to be able to represent all isomers with at most n
heavy atoms. Therefore, all larger molecules are excluded by
the size constraint

X

i

yi≤n: (2)

To be able to determine a ranking of multiple optimal
molecules, molecules that were already found in a previous
iteration are excluded using integer cuts.54 For integer
variables the quadratic constraint

X

i

yi − y0i
� �2≥1

ensures that at least one value of the current solution vector
y is different than the already known solution y0. For binary
variables, the relation yi

2 = yi can be applied and the
condition can be rewritten as a linear constraint

X

i

2y0i − 1
� �

yi≤
X

i

y0i − 1:

The quadratic and linear integer cut constraints (eqn (3) and
(4)) are identical for binary variables – which holds for the
optimal solution – but not during relaxation where yi varies
between 0 and 1. However, linearizing the constraint reduces
the complexity of the optimization problem and leads to the
same solutions.

With these constraints, only valid molecules of the
appropriate size are found. However, some molecules can
have multiple representations in the superstructure. To avoid
a repeated identification of the same molecule, we introduce
symmetry constraints

(5)

where refers to the set of all descendants of node i

(including i) and dα to the depth of node α, i.e., the number
of edges between α and the root node. This constraint is
devised heuristically and is not guaranteed to eliminate all
duplicates for large superstructures. It is tested numerically
to verify that the correct number of isomers is contained in
the design space for alcohols up to nonanol.55 The additional
symmetries that alkanes have compared to alcohols or
primary amines are not eliminated by constraints but
removed retrospectively from the fluid ranking. By encoding
structural information in the molecule superstructure, the
number of variables and constraints is reduced compared to

Fig. 4 a) Recursive construction of an alcohol/ether superstructure of
size 4. b) For an alcohol/ether superstructure of size 3, the number of
nodes (and thus variables) is reduced significantly by integrating
symmetry constraints already in the definition of the superstructure. c)
The four valid molecules that can be represented by an alcohol/ether
superstructure of size 3 and their corresponding structure variables.
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the more general molecular structure representation by Churi
and Achenie.18

2.2 Property evaluation

The molecule superstructure consists of relaxed binary
variables in the form of a molecular graph with weights for
each atom. Due to the full structural information about the
molecule, the superstructure can be interfaced with more
sophisticated property prediction methods than simple group
contribution models. In this work, we employ the
heterosegmented group contribution PC-SAFT equation of
state (gc-PC-SAFT) as the property model, which was shown
by Sauer et al.28 to describe pure component vapor pressures
and liquid densities more accurately than the simpler
homosegmented group contribution PC-SAFT model. In
addition to the number of chemical groups, the number of
bonds between each pair of chemical groups is required as
an input for gc-PC-SAFT.

To concur with the segments defined by Sauer et al.,28

the molecular design space has to be modified slightly. The
revised superstructures are shown in Fig. 5. For alkynes and
amines, groups are only available for 1-alkynes and primary
amines. The alcohol/ether superstructure is split up into an
alcohol superstructure and a superstructure for methyl
ethers to accommodate how ethers are parametrized.
Finally, in every superstructure shown in Fig. 5, an
additional constraint sets the value of the first C node in
the largest alkyl tail to 1 (indicated by an asterisk). With
this constraint, we exclude the small molecules methane,
ethene, ethyne, water, methanol (as a special case of a
methyl ether), formaldehyde, and ammonia, which are not
part of the group contribution model. The individual
superstructures contain different numbers of binary
variables. Therefore, the best molecules in each chemical
family are determined in individual optimization problems

and combined into a comprehensive ranking. If the goal is
to formulate one single optimization problem, one solution
can be to use disjunctive programming.56 Alternatively, all
superstructures can be combined into a single
superstructure with additional constraints ensuring valid
structures within the different chemical families. The latter
approach can be compared to a direct MINLP approach
which is also used for optimizing process superstructures.57

In our study the added complexity of the single
optimization problem does not outweigh the effort of
solving multiple optimization problems, especially because
solving multiple problems can be parallelized efficiently.

For the molecule superstructure, each node represents a
superposition of chemical groups. A C node in an alkyl tail
can, in general, represent a >C<, >CH, CH2, or CH3

segment. For integer solutions, the correct group for node i is

determined from the number of child nodes with yj =

1. If the yj are relaxed and interpreted as probabilities, the
occurrence of the different groups can be determined from
the combinatorics of the child nodes. An atom i with yi = 1
that has two child nodes j and k will occur as the group
without open bonds with a probability of (1 − yj)(1 − yk)
(neither child node is present), one open bond with a
probability of yj(1 − yk) + (1 − yj)yk (either of the child nodes is
present), and two open bonds with a probability of yjyk (both
child nodes are present). If yi ≠ 1, the probability of finding
atom i itself is reduced and therefore the occurrence of each
group type must also be multiplied with yi. This relation can
be expressed generically using polynomials. By defining the
segment polynomial Si(ξ) as

(6)

the occurrence of each specific variant can be obtained from
the coefficients of ξ. The coefficient of the k-th power of ξ

corresponds to the occurrence of groups with k open bonds.
Analogously, the occurrence of bonds can be expressed as
coefficients of a two-dimensional polynomial:

(7)

where the index k runs over all child nodes of i except for
node j. Here the coefficient of the k-th power of ξ and the l-th
power of ζ corresponds to the occurrence of a bond between
a segment with k open bonds and a segment with l open
bonds. An example calculation of segment and bound counts
is shown in Fig. 6. To systematically calculate the group and
bond counts, the CAMPD framework defines data structures
for 1D and 2D polynomials and implements polynomial
arithmetic using operator overloading. Then, the total
number of groups and bonds is calculated by traversing the
superstructure graph and applying eqn (6) and (7) while
keeping track of the atom types in the functional group.

Fig. 5 Molecule superstructures adapted to the heterosegmented gc-
PC-SAFT equation of state by Sauer et al.28
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3 Case study: organic Rankine cycle

The proposed molecular design method is demonstrated in a
case study to identify the optimal working fluid for a small-
scale high-temperature organic Rankine cycle. The case study
is primarily based on the 1-stage CoMT-CAMD study by
Lampe et al.58 simplified by replacing the detailed turbine
model with a constant efficiency and neglecting pressure
losses in the heat exchangers.

The process flowsheet is shown in Fig. 7. The working
fluid leaves the evaporator as saturated or superheated vapor
and is then expanded in a turbine with assumed constant
isentropic efficiency ηs,turbine = 0.85. The value is based on
the results from the detailed turbine model used in previous

work.58 The working fluid at low pressure is condensed and
enters the pump as a saturated liquid, where it is fed back to
the evaporator at the high pressure level. Optionally, the
vaporous working fluid leaving the turbine is used in a
recuperator to preheat the liquid working fluid before it
enters the evaporator. The heat integration realized by the
recuperator increases the efficiency of the cycle. However, in
some configurations, using a recuperator can become
thermodynamically or economically unfavorable or even
infeasible: if the turbine outlet is within or close to the two-
phase region, the temperature difference in the recuperator
becomes small or even negative, rendering recuperation
thermodynamically infeasible. If the transferred heat in the
recuperator is small, it still increases the thermal efficiency
of the process, but the reduction in operating costs might
not offset the additional investment costs.

To assess the feasibility of the recuperator, a flowsheet
superstructure is considered that contains a binary variable
wrec that specifies whether the recuperator is present or not.
The flowsheet superstructure enables an easy comparison of
different process configurations without significantly
increasing the overall optimization problem's complexity. For
a comprehensive assessment of the economic impact of the
recuperator, a detailed thermo-economic model of the
process is required.59 In the purely thermodynamic
optimization considered in this case study, the economic
performance of the recuperator has to be approximated
crudely by limiting the area of the recuperator by both
imposing a minimum temperature difference and specifying
a minimum transferred heat to exclude economically
infeasible small heat exchangers.

The continuous degrees of freedom in the process
model are the mass flow rate ṁWF of the working fluid,
the logarithmic reduced pressures ln predcond and ln predevap in
the condenser and evaporator respectively, the degree of
superheating ΔTsh, and the heat flow rate in the
recuperator Q̇rec.

The process parameters used for this case study are listed
in Table 1. Reduced pressures are calculated with respect to
the critical pressure pred ¼ p

pcrit
. Limiting the maximum

reduced pressure to a value below 1 ensures a subcritical

Fig. 6 Example calculation of segment and bond counts for an
alcohol/ether superstructure (n = 3). The polynomials Si(ξ) and Bij(ξ,ζ)
are evaluated for every segment and bond from eqn (6) and (7). Then,
the polynomials that correspond to the same segment or bond types
are summed and the bond and segment counts are determined from
the coefficients of the polynomials.

Fig. 7 Conceptual flowsheet of the process superstructure for the
organic Rankine cycle with optional recuperation (indicated with
binary variable wrec).

Table 1 Parameters for the ORC process model

Parameter Symbol Value

Heat source inlet temperature Th,in 300 °C
Heat source heat capacity rate Ḣh 4.63 kW K−1

Min. approach temperature ΔTh,min 30 K
Isentropic turbine efficiency ηs,turbine 0.85
Isentropic pump efficiency ηs,pump 0.7
Min. absolute pressure pmin 1 bar
Min. reduced pressure predmin 1 × 10−5

Max. absolute pressure pmax 50 bar
Max. reduced pressure predmax 0.8
Min. cooling temperature Tcond,min 80 °C
Min. temp. diff. recuperator ΔTrec,min 30 K
Min. recuperated heat Q̇rec,min 5 kW
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process operation. Even though transcritical cycles can be
thermodynamically preferable, particularly for situations with
large temperature changes in the heat source medium, they
are excluded from this study.

A possible application of the ORC can exploit a hot
product or utility stream in a chemical plant that is required
in a subsequent step at a lower temperature. As a form of
heat integration, the ORC can extract the exergy in the form
of electric power that would otherwise be lost if the stream
was cooled in a simple heat exchanger.60 Therefore, the
objective function for the optimization is the net power
output of the process Pnet, and a constraint is added that
limits the heat source outlet temperature Th,out to a
minimum value.

The feasibility constraints of the recuperator depend on
its presence. If the recuperator is built, the minimal
temperature differences ΔTrec,h/c on the hot and the cold side
respectively are bounded by ΔTrec,min. Without recuperation,
no lower bound on the temperature differences ΔTrec,h/c
between the respective streams is required. Therefore, the
binary variable wrec is included in the calculation of the lower
bound of ΔTrec,h/c, as

ΔT rec;h=c

ΔT rec;min
≥wrec − 1 −wrecð ÞM (8)

where M is a large but finite constant. Analogously, the heat
flow in the recuperator Q̇rec is constrained by the set of
inequalities

wrec≤
Q̇

rec

Q̇
rec;min

≤wrecM:

This constraint ensures that no heat transfer occurs in the
recuperator if wrec = 0 and the heat transfer rate is above the
specified minimum Q̇rec,min if wrec = 1.

Artelys Knitro61 is used to solve the resulting integrated
design problem with its implementation of the branch and
bound algorithm for the MINLP and sequential quadratic
programming as a solution algorithm for the NLP
subproblems.

3.1 Single-objective optimization

To assess the capability of the new molecular representation,
a ranking of the 50 most promising working fluids is
calculated for the heterosegmented gc-PC-SAFT equation of
state. For comparison, the integrated design is repeated for
the homosegmented group contribution PC-SAFT model that
has been used in previous CAMPD studies based on PC-SAFT.
For both models the ideal gas contribution to the heat
capacity is calculated using the GC model by Joback and
Reid.29 The minimum heat source outlet temperature is set
to Tmin

h,out = 200 °C. Molecule superstructures of size 8 (up to 8
non-hydrogen atoms) are used which leads to 16
(methlyethers and alkynes), 20 (ketones), 23 (alkanes,
alcohols, amines), or 25 (alkenes) binary structure variables.
The computation times on an AMD EPYC 7F72 workstation

CPU were 17.3 h (79.2 CPUh) using the gc-PC-SAFT equation
of state and 10.4 h (43.1 CPUh) using the homosegmented
group contribution PC-SAFT model. The increase in
computation time can predominantly be attributed to the
more expensive evaluation of the equation of state. The
problem size is unchanged and the rate of convergence
largely identical.

The ten best performing molecules identified in each
optimization are listed in Table 2. For both models,
propanal (propionaldehyde) has the highest net power for
the given constraints. Aside from the top-performing
working fluid, the ranking differs for the two models.
However, the differences in net power are small, and many
components appear in the top ten of both models. A
difference between the homosegmented group contribution
PC-SAFT model and the heterosegmented gc-PC-SAFT
equation of state can be observed concerning the
description of isomers: The homosegmented model is not
able to distinguish between the two isomers of methylpent-
1-yne or the two isomeric alkenes hex-3-ene and hex-2-ene,
resulting in the same net power output of the working
fluids. Despite both isomers having the same number of
segments, they both appear in the list because the exact
structure of the molecules is a result of the optimization
and does not need to be determined a posteriori. The
heterosegmented gc-PC-SAFT equation of state can
distinguish between these isomers, leading to a slightly
different net power output. While the difference in
performance between these isomers is negligible in the
application shown here, the detailed resolution of isomers
can become an advantage in other applications.

The ranking is strictly based on the thermodynamic
performance of the ORC process with the chosen working
fluid. The operational safety, ecological impacts, and
equipment and operating costs have not been considered.
There is also no guarantee that all components in the
ranking (in particular those exhibiting triple bonds) have the
necessary thermal stability to be used during the life cycle of
an ORC. The choice to report the net power with five
significant figures is made to highlight the behavior of the
molecule superstructure and the different GC models and
does not reflect the expected accuracy of the prediction.

3.2 Impact of thermodynamic model

In the parameter estimation, the heterosegmented gc-PC-
SAFT equation of state showed closer agreement with
experimental data compared to the homosegmented group
contribution PC-SAFT model.28 To compare the two
approaches, the PC-SAFT equation of state with parameters
fitted for individual components is used as a reference. In
Fig. 8, the full rankings obtained in this case study for the
two models are plotted using open symbols. For all working
fluids for which pure component PC-SAFT parameters are
available from Esper and Gross,62 these parameters are used
to calculate the net power output in a separate process
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optimization (filled symbols). The relative deviations between
the net power output calculated using fitted PC-SAFT
parameters and the group contribution approach are plotted
on the right. Only components that appear in both rankings
are used for the comparison.

The difference between the two approaches is not
significant: both group contribution models closely
reproduce the power output determined by the process
design with fixed molecules for most of the components in
the ranking. With some exceptions for the homosegmented
approach, hydrocarbons (alkanes, alkenes and alkynes) and
ketones are in excellent agreement. More caution is required
when extrapolating methyl ethers and amines to components
without adequate experimental data. In the heterosegmented
approach, both 1-methoxypropane and 2-methoxypropane are
falsely (at least according to the fitted PC-SAFT parameters)

identified as promising working fluids. For amines, both
approaches overpredict the power output of propane-2-amine
significantly. This deviation can be attributed to the fact that
only 1-amines were used in the parametrization of the GC
models.28 Further, the fitted PC-SAFT parameters used as
reference are only accurate if enough experimental data is
available. For scarcely measured components like 1- and
2-methoxypropane, data is often only available for
temperatures close to ambient conditions. The conditions
close to the critical point that are important in the ORC
process model are thus extrapolated. Here, the group
contribution approach, albeit being less precise in replicating
the actual experimental data, can extrapolate more robustly
than the equation of state with individually fitted parameters
due to the lower ratio of the number of parameters to
experimental data points.

Table 2 The ten highest-ranked fluids in the case study with Tmin
h,out = 200 °C for both the homosegmented group contribution PC-SAFT model and the

heterosegmented gc-PC-SAFT equation of state

#

PC-SAFT (homosegmented) gc-PC-SAFT (heterosegmented)

IUPAC name Smiles Pnet/kW IUPAC name Smiles Pnet/kW

1 Propanal CCCO 93.014 Propanal CCCO 92.321
2 1-Methoxybutane CCCCOC 92.215 Propan-2-one CC(O)C 92.196
3 3-Methylpent-1-yne CCC(C)C#C 92.064 4-Methylpent-1-yne CC(C)CC#C 92.057
4 4-Methylpent-1-yne CC(C)CC#C 92.064 1-Methoxypropane CCCOC 92.045
5 Hex-3-ene CCCCCC 92.022 3-Methylpent-1-yne CCC(C)C#C 92.029
6 Hex-2-ene CCCCCC 92.022 2,3-Dimethylbut-2-ene CC(C(C)C)C 91.991
7 Hex-1-yne CCCCC#C 91.991 3-Methylpent-2-ene CCC(CC)C 91.921
8 Propan-2-one CC(O)C 91.918 2-Methylpent-2-ene CCCC(C)C 91.909
9 2,3,3-Trimethylbut-1-ene CC(C)C(C)(C)C 91.855 Hex-2-ene CCCCCC 91.802
10 1-Methoxy-2-methylpropane CC(C)COC 91.853 Hex-3-ene CCCCCC 91.801

Fig. 8 Ranking of working fluids determined using the homosegmented PC-SAFT group contribution model and the heterosegmented gc-PC-
SAFT equation of state, respectively (open symbols). Comparison with process optimization results using fitted PC-SAFT parameters62 (filled
symbols). The errors between both group contribution methods and the fitted equation of state are shown in the violin plot on the right hand side.
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3.3 Pareto optimization

The optimal working fluid in an organic Rankine cycle
depends heavily on the operating conditions.63 To
demonstrate this dependency, the optimal working fluid is
calculated varying the minimal heat source outlet
temperature Tmin

h,out. The results are shown in Fig. 9. For the
lowest value of Tmin

h,out = 100 °C, the design framework
identifies 3-methylpent-1-yne as the optimal working fluid.
Increasing the minimum heat source outlet temperature
changes the selection to isomers of hexene and heptene, then
different ketones, and finally butan-1-amine.

For three points on the Pareto front, the T–s diagram of
the optimized process is shown in insets. The temperature of
the heat source medium is shown in red, whereas the
condensation temperature is set to a constant minimum
value (blue). The dashed lines indicate the heat transfer in
the recuperator. The critical temperature and the shape of
the phase diagram impact the process performance in a way
that can only be quantified in a process model. Therefore, an
integrated design of process degrees of freedom and working
fluids is necessary to find the most efficient process. The
proposed molecule superstructures allow to base these
process optimizations on the most advanced GC models.

4 Conclusions

This work introduces molecule superstructures as a novel
graph-based molecular representation for computer-aided
molecular and process design. With the superstructure

approach, the full structural information of the molecule
is available during the optimization. At the same time,
the binary structure variables can be evaluated at non-
integer values. The relaxation of the binary variables
allows a continuous interpolation between molecular
structures and thus the use of fast gradient-based
optimization algorithms. The molecule superstructures are
embedded in a CAMPD framework in which they can be
coupled with advanced property prediction methods and
process models. The framework is used to find the
optimal working fluid and process conditions in an
integrated design of a high-temperature ORC process. For
the first time, the heterosegmented gc-PC-SAFT equation
of state is used as property prediction method in a
CAMPD application. The results are comparable to the
established homosegmented group contribution PC-SAFT
model. Due to inaccuracies of the property prediction
methods and the local MINLP solver, the method does
not guarantee that the optimal molecule, as determined
by the optimization, indeed performs best in a real-world
application. The problem can be alleviated by calculating
a ranking of fluid candidates, as was done in this work,
or by using statistical methods64 to estimate the accuracy
of the prediction.

The molecule superstructure enables high-fidelity property
prediction methods and can be used in CAMPD problems
with complex non-linear target functions and constraints. To
find optimal molecules based on a more holistic description
of the process, the molecule superstructure can be coupled

Fig. 9 Pareto curve for the combined heat and power application with the net power and the heat source outlet temperature as competing
objective functions. The insets show the process for three points on the Pareto curve in a T–s diagram.
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with property prediction methods for transport properties65,66

to calculate economic targets, such as specific investment
costs.59 To include the ecological impact of the entire
process, the target function can be determined from a life
cycle assessment.67

A further direction in the integrated design of ORCs or
heat pumps is the consideration of mixed working fluids or
refrifgerants.32,68 Mixtures also play a crucial part in
separation processes for which solvent design is also
considered to increase the process performance.69

Heterosegmented group contribution models describe
interactions between segments rather than entire molecules.
Therefore, corrections for unlike segments on different
molecules can be included directly in the perturbation terms.

With these extensions in mind, the proposed molecule
superstructure optimization strategy can contribute to
increasing the accuracy of property prediction methods used
in integrated molecular and process design.

Code availability

The FeOs (ref. 70) framework is used for the calculation of
properties and phase equilibria. The CAMPD framework
presented in this work, including the molecular
superstructures are published open source at https://github.
com/feos-org/feos-campd. The implementation of the process
model for the organic Rankine cycle with optional
recuperation and all scripts required to reproduce the results
are published at https://gitlab.ethz.ch/epse/molecular-design-
public/paper-molecule-superstructures.
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