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Barium zirconate (BaZrOs or BZO) and barium cerate (BaCeOs or BCO) are among the best-performing
proton-conducting oxides used as electrolytes in all-solid-state fuel and/or electrolysis cells. During
synthesis, they are seeded with oxygen vacancies (V&'), which charge-compensate with acceptor
dopants such as yttrium (Yz) and, upon exposure to water vapor, are replaced by interstitial protons
(H"). Here, we investigate this and alternative processes for protonation by calculating defect formation
energies, concentrations, and migration barriers for several relevant species, including Hi", V&', interstitial
oxygen (O?7), and interstitial hydroxide (OH[), using density functional theory. We confirm that V&" are
favorable under typical operating conditions, although at lower partial pressures of H, gas and wet
conditions, Hi" becomes the dominant donor species. Higher H concentrations in BCO than in BZO
under comparable conditions help to explain the higher conductivity measured in BCO. OH; species are
present in low concentrations in the bulk (particularly in BZO; they may incorporate in BCO under wet
conditions), and their migration is slow; however, they may form at surfaces and help seed materials
with H;". Alloying BZO and BCO improves ionic conduction in general, although the presence of native
defects tends to impede kinetics. Our results show that high ionic conductivity can be achieved through
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optimizing synthesis conditions to maximize the concentrations of H;, as well as reducing defect-rich

rsc.li/materials-advances regions such as grain boundaries.

H; concentrations.'? Indeed, defect formation energy calculations
show that H has lower formation energies than V' ,"* suggesting

1. Introduction

Proton-conducting oxides (PCOs) are widely studied as solid-
state electrolytes in ceramic fuel and/or electrolysis cells, on
account of their favorable proton kinetics and ease of hydrogen
incorporation."™ Two ABO; perovskite oxides, barium zirco-
nate (BaZrO; or BZO) and barium cerate (BaCeO; or BCO), are
among the most attractive of these materials, and they are often
alloyed together to merge BZO’s superior chemical stability
with BCO’s higher proton conductivity.®™"

It is generally accepted that acceptor doping (e.g., with
yttrium, Yzc.) i necessary to incorporate protons (Hj) into
PCOs, as they initially seed the materials with oxygen vacancies
(V&), which serve as intermediaries for protonation upon water
exposure:*

2Yzce + Vo + Hy0 > 2Yce + 2HS. 1)

In light of their shared status as electron donors, some have
speculated that Vg may actually compete with the goal of high
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that the introduction of V& may limit the achievable proton
concentration.

It is therefore of interest to consider other routes for proto-
nation that do not require oxygen vacancies. Direct exposure to
dry H, during synthesis with an acceptor species is one option:

BaO(s) + {Zr/Ce}0,(s) + Hy+ 2Y(s) — Ba{Zr/Ce}O; + 2H{+ 2Y7,/ce-

(2)

However, the high partial pressures of H, necessary for this
reaction may not be compatible with traditional synthesis
approaches. Sol-gel synthesis, which requires organic chelating
agents, is performed in air in order to remove carbon and
nitrogen impurities. Conversely, solid-state synthesis requires
high temperatures on the order of 1450 °C, and it is difficult to
operate a furnace filled with H, at such temperatures.

Another alternative is that exposure to water could give rise
to H{ in addition to an interstitial hydroxide (OH; ) via the
following reaction:

H,0 — OH; + Hj. 3)

In this case, a dopant is not necessary to achieve charge
balance. This reaction is relevant in materials with intrinsically
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oxygen deficient regions, such as hexagonal perovskites, which
can absorb water without the need for doping.**

Whether or not these pathways are relevant is unclear. For
one thing, the formation energy of OH; in the bulk has not
previously been calculated, to our knowledge. However, previous
computational studies have suggested that hydroxide migration
may be relevant for protonation, particularly when moving from
the surface to the bulk. Polfus et al. found adsorbed OH; to be
favorable on surfaces of BZO, even more so than adsorbed O?~.""
Jing et al. calculated hydroxide migration barriers to be one-third
as large as those for protons at the surface of SrZrOs;, another
perovskite proton conductor, which suggests that hydroxide
migration is key for protons to migrate into the bulk."® Halwidl
et al. also showed that interstitial hydroxide species created
through the dissociation of water are very mobile at the surface
of perovskite-like Sr,RuO, and Sr;Ru,0,."”

In addition to considering migration of other proton-related
species, it is important to consider the effect of local chemical
environments on proton diffusion. Grain boundaries, for
instance, exhibit environments characterized by different con-
centrations of defects (such as vacancies) than in the bulk.'®™
Several studies have shown that ions are less mobile near grain
boundaries than in the bulk, meaning that grain boundaries
limit the overall proton conductivity in polycrystalline samples
of BZO and BCO.>*° Furthermore, the importance of BZO-
BCO alloys means that ionic migration should also be consid-
ered in the presence of alloy impurities, i.e., Ce on a Zr site in
BZO (Cey,) or Zr on a Ce site in BCO (Zrce).

In this work, we use density functional theory (DFT) calcula-
tions to study the properties of protons, oxide ions, and
hydroxide ions in BZO and BCO, as well as their mobility in
the presence of cation vacancies and alloy impurities. To begin,
we calculate defect formation energies for each of the relevant
species, using a hybrid exchange-correlation functional to
capture electronic properties accurately. Using these results,
we compute concentrations of defects and H-related impurities
in Y-doped BCO and BZO. Vg will be the most prevalent native
point defect; however, H{ can replace it very easily, particularly
under wet conditions. Their presence reduces the concen-
tration of free charge carriers, which implies that proton-rich
samples will exhibit less electrical leakage. OH; species will not
typically be present in large concentrations, although they will
be slightly more common in BCO than in BZO.

Subsequently, we calculate migration barriers for these
defects and impurities. We calculate barriers for Hj, V&', O,
and OH; in the bulk, which we then compare with values
calculated in the presence of an alloy impurity (i.e., Ce, in BZO
or Zr¢. in BCO) or an intrinsic vacancy. Comparing these values
gives us a sense for how migration pathways will be affected by
alloying and the presence of defect-rich regions such as grain
boundaries. Unsurprisingly, H; has the fastest kinetics, though
other species will also be fairly mobile. Alloying generally
reduces migration barriers, while the presence of cation vacan-
cies increases barriers due to Coulombic binding. As such,
defect-rich regions like grain boundaries should be limited in
order to optimize ionic conductivity.
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2. Computational methods

We perform DFT calculations*'*? using the Vienna ab initio

simulation package (VASP).>*> We use the hybrid exchange-corre-
lation functional of Heyd, Scuseria, and Ernzerhof (HSE06)** with
25% mixing of exact exchange in order to obtain accurate results
for defect formation energies. For the calculation of migration
barriers, we use the nudged elastic band (NEB) method with
climbing images.>>*® The generalized gradient approximation
(GGA) of Perdew, Burke, and Ernzerhof (PBE) is used for NEB
calculations for computational efficiency.”” We apply projector
augmented wave (PAW) potentials®**° with a plane-wave cutoff of
500 eV. The Ba 55> 5p° 6s%, Zr 4s” 4p°® 55> 4d*, Ce 55 5p° 65> 5d"
4f', Y 4s® 4p°® 55> 4d", and O 2s® 2p* electrons are treated explicitly
as valence. Spin polarization is included for all of our calculations.
Supercells are constructed for defect formation and migration
calculations; these consist of eight unit cells of BCO (2a x 2b x 2¢
in terms of the lattice vectors, 160 atoms) and 27 unit cells of BZO
(3a x 3b x 3¢, 135 atoms). The bulk properties we calculate for
unit cells are described in our previous work.”® For supercell
calculations, a single special k point is used.

As a word of caution, we note that while our supercells are
appropriately sized for defect calculations, they may be insufficient
for studying global defect migration, particularly in highly disor-
dered materials. As such, our results for defect migration provide
relative trends, but our calculated migration barriers may not fully
explain experimental measurements for these systems. Further-
more, as demonstrated in several review articles, experimental
measurements of proton conductivity show significant variability,
even in certain cases for materials with ostensibly the same
composition.>*" As such, it is challenging to match computed
barriers with experimental results.

2.1 Defect formation

We calculate the formation energy E(D) of a defect D in charge
state g as:*?

EX(D") = E(D") = By + ) _natta + 4B + Ao (4)

E(DY) is the total energy of a supercell containing D?; Eypy is the
total energy of the pristine supercell, containing no defects; n,
is the number of atoms of species A added (n, < 0) or removed
(na > 0) from the pristine system to create D% u, is the
chemical potential of A; E is the position of the Fermi level;
and A, is a finite-size correction term for charged defects.*>**
The formation energy is exponentially related to the defect
concentration ¢ as:

Ef
¢ = Nsites exXp (71637)’ (5)

where N5 iS the site concentration of the defect, and kg is
Boltzmann’s constant. As a result, lower formation energies
correspond to exponentially higher defect concentrations. Ey. is
treated as an independent variable in calculating formation
energies, meaning that plots of E* vs. Ep will show each defect as
a collection of lines with slopes g; where the slope changes, the
preferred charge state changes as well.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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For defect complexes, we can use formation energies to
calculate a binding energy for a complex (AB) relative to its
constituent, isolated defects (A and B):

Epina(AB) = E'(4) + E'(B) — E'(AB). (6)

A positive value of Eping indicates that the complex is stable
relative to the individual defects.

The chemical potential u, reflect the energetic preference
for a specific element present in the system. We define it in
terms of a deviation A, from a reference energy as:

Ua = Ex + Apia, ()

where E, is the total energies of the elemental reference
structure, i.e., the ground-state structures of the Ba, Zr or Ce
metals or an O atom in molecular O,. In order to prevent
formation of the elemental phases, we require that each Ay, < 0.
We assume conditions corresponding to thermodynamic equili-
brium, which is captured by the following expression for the case
of Ba{Zr,Ce}Oy:

Apga + Afigze cey + 3Apo = AH' (Ba{Zr,Ce}03), (8)

where AH'(Ba{Zr,Ce}O;) is the enthalpy of formation of BZO or
BCO. These and other enthalpies of formation have been
calculated previously using a similar computational
approach.'®*

Additional bounds are placed on Apg, and Apyz, ey to ensure
that limiting phases such as BaO, ZrO,, and CeO, do not
precipitate. For Ba, this condition is expressed as:

Aga + Ao < AHf(BaO). 9)

And for {Zr,Ce}:

Atz e + 2A10 < AH'({Zr,Ce}0,). (10)

Based on eqn (8) and the upper limit of eqn (9), we can define
“Ba-rich” conditions (equivalently, ‘“Zr-poor”) as those for
which Aug, is maximized while preventing precipitation of BaO
or Ba metal. Similarly, eqn (8) and (10) allow us to define “{Zr,Ce}-
rich” (“Ba-poor”) conditions, where Ay, ce is maximized while
ensuring that {Zr,Ce}O, does not precipitate.

We treat impurity chemical potentials (e.g., for Hand Y) in a
similar fashion. As for eqn (9) and (10), we establish an upper
limit on Ap by ensuring that a limiting phase does not
precipitate. For yttrium, that phase is Y,O;, leading to the
condition:

2Apy + 3Apo < AH'(Y,05).

(11)

For hydrogen, we choose H,O as our limiting phase, as it is
most relevant experimentally, although Ba(OH), actually pro-
vides a more restrictive limit."> The limiting condition is
expressed as:

2Au + Apio = Apy o < AG'(H,0), (12)

where we introduce Auy,o as the chemical potential of water
vapor. By fixing Ay to its upper limit for a given value of Auo,
we capture the “H-rich” limit that is likely to be most preferred
for protonating BZO and BCO.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Note that AG'(H,0) is the upper limit here, rather than AH"
as with our other limiting phases. Strictly speaking, the free
energies AG' are the proper limits in each case and are
reflective of conditions at finite temperatures. However, the
entropic contribution is most pronounced for gaseous species
such as water vapor, so while we can approximate the upper
limits in eqn (8)-(11) with DFT-calculated AH' values, we
necessarily need to consider the temperature-dependent AG"
in this case. To that end, we use tabulated values for AG'(T).*®

Finally, for elements with a gas-phase reference state, such
as oxygen and hydrogen (and also water vapor), the Au values
can be connected to experimentally measurable partial pres-
sures using the expression:

0 0 Pa
Aup = H'(T) — TS°(T) + RT lnﬁ, (13)
where H°(T) and S°(T) are tabulated for O,, H,, and H,0;*® P, is
the partial pressure; and P° is the pressure at the standard
conditions used in the tabulation.

2.2 Defect concentrations

Using eqn (5), we can identify how defect concentrations
change under different operating conditions. Specifically, by
enforcing charge neutrality among all the defects we calculate,
we can determine the concentrations for each species and the
position of the Fermi level for certain conditions. This proce-
dure requires two additional parameters, namely, the electron
and hole concentrations, which we determine by integrating
the calculated densities of states (DOS). We determine electron
concentrations by integrating the calculated DOS near the
CBM, using the expression:*”

=

=] ecwrine (14

Ecam
with gc¢(E) being the conduction band DOS and f(E) being the
Fermi-Dirac occupation function. Similarly, for holes, we deter-
mine the carrier concentration by integrating the DOS near the
VBM via:

Evem
p:j av(E)[1 — f(E)dE, (15)

—00

with gy(E) being the valence band DOS.

3. Results

3.1 Defect formation

3.1.1 Defect formation energies. We present results for the
formation energies of relevant H- and O-related species (and
Y{zr,cer acceptors) in BZO and BCO in Fig. 1, assuming the
Ba-rich limit and Y solubility limit, as discussed previously.
As expected, Vg and Hj are the lowest-energy electron donors for
most of the bandgap, and they are particularly low in energy for
Fermi level positions ~1-to-2 eV above the VBM. Higher energy
species include substitutional Hy, and interstitials O; and OH; .
O; preferentially adopts a split interstitial configuration, in
agreement with a recent study,*® while OH; resembles Of~ with

Mater. Adv., 2023, 4, 6233-6243 | 6235
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Fig. 1 Formation energies of hydrogen- and oxygen-related defects and impurities in (a) BaZrOs and (b) BaCeOs. Auo is set at —2.42 eV, which
corresponds to sintering conditions at 1650 °C,*? and equilibrium with H,O is assumed. Ba-rich conditions and the Y solubility limit are assumed for

calculating the formation energies of Yz, and Yce.

an additional Hj attached to one of the oxygen atoms. It follows
that we can treat OH; as a complex of Of~ and H; and calculate
its binding energy: 1.42 eV in BZO and 1.18 eV in BCO. Both of
these binding energies indicate that OH; is highly stable with
respect to the individual defects and is therefore likely to form if
both are simultaneously present. In the absence of dopants, the
formation energies of Hi and other relevant species will be high;
thus, a compensating acceptor species such as Yz,c. will still be
necessary.

Our defect formation energies allow us to comment on the
relative energetics of eqn (1) and (3), which describe possible
routes toward protonation in BZO and BCO, by comparing
the formation energies of products and reactants. For eqn (1),
the enthalpy of the reaction will be related to 2ETH{] — ETV3'],
while for eqn (3), the enthalpy is related to ETH;] + ETOH; ]. The
difference between these two quantities (2ETH;] — E V%] and
ETH{] + EOH;]) provides an estimate of the relative favorability
of the two reactions; notably, this quantity is independent both
of chemical potentials and the Fermi level position. In BZO, we
find eqn (1) to be 4.14 eV lower in energy than eqn (3), while
for BCO, we find eqn (1) to be 3.02 eV lower in energy. In both
cases, these relative energies suggest that the widely proposed
V& -mediated reaction of eqn (1) will proceed much more
favorably, although the process described by eqn (3), whereby
V2 are not required and OHj species are created, will be more
competitive in BCO. Most likely, this result extends qualitatively to
surfaces and interfaces, where OH; are most likely to form initially.

3.1.2 Defect concentrations. Next, we calculate defect con-
centrations in bulk BZO and BCO under varying chemical
potential conditions. We assume a fixed, typical Y doping level
of 20 at%, as well as a temperature of 900 K, which is close to
typical operating temperatures for BZO and BCO fuel and
electrolysis cells.”® To account for finite temperature effects, we
include a harmonic correction to the formation energies of Vo and
H; based on previous work;’>>" these corrections increase the for-
mation energies of V& and H; by 0.13 eV and 0.21 eV, respectively.

6236 | Mater. Adv, 2023, 4, 6233-6243

In each of our concentration plots, we maintain a fixed value
of Apy and vary Apo from —5 eV to 0 eV, which in turn yields a
range of Auy,o that we use as our x-axis. Using eqn (13), we
can connect Auy o to partial pressures of water (Py,o), which
we show on the upper x-axis of our concentration plots. We
consider two choices of Py, :1 atm (corresponding to Auy =
—0.625 V) and 10> atm (Auy = —1.071 €V), to compare H-rich
and H-poor conditions. Otherwise, we use intermediate
chemical potentials halfway between the Ba-rich and Ba-poor
limits. An upper limit on our x-axis is set by AG'(H,0), which at
900 K is —2.05 eV, although we extend slightly beyond this limit
for illustrative purposes in the case of Py, = 1 atm. We include
certain defect formation energies calculated previously'**%*>>?
to generate these plots.

To start, we plot concentrations of defects and impurities in
BZO in Fig. 2(a) and (b). In panel (a), for which Py =1 atm, we
identify three distinct regimes based on which donor species
compensates with Yz. At dry conditions, below approximately
Puo = 107*° atm, the substitutional hydride Ho will be the
dominant donor. On the other hand, for wet conditions of
P > 107 atm, interstitial protons Hj will dominate. In between
those two extremes, V& will have the highest concentration among
donor species. The situation is similar in Fig. 2(b), for Py, = 107°
atm, with the main difference being that Hg, concentrations will be
significantly less competitive with Vg for dry conditions.

We note two more significant results for BZO. First, the
Fermi level positions will be higher than those we calculated in
previous work for BZO absent any hydrogen exposure,*® span-
ning a range of about 1.6-3.1 eV above the VBM for Py, = 1 atm
[Fig. 2(a)], and about 1.2-2.4 eV above the VBM for Py, = 107"
atm [Fig. 2(b)]. Under the more H-poor conditions in panel (b),
free hole (h") concentrations are noticeably higher than under
the H-rich conditions in panel (a); however, they plateau just
above 10'* cm™>. Free electron (e”) concentrations do not even
appear in the plotted range in either case. In general, these
results suggest that the presence of Hi will minimize harmful

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Defect, impurity, and free carrier concentrations at 900 K as a function of AHHZO in BaZrO< under (a) PH2 =1atm, and (b) PHz = 107> atm; and for
BaCeOs under (c) Py, =1atm, and (d) P, = 107° atm. The Ba and Zr chemical potentials correspond to intermediate conditions between the Ba-rich and
Ba-poor limits.

electrical leakage in these materials by limiting the presence of
free carriers and/or polarons. This result is consistent with a
previous report that proton conductivity will significantly
exceed electrical conductivity in BZO at high PH20~53 Second,
we find that the hydroxide species, OH;, does not appear on
our concentration plots; as such, we do not expect measurable
concentrations of OH; in bulk BZO.

Next, in Fig. 2(c) and (d) we plot defect concentrations in bulk
BCO. The trends are generally similar to those we observed in
BZO. For Py, =1 atm, shown in panel (c), the dominant compen-
sating donor species varies from Ho under dry conditions (P, <
107*° atm), to V' for intermediate conditions (10~ ** atm < Py o
< 10 '* atm), to H{" under wet conditions (P o > 10 '% atm). In

© 2023 The Author(s). Published by the Royal Society of Chemistry
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comparison with BZO, BCO has higher concentrations of cation
antisites (Cep,”") and wrong-site Y donors (Yg,'). Cep,”" in parti-
cular will compete with V&, with a more pronounced effect under
more Ba-poor conditions than those shown here. In addition,
OH; concentrations are noticeably higher than in BZO, particularly
under wet conditions, where they approach concentrations of
10" em™. For Py = 107° atm, shown in panel (d), V&' is the
dominant donor for Pyo < 10~" atm (again accompanied by
Cegp,”"), and Hy takes its place for wetter conditions. These H-poor
conditions are less amenable to OH; formation; instead, OY con-
centrations will become increasingly sizeable with increasing Ay o

Once again, as with BZO, we observe relatively high Fermi
levels, ranging from 1.9-3.4 eV above the VBM for Py =1 atm,

Mater. Adv., 2023, 4, 6233-6243 | 6237
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and 1.4-2.4 eV for Py, = 10" atm. Correspondingly, h* con-
centrations are significantly lower than those we found in our
previous study,*° although e~ concentrations can be high under
extremely dry/H,-rich conditions.

The results of Fig. 2 suggest a possible explanation for BCO’s
superiority to BZO as a proton conductor. Specifically, the
concentration of H{ is higher in BCO than in BZO under
comparable conditions, and Hj is preferred over V& over a
wider range of chemical potentials in BCO. We demonstrate
this finding schematically in Fig. 3, which plots the concentra-
tions of H; and Vg side-by-side for analogous conditions in
BZO and BCO. Specifically, we choose conditions that are
typical of the two electrodes in an electrolysis cell under
open-circuit conditions and change the chemical potentials
linearly between these two extremes. We use H-rich conditions
at the H, electrode, with Py =1 atm and Po, = 7 x 10~ *° atm,
and O-rich conditions at the 0,/H,O electrode, with Po = 0.7
atm and Py,o = 0.3 atm. As our results indicate, H; concentra-
tions are dominant over most of the electrolyte, with Vg only
beginning to displace Hj very close to the H, electrode. How-
ever, this crossover point between H; and V& occurs more
quickly for BZO than for BCO, implying a lower proton con-
ductivity due to limited Hi concentrations in BZO. Tuning the
precise conditions at the two electrodes may be a viable strategy
to keep H{ concentrations high.

Finally, we note that the concentrations we plot in Fig. 2 and
3 evolve slightly with increasing temperature. While our
assumed temperature of 900 K is typical for electrolysis appli-
cations, other use cases for these materials (such as in oxide ion
conduction) require higher temperatures. The most noticeable
impact of higher temperatures is to increase the free carrier
concentration, which can increase the degree of electrical
leakage, as has been observed experimentally.>>>> This rise in

carrier concentrations is accompanied by a decrease in Hj

H, 0,/H,0

Electrode Electrode

43)

1022
1020
1018

1016

Concentration (cm

1014

Pp, = 0.7 atm,
PHZO = 0.3 atm

Pszlatm

Fig. 3 Concentrations of Hf and V&' in BaCeOs (solid lines) and BaZrOs
(dashed lines) under a range of chemical potential conditions chosen to
model operating conditions in an electrolysis cell. At the hydrogen
electrode, we use Py, = 1 atm and Po, = 7 x 107%° atm; at the oxygen
electrode, we use Py,o = 0.3 atm and Po, = 0.7 atm. A temperature of
900 K is used.
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concentrations and an increase in V& concentrations for ana-
logous conditions. Increasing temperature appears to depress
OH; concentrations, however. Thus, to the extent that water
can be directly converted into Hi and OH; via eqn (3), we
expect that process to be most favorable at the lower tempera-
tures most characteristic of electrolysis.

3.2 Defect migration

3.2.1 Migration in bulk regions. Next, we use the NEB
method to calculate the bulk migration barriers for Hy, V&, O™,
and OHj . Ranges encompassing our computed barriers are listed
in Table 1; these capture the anisotropy present in many of the
pathways, particularly those in BCO. In our present discussion, we
do not explicitly consider the interactions between mobile species
and dopants. The Coulombic interactions between Yz, and Hj, for
example, are non-negligible,"* and they certainly influence defect
migration in actual devices. However, at present, we are mostly
concerned with the relative impacts of defects and alloy impurities
on mobility, and as such, we neglect dopant interactions. For more
accurate treatments of proton-dopant interactions in BZO, we refer
the reader to other computational studies focused specifically on
this problem, which employ larger supercells to capture varied
dopant configurations.>®?”

To begin, we calculate barriers for H{ migration. We con-
sider two pathways, summarized visually in Fig. 4(a) and (b):
hopping, whereby H{ moves from its host oxygen atom to
another nearby oxygen, and rotation, where Hi simply changes
its orientation while remaining attached to the same oxygen
atom. Our results compare well to those of previous calculations

Table 1 Calculated migration barriers for H, V&F, 0?7, and OH;™ in bulk
BaZrOsz and BaCeOs, as well as in the presence of alloy impurities (Cez, in
BaZrOs, BZO:Ce; and Zrce in BaCeOs, BCO:Zr) and vacancies (V3;, V& cen
and V&"). The total charge state in the simulations accounts for the
preferred charge states of both the vacancies and the mobile species

BaZrO; (eV)

Species Pathway Bulk BZO:Ce Vi, Vor vy

Hf Hop 0.21 0.13-0.36 0.64 0.43 0.22-0.23
Rotate 0.18 0.10-0.28 0.21-0.93 0.06-1.89 0.22-0.28

V(Z; Hop 0.72 0.42-0.96 0.59-1.00 0.75-2.25 0.21-0.99

(i Hop 0.58 0.16-0.55 0.48 1.37¢ —
Rotate 1.28 0.78-1.23 0.78-0.95 0.33-1.02 —

OH; Hop 0.55 0.24-0.85 0.57-1.69 0.85 —
Rotate  1.67 1.54-1.68 0.24-2.17 0.61-1.52 —

BaCeOj; (eV)

Species Pathway Bulk BCO:Zr Vi, Voo™ \'

H; Hop 0.21-0.39 0.13-0.55 0.26-1.00 0.21-1.57 0.21-0.38
Rotate  0.07-0.14 0.06-0.22 0.11-0.58 0.13-1.60 0.12-0.20

VZ‘; Hop 0.45-0.50 0.32-0.81 0.30-1.08 0.30-1.51 0.05-0.72

Oi27 Hop 0.22-0.27 0.20-0.64 0.30-0.50 0.85-0.93 —
Rotate 0.58-0.64 0.53-0.87 0.66-0.74 0.21-0.22 —

OH; Hop 0.37-0.46 0.09-0.73 0.24-1.10 0.78-0.84 —
Rotate  0.80-0.95 0.72-1.10 0.53-1.31 0.34-0.98 —

“ This barrier is simply the change in energy between the initial
(07~ separated from Vz;) and final (0>~ near V;) states. The reverse
process proceeds spontaneously.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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on proton migration in BZO>® and BCO,* exclusively consider-
ing regions far from dopants like Yz where additional interac-
tions can be neglected. We compute nearly identical barriers for
proton hopping in both materials, although due to its lower
symmetry, BCO has more possible pathways, some of which are
slightly higher in energy.

Next, we calculate barriers for Vo' migration, which proceeds
via a hopping mechanism as shown in Fig. 4(c) and (d). For a
reaction such as that described by eqn (1) to drive protonation, Vg
must necessarily be mobile in order to replace vacancies filled by
water at the surface. Oxygen diffusion has been observed in BZO
and BCO,*>® particularly at elevated temperatures.®**> We cal-
culate a barrier of 0.72 eV in BZO, similar to the value of 0.66 eV
recently calculated in another study.®® For BCO, we calculate
barriers ranging from 0.45-0.50 €V. We are unaware of previous
NEB calculations on V& migration in BCO, and experimental
activation energies are higher (0.69-0.90 eV *”°%). However, when
adding our calculated migration barriers to the energy contribu-
tion from thermal activation of the mobile species (namely, their
formation energies), our results are consistent with these values.

We also consider the migration of O, despite the higher
formation energies of these species, as it is closely related to
OH; . We identify pathways for hopping and rotation, shown for
BZO in Fig. 5(a), and for BCO in Fig. 5(b). In the hopping
pathway, migration proceeds via an interstitialey (“‘kick-out”)
process, meaning that the migrating species replaces a lattice O

View Article Online
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atom after “kicking it out” of its lattice site. Hopping is favored
over rotation in both materials; in fact, in BCO, its barrier is
roughly equal to that of H{ hopping. These hopping barriers are
lower than those of V&'; nonetheless, the markedly lower
formation energy of Vg will ensure that any oxygen conductivity
will be predominately vacancy mediated. We attribute the larger
barriers for rotation to the mobile O atoms moving too close to
large Ba atoms.

Finally, we consider OH; migration, using the same approx-
imate pathways as Of~, as shown in Fig. 5(c) for BZO and in
Fig. 5(d) for BCO. As for O}, hopping proceeds via an inter-
stitialcy process; however, there is an additional step of rotation
and transfer of hydrogen to complete the movement. As such,
OH; migration can be considered to be a composite of Hi and
O}~ migration. Hopping pathways for OH; generally proceed
more favorably than for O, while rotation is less favorable,
again due to the close proximity of Ba cations at the saddle
point configuration. These barriers suggest that OH; will be
mobile if it is present, and due to its large binding energy, it
will be favored over O~ if hydrogen is present. OH; migration
also proceeds more favorably in BCO than in BZO; as we
showed earlier, OH; will also have much higher concentrations
in BCO.

3.2.2 Migration in alloyed systems. As mentioned in the
introduction, BZO and BCO are often alloyed together in
devices. Therefore, we examine the effect of alloying on the

’ ()

Fig. 4 Hopping and rotation migration pathways for hydrogen and oxygen diffusion in BaZrOz and BaCeOs3. Migration pathways of interstitial protons
(Hi") in (a) bulk BaZrOsz and (b) bulk BaCeOs, and hopping migration pathways of oxygen vacancies (V&) in (c) bulk BaZrOs and (d) bulk BaCeOs.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Migration pathways for interstitial O-related species in BaZrOs and BaCeOs. Hopping and rotation for O~ in (a) BaZrOs, and (b) BaCeOs. Hopping
and rotation for OH;™ in (c) BaZrO3, and (d) BaCeOs. Mobile O and H atoms are highlighted in both the initial and final states for clarity, with yellow arrows

used to indicate the directions of their motion.

migration barriers previously discussed by adding a single
impurity atom (i.e., Zrc. in BCO, which we will refer to as
BCO:Zr; or similarly, Cez in BZO, BZO:Ce) in the vicinity of
the migrating species. We sample several possible sites for the
impurity atom and compute the resultant migration barriers.
In this way, we seek to determine whether alloying leads to a
discernible trend in the migration of O- and H-related species.
Given that our results capture the dilute limit of alloying, they
are most representative of alloys at the compositional extremes,
i.e., Ce-rich or Zr-rich. Of these, Ce-rich alloys in particular have
attracted considerable attention.>*'"

In Table 1, we list the range of barriers computed for the
hopping and rotation pathways discussed above. In each case,
certain placements of the impurity reduce the energetic barrier
for migration. This improvement is generally most pronounced
in BZO:Ce, which follows from the lower barriers we identify in
bulk BCO; however, BCO:Zr can also exhibit slightly improved
kinetics for ion migration.

6240 | Mater. Adv., 2023, 4, 6233-6243

However, certain pathways in alloyed systems also have
larger barriers than in the bulk materials for almost every
mobile species we consider. This mixed behavior likely arises
from alloy impurities breaking the local symmetry in such a
way as to create additional space for certain migration path-
ways, while at the same time constricting other pathways. As
such, it is not entirely clear what the overall impact of alloying
will be on large-scale ion migration. Presumably, in highly
heterogeneous alloys, species will be able to migrate along
more energetically favorable pathways, whereas in a phase-
separated system, migration would be slower in Zr-rich (BZO-
like) than in Ce-rich (BCO-like) regions. It is also possible that
alloying may create higher-energy corridors that serve as bottle-
necks for ion transport; however, a detailed examination of this
possibility is beyond the scope of this work.

In Table 2, we list the binding energies (determined using
eqn (6)) for complexes involving a mobile defect and an alloy
impurity. These binding energies represent a coulombic barrier

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Calculated binding energies for Hi, V&', OZ7, and OH in
complexes with alloy impurities and vacancies, in BaZrOs and BaCeOs.
The total charge states account for the preferred charge states of con-
stituent species (@ = —4 for V?z’r,(;e), q = —2 for V%g and Oiz’, q = -1 for
OH;, g = 0 for Cez and Zrce, g = +1 for Hi', and g = +2 for V&)

Binding energy (eV)

Mobile species Material Cez/Zrce Vi, Varice \'7
Hf BaZrO; —0.09 0.77 1.53 —0.09
BaCeO; —0.02 0.75 1.29 —0.18
\%%¥ BaZrO, 0.28 0.36 1.74  —0.10
BaCeO; 0.20 0.69 1.38 0.06
o BaZrO; 0.43 —0.48 —0.45 —
BaCeO; 0.21 —0.32 —0.39 —
OH; BaZrO; 0.52 0.91 0.33 —
BaCeO; —0.29 0.33 0.16 —

that must be overcome—in addition to the migration barrier—for
a mobile species to break away from the complex. The values we
list reflect the most energetically favored configurations of the
complexes, which suggests a worst-case-scenario for migration. It
is evident that alloy species exhibit some amount of Coulombic
binding with Vg and O, thereby limiting their mobility, while
the negative binding energies for complexes between Hi and alloy
species suggest that they will not inhibit proton mobility. The
effect on OH; is more complicated, as our results suggest that Ce-
alloying in BZO will bind OH;j ", while Zr-alloying in BCO will repel
OHj . Of course, it is unlikely that alloy impurities will be present
at the dilute limit, as they are in our simulation cells; for a near
equal mix of Zr and Ce atoms, our results suggest very little net
impact on OH; migration.

3.2.3 Migration in defect-rich regions. Local atomic disorder
is also highly relevant to transport in PCOs. Here, we consider a
particularly small scale of disorder, namely, the presence of
vacancies near mobile species. Previously, it has been shown that
cation vacancies (Vg, and Vi ) are energetically unfavorable in
bulk BZO and BCO;"*** however, they may be more prevalent
in disordered regions, such as space charge layers around grain
boundaries. Grain boundary cores exhibit excess positive
charge,®””® which is accompanied by the depletion of positive
charge in neighboring space charge layers;”"’> negatively charged
space charge layers could be consistent with increased cation
vacancy concentrations. Vg, concentrations, in particular, may be
noticeable in these materials.”? The positive charge at the grain
boundary core, on the other hand, has been attributed to Vg
accumulation.'®”*”® Thus, their interactions with protons in bulk
and grain boundary regions are likely to be relevant to ionic
transport as well.

Tables 1 and 2 list migration barriers and binding energies,
respectively, for mobile species in proximity to native vacancies.
For each mobile species, we include both its preferred charge
state (+1 for Hj, +2 for Vg, —2 for O, and —1 for OH; ), as well
as that of the nearby vacancies (—2 for V&,, —4 for Vagce, and +2
for V&). Note that for O} and OH; , we do not include results
in the vicinity of Vg, as the interstitial O atom in both cases will
spontaneously fill the vacancy. Several of the combinations
have multiple pathways that we consider; in these cases, we

© 2023 The Author(s). Published by the Royal Society of Chemistry

View Article Online

Paper

list a representative range of migration barriers. Binding ener-
gies are computed using the most energetically stable com-
plexes among those we identify.

The presence of cation vacancies has a significant impact on
proton migration, with Vg, and Vi, ce giving rise to larger Hj
migration barriers in general. Additionally, protons have large,
positive binding energies with cation vacancies (particularly
with Vzc.), which will severely hamper proton migration in
their vicinity. Furthermore, if cation vacancies dominate the
defect chemistry in disordered regions, as may occur in space
charge layers due to dopant segregation to grain boundary
cores,"®’® the concentration of protons will drop precipitously
due to an increase in their formation energy. If we simply
approximate the concentration of H; by assuming equilibrium
with V&, the concentrations will decrease by as much as six orders
of magnitude compared with the results presented in Fig. 2. These
large barriers and binding energies, and decreased proton con-
centrations, may help to explain the observation of higher activa-
tion energies for proton migration in grain boundaries compared
to bulk regions.®® V& migration is similarly affected by the
presence of cation vacancies, with Vzc. again leading to larger
migration barriers and binding energies than Vi,.

Bringing a Vg defect into proximity with H; does not signifi-
cantly affect the migration barriers. However, having two V&
defects in close proximity does appear to enhance Vg diffusion
along certain directions, with barriers as small as 0.21 eV in BZO
and 0.05 eV in BCO. As both V&' and Hj are positively charged,
Coulombic trapping is not a concern, as evidenced by the small
(and in most cases negative) binding energies.

Cation vacancies can have either a beneficial or harmful
impact on Of” and OH; migration, depending on the place-
ment of the vacancy relative to the mobile species. Rotation, as
we have discussed, is limited in bulk systems by the presence of
large Ba cations; removing these cations will therefore make
rotation significantly easier along pathways including the vacancy.
Hopping barriers, on the other hand, are generally increased
slightly by the presence of vacancies (particularly Vzgce)-

Interestingly, O7~ has negative binding energies in com-
plexes with cation vacancies, while OH; has positive binding
energies. This discrepancy reflects the nature of OH; as a
complex between Hj and 0?7; as such, the binding energies with
cation vacancies are generally intermediate between the binding
energies for isolated Hi and O} . The stronger Coulombic attrac-
tion between cation vacancies and H; may cause dissociation of
OHj, as H{ will be drawn to the vacancies while O7 "~ are repelled.
Such an effect might be observable near grain boundaries, where
we expect cation vacancies to be most prevalent.

4. Conclusion

In conclusion, we have investigated the formation energies,
concentrations, and migration barriers of H{, V&, 07", and
OHj in BZO and BCO. Our formation energies suggest that it
will be difficult to dissociate water and protonate BZO and BCO
without oxygen vacancies (slightly more so in BZO than in

Mater. Adv., 2023, 4, 6233-6243 | 6241
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BCO), lending credence to the widely accepted notion that Vg
are needed for protonation. When doped with an element like
yttrium, three donor species can be stabilized based on the
partial pressure of water vapor: Hg, at extremely dry conditions,
V3 at intermediate conditions, and H; under wet conditions.
Decreasing the partial pressure of H, makes Vg favored over
H{ at extremely dry conditions, while leaving H{ mostly unaf-
fected. The presence of Hj limits the concentration of free
carriers and polarons, which has advantages for avoiding
electrical leakage. 0?~ and OH; will have very low concentra-
tions in bulk regions, although OH; should have measurable
concentrations in BCO under wet conditions. Considering both
kinetics and thermodynamics of proton incorporation in BZO
and BCO, our results indicate that the tendency for higher
conductivities in BCO is likely attributed to the greater relative
solubility of protons under the same conditions.

The precise effect of alloying on ionic mobility in BZO and
BCO is highly dependent on the position of alloy impurity
states relative to the mobile species, meaning that certain ionic
pathways may be more favored in alloys, and the ordering of Ce
and Zr atoms may impact kinetics. The presence of vacancies
has a mixed effect on migration for Hf, V&, O, and OHj,
which has implications for understanding diffusion in disor-
dered or off-stoichiometric regions (e.g. surfaces, interfaces,
and grain boundaries). Cation vacancies hinder H; and V&
conduction due to Coulombic binding, while additional V&'
defects have little impact. For Of and OH; migration, cation
vacancies reduce energetic barriers for rotation if they lie in the
path of motion; otherwise, they tend to increase migration
barriers. In addition, OH; will be bound to cation vacancies,
perhaps leading to the dissociation of OH; into Hj and O} .
Overall, these results suggest that in order to maximize the
conductivity of the most mobile species in these systems
(H{ and Vg, defect-rich regions such as grain boundaries
should be avoided as much as possible.
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