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A microfluidic chip for geoelectrical monitoring of
critical zone processes†

Flore Rembert, *ab Arnaud Stolz, b Cyprien Soulaine a and Sophie Roman a

We miniaturize geoelectrical acquisition using advanced microfabrication technologies to investigate

coupled processes in the critical zone. We focus on the development of the complex electrical

conductivity acquisition with the spectral induced polarization (SIP) method on a microfluidic chip

equipped with electrodes. SIP is an innovative detection method that has the potential to monitor

biogeochemical processes. However, due to the lack of microscale visualization of the processes, the

interpretation of the SIP response remains under debate. This approach at the micrometer scale allows

working in well-controlled conditions, with real-time monitoring by high-speed and high-resolution

microscopy. It enables direct observation of microscopic reactive transport processes in the critical zone.

We monitor the dissolution of pure calcite, a common geochemical reaction studied as an analog of the

water–mineral interactions. We highlight the strong correlation between SIP response and dissolution

through image processing. These results demonstrate that the proposed technological advancement will

provide a further understanding of the critical zone processes through SIP observation.

1 Introduction

The critical zone (CZ) refers to the near-surface environment
extending from the canopy to the non-altered rocks. It was
named as such because of human activities, which degrade
this natural environment, while most of the drinking water
resources and continental life are hosted there.1 Detailed
understanding of the water–rock interactions in the CZ is of
great importance in many areas of applied science and
engineering,2 including contaminant transfers and mineral
reactivity.3,4 Calcite is one major mineral of the CZ whose
reactive transport study is significant for applications ranging
from risk management with the survey of dissolution-driven
karstification,5,6 to subsurface bioremediation by
precipitation.7 Furthermore, the characterization of calcite
reactivity is relevant across scales, from understanding the
underlying microscopic mechanisms to predicting its impact
on catchment behavior. Therefore, the CZ study requires an
interdisciplinary and multi-scale approach based on the
characterization of the mechanisms involved between air,
water, soil, living organisms, and the rock matrix.8,9

Hydrogeophysical methods are based on the acquisition
of physical properties (density, electrical conductivity, elastic

wave propagation velocity, and magnetic susceptibility) of the
sub-surface, and propose the development of appropriate
techniques (gravimetry, electric, electromagnetic, and
seismic) for the monitoring of hydrological and
biogeochemical processes in a non-intrusive and low-cost
manner10 compared to, e.g., time-consuming isotope or
saline tracer techniques.11 Among the existing techniques,
geoelectrical methods have already proven their ability to
monitor such processes.12 They are now a standard
hydrogeophysical tool for environmental studies related to
CZ characterization.13,14

Spectral induced polarization (SIP) is a geoelectrical
method measuring the complex electrical conductivity, a
property directly influenced by lithology, rock structure, water
content and chemistry, and mineral surface state.15,16 All of
these are of interest for reactive transport modeling.17–20 SIP
measures both electrical conduction and interfacial
polarization in a porous medium.21,22 SIP instruments
dedicated to geoscientific applications were developed
decades ago (see the reviews of Collett23 and Seigel et al.24

and references therein). For studies on sedimentary rocks,
new high-precision instruments have been recently
produced.25–27 They are now standard and ready-to-use
equipment for SIP investigations of hydrological and
environmental issues. A four-electrode array is used to
investigate mineral–water interface polarization for an
alternating injected current at low frequencies, typically from
mHz to kHz. Over this frequency range, the polarization
comes from the transitory reorganization of an excess of
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charges in the vicinity of the surface of the mineral, which is
called the electrical double layer (EDL). The structure of the
EDL comprises the thin Stern layer coated by the wider
diffuse layer.28 Similarly, bubbles have a surface charge and
generate EDL polarization.29 In the frequency range of EDL
polarization, the frequency-dependent behavior of the
complex electrical conductivity is related to relaxation times,
associated with characteristic lengths in the porous medium
(e.g., pore length, pore aperture, grain size, roughness).16,30–32

Pore water composition and surface complexation reactions,
driven by mineral dissolution and precipitation processes,
influence the SIP response.33–35

The interpretation of the SIP signal is based on the
development of petrophysical models that relate the complex
electrical conductivity to structural, hydrodynamical, and
geochemical properties or distributions. State-of-the-art
petrophysical models, however, have a limited range of
validity and lump too many microscopic mechanisms into
macroscale parameters. For example, the study of calcite
precipitation in columns monitored with SIP has shown
variations of the electrical signature33 that later have been
related to the grain size distribution.32,36 Later experimental
investigations have shown that reaction conditions, such as
pH, reagent concentrations, and flow rate, play a role in the
amplitude of the signal34,35 and that linking SIP
measurements to grain size distribution only is a
questionable interpretation.37,38 Calcite dissolution is
considered in the literature to not create conditions of
measurable polarization39 and is, thus, not much
investigated with SIP, while it is an important process
abundantly studied by geochemists.40–45 Direct observations
of the underlying processes coupled with geoelectrical
monitoring are key to deconvolve the bio-chemo–physical
mechanisms responsible for the measured polarization at the
mineral–water interface and, then, to develop more reliable
models.

Microfluidic experiments enable direct visualization of
flows, reactions, and transport at the pore-scale thanks to
transparent microfluidic chips coupled with optical
microscopy and high-resolution imaging techniques.46

Micromodels are a two-dimensional representation of the
porous medium, ranging in complexity from single channels
to replicas of natural rocks.47,48 Cutting-edge micromodels
use reactive minerals to investigate the water–mineral
interactions involved in the CZ.49,50 For example, microfluidic
studies investigate the dissolution of calcite51–53 and two-
phase flow.54,55

Impedance spectroscopy characterization at the
microscale started to be developed in the late 1990s in the
field of biological sciences.56 Several types of electrodes have
been developed in this field.57 They are based on a two-
electrode array designed for high-frequency measurements
from radio to microwaves (10 kHz to 10 GHz). They
investigate static systems as pure liquids in small volumes58

or estimate the concentration of cells.59 Some studies have
applied this technology to investigate the dielectric properties

of soils and determine their water content.60,61 Today,
however, geoelectrical measurements with a four-electrode
array located in a flow-through microfluidic channel, for
geoscience applications, including reactive transport and
two-phase flow, are still missing.

In this paper, we propose a new kind of micromodel
equipped with electrodes designed for SIP acquisition. Our
aim is to assess the use of geoelectrical methods during
microfluidic experiments to investigate reactive transport
processes representative of the CZ.

2 Materials and methods

This section gives a summary of the theory of the SIP
geoelectrical method, then introduces the design of the
micromodel equipped with electrodes, and finally presents
the experimental protocol for microfluidics with geoelectrical
acquisition applied to calcite dissolution monitoring.

2.1 SIP measurement technique

The SIP method is based on the injection of a sinusoidal
electric current I(t) (Å) typically in the mHz to kHz frequency
range by a pair of electrodes

I(t) = |I|sin(ωt), (1)

where |I| (Å) is the current magnitude and ω = 2πf (rad) is
the pulsation of the frequency f (Hz). The resulting voltage
V(t) (V), measured by another pair of electrodes, is also
sinusoidal but presents a phase shift

U(t) = |U|sin(ωt + φ), (2)

where |U| (V) is the voltage magnitude and φ (rad) is the
phase shift. The four-electrode array, required for
simultaneous current injection and voltage measurement,
generally follows the Wenner-α configuration,21 for which the
electrodes are equidistant. The electrodes on the edges
(named C1 and C2) inject the electric current while the
electrodes in the center (named P1 and P2) measure the
electric voltage. This configuration enables minimizing
electrode polarization effects.

As commonly used in electricity to address the system as
linear equations, the current and the voltage are written as
complex numbers I* = |I|eiωt and U* = |U|ei(ωt+φ), where

i ¼ ffiffiffiffiffiffi

−1
p

is the imaginary unit. From the ratio of the voltage
over the electric current, one obtains the electric impedance
Z* (Ω)

Z* ¼ U*
I*

¼ Uj j
Ij j e

iφ: (3)

The value of the measured voltage, and thus, of the
resulting impedance, is related to the volume that is
investigated between the electrodes. To overcome the effect
of the acquisition geometry, a geometric coefficient kG (m) is
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determined. For field acquisition, the subsurface is
approximated as an infinite half-space for which kG can be
related analytically to the distance between the electrodes.16

For laboratory investigations, the geometry of the studied
system cannot be simplified in this manner. Thus, the
geometric coefficient kG is determined using numerical
simulation accounting for the acquisition geometry and the
shape of the electrodes.62 In this study, we used EIDORS
(Electrical Impedance and Diffuse Optical tomography
Reconstruction Software) to estimate kG.

The physical property determined from the complex
impedance and the geometric coefficient is named the
complex electrical conductivity σ* (S m−1) defined as

σ* ¼ 1
kGZ*

¼ σ*j je − iφ ¼ σ′þ iσ″; (4)

where |σ*| (S m−1) is the magnitude, σ′ (S m−1) the real
component related to electrical conduction and also called
the in-phase conductivity, and σ″ (S m−1) the imaginary
component related to polarization mechanisms63 and also
called the quadrature conductivity.

The acquisition of the electrical conductivity is performed
using the PSIP instrument from Ontash & Ermac,26 designed
for high-precision voltage acquisition over a frequency range
from mHz to 10 kHz. Over this frequency range, the complex
electrical conductivity depends on conduction and
polarization mechanisms linked to the porous medium
microstructure,18 the presence of interfaces (e.g., EDL and
between different phases), and the mineral surface state.15,16

For carbonate rocks and in the absence of metallic
particles (e.g., pyrite), the increase of σ′ can be related, e.g., to
an increase in the electrolyte conductivity, the water content,
the connected porosity, or the permeability of the rock
matrix. Note that when studying clay-bearing rocks, the
increase in σ′ may be interpreted differently since clays are
highly conductive and low-permeable materials. Over the
investigated frequency range, polarization mainly comes from
the EDL polarization mechanism described in the
introduction. At frequencies over 102 Hz,16 the coexistence of
solid, liquid, and gas phases creates interfaces where charges
accumulate between phases presenting different electrical
properties. This type of interfacial polarization is called the
Maxwell–Wagner polarization.64,65 The presence of local
maxima of σ″ at various frequencies comes from specific
mechanisms related to, e.g., the grain size22,32 or surface
roughness30 (both due to EDL polarization).

2.2 Design of micromodels equipped with electrodes

The microfluidic chip design is represented in Fig. 1, and its
dimensions are given in Table 1. The microfluidic chip
follows the geometry of a straight channel molded in
polydimethylsiloxane (PDMS) and bonded on a glass
substrate on which four electrodes are deposited. Each
electrode consists of a round head and a square shape
electrical contact. The round head is inside the channel, to

be in contact with the electrolyte, and the electrical contact is
outside. The round head is connected to the electrical contact
by a thin track that runs under the wall of the channel.

2.3 Microfabrication of micromodels including electrodes

For the realization of the electrodes, the glass substrate is first
cleaned with a Decon Neutracon solution to avoid any organic
contamination. We start by depositing two photoresists (1.5
μm Shipley 1813 on 2 μm LOR20B) on the substrate previously
treated with hexamethyldisilazane (HMDS) for better
adhesion. The photoresist thickness is chosen to get a cap
profile for a better lift-off process after metalization. Then, we
realize the exposure at 90 mJ cm−2 at 365 nm wavelength to
weaken the exposed parts through the photomask. This
exposure patterns the outline of the electrodes in the
photoresists after a bath in the MF319 developer. For the
metal deposition, we use the plasma magnetron sputtering
technique to deposit successively a 40 nm chromium (Cr)
layer and a 360 nm gold (Au) layer. The lift-off process is done

Fig. 1 3D sketch of the microfluidic chip design. The micromodel is
composed of a straight channel molded in PDMS. It is bonded onto a
glass substrate, on which four electrodes are deposited onto the glass
substrate. The electrodes are made of two superimposed layers of
chromium for better adhesion onto the glass surface and gold on top.
The electrodes are equally spaced and follow the Wenner-α
configuration for current injection (C1 and C2) and electric potential
measurement (P1 and P2).

Table 1 Characteristics of the micromodel

Channel Material PDMS
Length (mm) 40
Width (mm) 1.5
Thickness (mm) 0.15

Electrodes Material Cr–Au
Thickness (nm) 400
Head's shape Disk
Head's size (mm) 0.9
Trace's width (mm) 0.4
Pad's shape Square
Pad's size (mm) 5 × 5
Spacing (mm) 10
Geometric coefficient (m) 19 × 10−5
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with the SVC14 stripper. Cr is used to ensure better adhesion
of Au onto the glass substrate. Au has the advantage of not
being affected by corrosion. The literature about the test of
different kinds of electrodes for SIP acquisition25,66 shows
good results for Au electrodes compared to unpolarizable
electrodes (e.g., Ag–AgCl, Cu–CuSO4). Note that the electrodes
are deposited onto the glass surface. This means that they
form a thicker layer than the channel walls. Nevertheless, the
total thickness of the electrodes is small compared to the
channel (0.4 ≪ 150 μm, see Table 1).

To manufacture the channel, we start by depositing on a
cleaned silicon wafer a 150 μm thickness of a negative high-
viscosity photoresist (SU-8 2075). After the first soft-bake at
65 °C for 7 min and 95 °C for 45 min, we realize the exposure
at 400 mJ cm−2 at 365 nm wavelength. The exposed parts
consolidate by using a photomask revealing the shape of the
channels. After the second bake at 65 °C for 5 min and 95 °C
for 20 min, the development is done with SU-8 developer. A
final hard bake at 180 °C is done to relax the strains into the
photoresist. The casting of the PDMS is done by mixing Dow
Corning Sylgard 184 (50 g) with its activator (5 g). Once dried,
we remove the PDMS from the mold, cut it, and drill it to
connect the tubing. The last step consists in the O2 plasma
bonding treatment between the glass substrate and the
PDMS channel.

2.4 Validation of the SIP acquisition

To examine the compatibility of the microfluidic chip with
SIP acquisition, we performed measurements on the channel
saturated with two sodium chloride (NaCl) solutions of
different concentrations (10−3 and 10−1 mol L−1). The channel
saturated with NaCl brine is a non-polarizable medium in
the frequency range of the SIP measurements. Thus, one
expects a flat spectrum at a value corresponding to the brine
conductivity σw for the in-phase conductivity σ′ and a
spectrum at zero over the frequency range for the quadrature
conductivity σ″. The results presented in the ESI† show that
the microscale electrode array enables SIP acquisition with
accurate measurements of the in-phase conductivity and low
polarization effects. These results also reveal the accuracy of
the geometric coefficient determination from EIDORS
simulation, whose value is kG = 1.9 × 10−5 m.

2.5 Experimental protocol for SIP monitoring of calcite
dissolution: a key reactive transport process of the CZ

The dissolution of calcite is a common geochemical reaction
of the carbonate CZ generating reactive transport. Working at
atmospheric pressure, a two-phase flow is generated with the
production of carbon dioxide (CO2) bubbles. Our setup is an
analogous system that captures the dissolution process and
the two-phase flow. It is presented in Fig. 2.

The micromodel is mounted on the translation stage of
the microscope and connected to the PSIP unit using the
Wenner-α configuration described above. The electrical
contacts on the chip are connected to the PSIP unit via wires

bundled in a sheath and attached to a 3D-printed clamp. The
clamp is equipped with a system of screws and nuts to
connect the electrical wires, which are terminated with
eyelets. A groove running through the clamp allows the wires
to be routed. Banana female connectors are installed at the
end of the wires to connect them to the PSIP unit. The
Bayonet Neill–Concelman (BNC) sockets of the PSIP unit are
fitted with adapters from the BNC male to single banana
plugs. A piece of calcite of 150 μm thickness and 1 mm
diameter is inserted in the middle of the microfluidic
channel, between the two electrodes P1 and P2, and is
sandwiched between the glass substrate and the top of the
channel (Fig. 1 and 2). In this configuration, the flow is
channeled around the cylinder, not over or under. Fig. 3
shows the calcite sample in the channel. The shape of the
sample is more complex than a cylinder. The contour does
not follow a circle but is driven by sharp cuts. The sample is
conical because of the rounding of the tip of the burr that
was used to drill the cylinder on a thin calcite sheet. The
irregularities observed on the surface of the cylinder are
oriented on the side of the PDMS. Because of its elastic
properties, the latter keeps good contact with the surface of
the mineral and prevents the acid from infiltrating. The other
surface facing the glass is smooth thanks to polishing prior
to carving the cylinder.

Fig. 2 (a) Image of the setup with the micromodel fixed on the
translation stage of the microscope and connected to the PSIP unit
through a 3D-printed clamp. Inlet solutions are injected at a constant
flow rate with a syringe pump. The reference resistor on the PSIP
instrument is manually set to 1 MΩ. (b) Zoom-in view of the
micromodel and the 3D-printed clamp used to maintain the wires in
contact with the electrodes in the Wenner-α configuration.
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The channel is initially saturated with a solution of
water balanced with calcite, named S0, which has a
conductivity σS0 = 0.013 S m−1. Under atmospheric pressure
and temperature conditions, a solution composed of
0.05%m chloride acid (HCl) is injected in the microfluidic
channel with a constant flow rate of 1.25 mL h−1. We track
the dissolution simultaneously with optical images at ×5
magnification captured every 30 s in transmission mode
and SIP monitoring. SIP spectra are acquired every 7 min
over a frequency range of 100 to 103 Hz, with 10 points
per decade and a swipe going from the highest frequencies
toward the lowest ones. Data acquired at 50 Hz and 100 Hz
have been removed due to the noise from the electrical
grid. The reference resistor (Fig. 2) used to compute the
stimulus current is set to 1 MΩ to fit in the range of 20–
100% of the resistance of the channel, as recommended.
The amplitude of the stimulus voltage is set to ±1 V to
ensure a high signal-to-noise ratio.25 The other used
acquisition settings are the ones recommended by the
manufacturer.

3 Results and discussion

During the entire experiment, we recorded 600 images
and 50 SIP spectra. A video of the dissolution and the

entire SIP dataset are available in the ESI.† Selected data
are represented in Fig. 4. From the whole sequence of
images, we extract 8 of them at seven specific times of
interest t0 = 0 h, t1 = 0.22 h, t2 = 0.69 h, t3 = 1.12 h, t4
= 2.50 h, t5 = 3.53 h, and t6 = 4.20 h. The colors of the
spectra ranging from dark red to yellow for the in-phase
conductivity and from dark blue to green for the
quadrature conductivity give an indication of the
acquisition times. In addition, we present the spectra of
in-phase and quadrature conductivity obtained for the
channel saturated with the initial solution S0 with empty
diamonds with black edges.

From the displayed spectra in Fig. 4, it is clear that the
complex electrical conductivity response evolves through
time and is frequency dependent, especially for the
quadrature component. Fig. 5 represents the time variations
of the in-phase component at the frequency f1 = 2.5 Hz
and the time variations of the quadrature conductivity at
three frequencies covering all the decades of the
investigated frequency range ( f1 = 2.5 Hz, f2 = 13 Hz, and
f3 = 250 Hz). The time evolution of all the reported
frequencies presents smooth variations. The low frequency
f1 is chosen to present the in-phase component σ′
analogous to direct current (DC) conductivity.

The seven times of interest in Fig. 4 and the additional
time tf = 4.29 h corresponding to the end of the dissolution
are displayed in Fig. 5.

3.1 Direct visualization of calcite dissolution

During the dissolution, the series of images (Fig. 4) shows
the calcite sample size reduction and the surface
becoming less and less rough. As already observed,52,67

the dissolved grain takes on an elongated shape in the
direction of flow, with more dissolution on the side
exposed to the acid influx (particularly visible in Fig. 4h).
In addition, carbon dioxide (CO2) bubbles are generated
by calcite dissolution. Their behavior is comparable to the
observations made by Soulaine et al.53 First, there is the
nucleation of small bubbles, which grow (Fig. 4g). Then,
neighboring bubbles coalesce, forming large, evenly spaced
bubbles that are fed by smaller ones (Fig. 4d–l). Once very
close and hindering the circulation of the acid (Fig. 4o),
the large bubbles suddenly detach (Fig. 4p). Overall the
calcite sample of about 0.3 mm3 volume is fully dissolved
in 4.2 h.

3.2 Visualization of the acid arrival with SIP monitoring

Simultaneously with the initiation of dissolution and image
acquisition, we launched the SIP acquisition. In
Fig. 4a and b, we plot the first measured spectra of the
temporal series. The comparison with the spectra obtained
for the channel saturated with the initial solution S0 shows
that for the highest frequencies, corresponding to the earliest
times, these spectra overlap. For frequencies below 126 Hz
the first measured spectra of the temporal series have a

Fig. 3 (a) Image of the calcite sample with ×5 magnification inserted
in the micromodel. The channel walls are visible as vertical lines on the
left and right sides of the image. The bottom face in contact with the
glass surface is a well-defined circle, contrasting with the upper rough
and irregular shape in contact with the PDMS. The channel is saturated
with the initial solution S0 balanced with calcite. (b) 3D representation
of the sample with colors indicating the thickness. The top and bottom
sides refer to the contact with PDMS and glass surfaces, respectively.
The sample has a circular shape at the bottom side, smaller compared
to the top side, giving it a conical aspect.
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strongly changing behavior. This break in trend is due to the
arrival of the acid between the electrodes. It is assumed to
correspond to the beginning of the dissolution and is
referred to as time zero. This time lag is also taken into
account for the images in Fig. 4.

3.3 Time evolution of the SIP signature during dissolution

From the temporal variations of the spectra from t0 to t4
in Fig. 5, we observe progressive time evolution for the
first two-and-a-half hours, with the reduction of the in-

Fig. 4 Spectra of (a, e, i and m) the in-phase and (b, f, j and n) the quadrature conductivities acquired at different times. The spectra
labeled with S0 correspond to the measurements performed before starting the acid injection, on the channel saturated with the solution
S0, balanced with calcite. The other spectra are chosen to overlap seven times of interest reported with pink disks and ranging from t0 to
t6. For all spectra, the data at 50 Hz and 100 Hz have been removed due to the noise from the electrical grid. (c, d, g, h, k, l, o and p)
Pictures obtained from the image series acquisition with ×5 magnification for the seven times of interest corresponding to acquisition points
of the displayed spectra. The channel walls are visible as vertical lines on the left and right sides of each image. The flow of the HCl acid
solution is vertical from top to bottom for each image. Images (o) and (p) are the next images in the series captured with a 30 second
interval and show the abrupt detachment of big bubbles. The initial shape of the sample is highlighted on each image with a white
contour.
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phase component and the convergence towards zero for
the quadrature conductivity at the three frequencies f1, f2,
and f3. Then, for the following hour and forty minutes
(from t4 to t6), the in-phase and quadrature conductivity
values stagnate around 0.1 and 0 S m−1, respectively.
Then, at time t6, there is an abrupt change in the
amplitude of the in-phase conductivity. After the final
time tf, the values are noisy (t ∈ [4.25; 4.73] h) but then
stabilize around 0.5 S m−1 for the in-phase component,
close to zero for the quadrature conductivity at f1, f2, and
f3.

About the frequency dependence of the in-phase
conductivity, first, for the spectrum overlapping t1 (red
squares in Fig. 4a), the different frequencies present various
amplitudes with higher values towards higher frequencies.
This trend is a sign of non-negligible surface conduction,
which is reported for saturating electrolytes presenting low
conductivity (lower or of the same order of magnitude as 10−1

S m−1).68 Then, comparing the spectra overlapping t1, t2, and
t3 (Fig. 4a and b), the spectra tend to flatten around 0.3 and
0.4 S m−1, with the major decrease for frequencies above 7
Hz. For the spectra acquired for the subsequent times, there
is no remarkable frequency dependence of the in-phase
conductivity.

These results indicate that the optically observed acid
dissolution steps are well captured by SIP monitoring.

3.4 Mineral–water interface polarization interpretation based
on direct observation

The quadrature component of the complex electrical
conductivity measures the reversible energy storage related to

polarization mechanisms.69 The frequency dependence of the
quadrature conductivity reflects a distribution of relaxation
times that are related to a distribution of polarization length
scales.30,31 For the frequencies f1, f2, and f3, there are initial
non-zero quadrature conductivities that plunge for the
frequency f3, moderately drop for the frequency f2, and
slightly increase before slowly decreasing for the frequency
f1. Over the investigated frequency range, non-zero
quadrature conductivities are related to the polarization of
the mineral–water interface coating the surface of the
calcite crystal.32 Due to chemical disequilibrium, calcite
possesses a non-zero surface charge which is compensated
for by the accumulation of counterions at the surface of
the crystal.70 The quadrature conductivity spectrum,
represented with blue squares in Fig. 4b, overlaps with
time t1 and corresponds to the first SIP acquisition during
the dissolution of calcite without CO2 degassing. We
observe two local maxima at f2 = 13 Hz and f3 = 250 Hz.
The quadrature conductivity values measured at these
frequencies are large (σ″( f2) = 0.1 S m−1 and σ″( f3) = 0.05 S
m−1) and as presented in the ESI,† the electrodes are not
the source of polarization at these frequencies. Yet the
surface charge of calcite is known to be low at equilibrium.
During dissolution with the strong acid HCl (pH = 2), the
conditions are far from equilibrium and are responsible for
the measured values. In addition, SIP measurements in the
case of calcite precipitation have shown very different
values from one experiment to another.33–35 The main
parameters proposed to explain these variations are the
concentrations of the reagents, the pH, and the
hydrodynamic regime. Moreover, a millifluidic experiment38

reveals higher values of quadrature conductivity compared
to other studies of reactive percolation in columns.36,37

From the image sequence, dissolution occurs exclusively
at the surface of the calcite crystal and not within the
crystal, leading to, first, the disappearance of the surface
roughness, then to crystal shrinking. In the literature
about source mechanisms for EDL polarization, the
roughness of the grains is evoked for a critical frequency
fc around 102 Hz.30 From the comparison of the image
sequence and the quadrature conductivity time evolution
at frequency f3 (Fig. 5), it appears, however, that the
surface roughness vanishes as fast as the quadrature
conductivity as frequency f3 decreases towards zero. Thus,
since the frequency f3 has a value close to fc, it is
reasonable to relate the initial quadrature conductivity
local maximum at frequency f3 to the roughness of the
calcite surface.

For frequencies below 50 Hz, the initial local maximum at
frequency f2 slowly decreases and shifts with time towards
the lowest frequencies. This leads to an increase in the
quadrature conductivity at the frequency f1 with time between
t0 and t3 in Fig. 5. Compared with the image series, the trend
of the quadrature conductivity at low frequencies appears
linked to the decrease of the available reactive surface of the
calcite crystal.

Fig. 5 Time evolution of the complex electrical conductivity during
the dissolution of calcite. The in-phase component at f1 = 2.5 Hz on
the left axis and the quadrature component for three frequencies
going from f1 = 2.5 to f3 = 250 Hz on the right axis. The vertical black
lines correspond to the seven times of interest of the experiment
reported in Fig. 4 and the additional time tf = 4.29 h, corresponding to
the end of the dissolution.
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3.5 Impact of the bubbles on the SIP acquisition

Calcite dissolution is expected to increase the in-phase
conductivity4 as observed between t0 and t2 in Fig. 5. The
subsequent decrease followed by stagnation of the in-phase
conductivity close to 0.1 S m−1 from t3 to t6 is simultaneous
with the growth of CO2 bubbles, which progressively invade
the channel and reduce the volume available for the
electrolyte to conduct electric current
(Fig. 4e, i, m, g, h, k, l, and o). Quadrature conductivities
decrease to zero as bubbles grow. Regardless of the size of
the bubbles, they do not appear to contribute to EDL
polarization.

At t6, the bubbles detach (Fig. 4o and p) and the in-phase
conductivity jumps close to 0.5 S m−1 for the frequencies
below 400 Hz, acquired for latter times than for the highest
frequencies (Fig. 4m). The reached value around 0.5 S m−1 is
higher than at the beginning of the dissolution because the
calcite sample has been extremely reduced in size and the
volume is more occupied by the electrolyte. This abrupt leap
is not remarkable on the quadrature conductivities (Fig. 4n).
We interpret this as evidence that bubbles add noise and that
the initial quadrature signal is related to calcite dissolution.
For frequencies below 7 Hz, corresponding to times
comprised between 4.25 and 4.27, the spectra with black-
bordered discs displayed in Fig. 4m and n get noisy. From
the temporal variations of Fig. 5 this lasts at 4.73 h. This may
result from bubbles displaced on electrodes downstream of
the microscope observation window.

These results indicate that the growth and transport of
optically tracked bubbles create two-phase flow conditions
that are well captured by SIP monitoring.

4 Conclusions

This study is the first attempt of developing electrical
characterization of the critical zone geochemical reactivity
on a microfluidic chip, while geophysical methods are
essential monitoring tools in the geosciences community.
Miniaturization is a real technological challenge, and we
have succeeded in developing a device that works well at
this scale. The very unique experimental results obtained
from the comparison of the optical image acquisition with
the SIP survey of calcite dissolution bring a deeper
understanding of the physical interpretation of the
complex electrical conductivity of dissolved calcite. Major
advances in understanding natural processes are expected
from this small-scale approach using geophysical detection
methods. Future work will be addressed to enhance the
acquisition device for 2D SIP acquisition to introduce
spatial discretization, which is of interest for the
description of the CZ processes. More largely, this new
technology will certainly help in the study of a large panel
of research fields, since SIP is a promising investigation
technique giving insights into structure properties and
surface states.
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