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Quantifying interfacial energetics of 2D
semiconductor electrodes using in situ
spectroelectrochemistry and many-body theory†
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Hot carrier extraction occurs in 2D semiconductor photoelectrochemical cells [Austin et al., Proc. Natl.

Acad. Sci. U. S. A., 2023, 120, e2220333120]. Boosting the energy efficiency of hot carrier-based

photoelectrochemical cells requires maximizing the hot carrier extraction rate relative to the cooling

rate. One could expect to tune the hot carrier extraction rate constant (kET) via a Marcus–Gerischer

relationship, where kET depends exponentially on DG1
0 (the standard driving force for interfacial electron

transfer). DG1
0 is defined as the energy level difference between a semiconductor’s conduction/valence

band (CB/VB) minima/maxima and the redox potential of reactant molecules in solution. A major chal-

lenge in the electrochemistry community is that conventional approaches to quantify DG1
0 for bulk

semiconductors (e.g., Mott–Schottky measurements) cannot be directly applied to ultrathin 2D electro-

des. The specific problem is that enormous electronic bandgap changes (40.5 eV) and CB/VB edge

movement take place upon illuminating or applying a potential to a 2D semiconductor electrode.

Here, we develop an in situ absorbance spectroscopy approach to quantify interfacial energetics of 2D

semiconductor/electrolyte interfaces using a minimal many-body model. Our results show that band

edge movement in monolayer MoS2 is significant (0.2–0.5 eV) over a narrow range of applied potentials

(0.2–0.3 V). Such large band edge shifts could change kET by a factor of 10–100, which has important

consequences for practical solar energy conversion applications. We discuss the current experimental

and theoretical knowledge gaps that must be addressed to minimize the error in the proposed optical

approach.

Broader context
In the solar energy conversion process, a photo-excited electron must be extracted from a light-absorbing material. Ultrathin 2D semiconductors are attractive
materials for this purpose because their small physical dimensions (e.g., 3 atom thickness in single layer MoS2) minimize the distance electrons must travel to
reach their destination. For solar fuel applications, the destination could be protons (H+) in solution, such that two extracted electrons reduce two protons to
make hydrogen fuel. One requirement for this electron transfer reaction is that the energy level of the electron in the photocatalyst material is higher than that
of the acceptor species in solution. The problem with emerging 2D semiconductor photocatalysts is that their energy levels are ill-defined. Here we develop a
novel approach to quantify the electron energy levels under conditions relevant to solar fuel formation. Obtaining this ‘‘interfacial energetics’’ knowledge is
critical because it allows researchers to tune the electron transfer rates from the material to the acceptor species, perhaps by a factor of 10–100!
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Introduction

2D semiconductors such as monolayer (ML)-MoS2 are attractive
for photoelectrochemical solar energy conversion and photo-
catalysis applications because hot carriers (electrons and holes)
produced from light absorption may immediately participate in
interfacial charge transfer reactions. Atomically-thin electrodes
could enable interfacial charge transfer of hot carriers that
outcompetes charge carrier cooling,1 which represents a promis-
ing strategy to maximize solar energy conversion efficiency.2,3 Very
recently, Austin et al. showed ultrafast (o50 fs) hot exciton and
free carrier extraction under applied bias in a proof-of-concept
photoelectrochemical solar cell.4 The exciting possibility of
maximizing the energy conversion efficiency of this hot carrier
process requires tuning the electron transfer kinetics. To do so
requires a fundamental understanding of the energy level
alignment between the electronic states of the semiconductor
and reactant molecules in solution. One could expect to tune
the interfacial charge transfer rate constant (kET) via a Marcus–

Gerischer relationship, kET / exp
�DG� 0 þ l
� �2

kT
, where l is the

reorganization energy, k is the Boltzmann constant, and T is
temperature.5–8 DG10 is the standard driving force for interfacial
electron transfer:

DG1
0 = ECB � qE10 (1)

where ECB is the energy of the conduction band edge, E10 is the
formal potential of the redox couple in the electrolyte, and
q is the electronic charge.9,10 However, rationally tuning the
electron transfer kinetics of the 2D semiconductor is difficult
because the interfacial energetics of 2D semiconductor/
electrolyte interfaces are poorly understood.

The specific problem is the 2D semiconductor energy levels
move under working photocatalytic or photoelectrochemical
conditions, due to both the applied potential (E)11–14 and
absorption of photons.15–19 The phenomenon called band gap
renormalization (BGR) involves movement of the semiconductor
band edges, resulting in a potential- or light intensity-dependent
DG10 that currently remains unknown or ill-defined.13 The
magnitude of BGR effects depend on the semiconductor’s carrier
concentration (n), which changes with applied potential or
illumination. BGR effects are enormous in 2D semiconductors
(e.g., 4360 meV in photo-excited ML-MoS2)17 due to strong
Coulomb interactions, dielectric screening effects, and quantum
confinement.11–13,20–25 In the context of photoelectrochemistry,
BGR shifts the semiconductor band edges dramatically upon
illuminating or applying a potential to the semiconductor,
changing DG10 (see eqn (1)). Importantly, quantifying the extent
to which applied potential, BGR, and other effects, such as
illumination, tune the semiconductor band energies in these
low dimensional materials remains a largely open question
inspiring active research.13,26 In addition, the large band edge
movement is significant because it violates a key assumption in
the field of semiconductor electrochemistry: kET is essentially
independent of E because the band edges are ‘‘fixed’’.7 This
assumption means ECB and EVB are independent of applied

potential (E) and, therefore, DG10 is independent of E, too. Thus,
these assumptions fail for 2D semiconductors. There is a critical
need to quantify interfacial energetics of 2D semiconductor/elec-
trolyte interfaces so we can rationally tune the electron transfer
kinetics of these systems for solar energy conversion applications.

Existing approaches and measurement techniques for quan-
tifying interfacial energetics of bulk semiconductors cannot be
directly applied to ultrathin 2D electrode materials. Hankin
and co-workers discussed and compared popular methods:
(1) Mott–Schottky (MS) analysis of differential capacitance
versus potential data, (2) Gärtner–Butler (GB) analysis of photo-
current–potential data, and (3) determination of the transition
potential between anodic and cathodic photocurrents under
chopped illumination.27–30 Each method involves key assump-
tions to extract band edge positions. Those assumptions often
fail even for bulk single crystal electrode materials and likely
fail for 2D electrode materials as the material thickness
becomes much thinner than the charge carrier depletion region
thickness. For example, MS and GB analyses assume the
applied potential manifests as a potential drop within the
semiconductor’s depletion region while the band edges remain
fixed. As discussed above, large band edge movement is inherent
to 2D semiconductor electrodes. The transition potential method
between cathodic and anodic photocurrents interprets the transi-
tion potential as the flatband condition, where the band bending
in the semiconductor is zero. Interpreting this potential as the
flatband condition is problematic for 2D semiconductors because
they have large (500 meV)11,31 exciton binding energies, and it is
unclear how much additional electric field strength (i.e., applied
potential) is required to overcome the binding energy and induce
current flow near the zero-field condition. Another complicating
factor is the exciton binding energies renormalize upon applying
a potential to the 2D semiconductor. Extracting the electronic
band gap (Eg) with optical measurements alone is problematic
because we cannot assume the optical band gap and Eg renor-
malize equivalently in an electrolyte environment.32 Another
practical experimental challenge for MS measurements is making
defect-free 2D semiconductor/substrate contacts so the under-
lying metallic substrate does not contribute to the capacitance
measurement. In summary, the methods for quantifying inter-
facial energetics of bulk semiconductor/electrolyte interfaces will
most likely not be valid for 2D semiconductor electrodes.

Here we propose a new measurement approach to quantify
the band edge movement of 2D semiconductor electrodes. Our
optical approach involves the following steps: (1) measure
potential-dependent absorbance spectra; (2) correlate carrier
concentration (n) by matching the phenomenology of a
many-body model to its predicted spectra; (3) interpolate the
potential-dependent band gap energy based on first-principles-
based effective-mass model calculations of the 2D semiconduc-
tor;33 and (4) construct an energy level diagram that quantifies
BGR as a function of applied potential. The novel aspect of the
approach is how it quantifies n via an easily accessible absor-
bance measurement (the 2D materials community routinely
performs spatially resolved absorbance measurements).34

The Discussion section describes critical assumptions in steps
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2–4 that currently limit the method to the model ML-MoS2 system,
and pinpoints needed developments in experiment and theory to
validate the approach for a wide range of 2D materials.

Results
In situ absorbance spectroscopy of ML-MoS2

We employ a widefield hyperspectral imaging method on an
optical microscope to ensure our spectroelectrochemistry data
stems from only ML-MoS2 material. Fig. 1A shows the experi-
mental setup. A MoS2-coated ITO sample serves as the working
electrode in an optically transparent three-electrode electro-
chemical cell (see Methods for detailed metal–organic chemical
vapor deposition (MOCVD) MoS2 growth and subsequent wet
transfer procedure). In a typical experiment, we immerse the
ML-MoS2 sample in dry, N2-saturated acetonitrile electrolyte
(0.25 M tetrabutylammonium hexafluorophosphate, [Bu4N][PF6])
and acquire hyperspectral image stacks at constant E by illumi-
nating a microscopic 0.01 cm2 sample region with monochro-
matic light over the range of 400–700 nm in 2 nm increments
(Fig. 1A). We chose this non-aqueous electrolyte to focus on how
the BGR effect shifts the semiconductor band edges under non-
electrocatalytic conditions. A 60� objective collects the trans-
mitted light from the sample and projects it onto a sensitive
sCMOS camera. Fig. 1B shows a representative bright field
transmission image of the sample. The uniform image contrast
across a large 1 mm2 area indicates the sample is predominantly
ML-MoS2, as confirmed by Raman micro-spectroscopy measure-
ments (Fig. S1, ESI†). However, microscopic defects such as tears,
voids, wrinkles, and multilayer folds exist within the sample (see
black arrows in Fig. 1B and Fig. S2, ESI†). Those defect features
ordinarily contribute to and complicate the interpretation of
ensemble-level electrochemical and optical data.

To ensure our optical data stems from ML-MoS2 only, we
spatially select regions of interest (ROIs) within each image that
represent pristine ML-MoS2 and ITO (see Fig. 1C), and calculate
A(l) = log10(I0(l)/I(l)), where I0(l) and I(l) are the monochromatic
light intensities transmitted through the ITO substrate and

ML-MoS2, respectively. In this way, we acquire spatially resolved
in situ absorbance (A) data as a function of applied potential
(E (V) vs. a calibrated Ag wire quasi-reference electrode (QRE),
where E (V vs. Ag QRE) = E (V vs. NHE) � 0.498 V, see ESI† for
calibration details). Crucially, this procedure removes the
contributions from macroscopic defects in the sample. The
uncertainty in A is o0.003 for measurements (see Fig. S3 in
absorbance error analysis section in ESI†).

Fig. 2A shows representative absorbance spectra of ML-MoS2

from the hyperspectral imaging technique. Fig. S4 (ESI†) shows
additional experimental data from multiple samples and for
multiple potential cycles. We did not observe changes in
Raman or absorbance spectra before or after experiments that
would indicate significant chemical or structural transformation
of the 2D electrode material (such as the 2H to 1T transition), in
agreement with literature.13 However, in situ Raman spectroscopy
measurements indicate the applied potential imparts a structural
change in ML-MoS2 due to uniaxial tensile strain.13 The struc-
tural changes are apparently reversible, as evidenced by repeated
Raman spectroscopy measurements. Regardless of the sample,
the number of cycles, and the scan direction, we observed the
following potential-dependent trends. First, the absorbance spec-
tra at more positive potentials (light yellow trace in Fig. 2A) shows
three distinct peaks at 655, 610, and 425 nm, which are attributed
to the A, B, and C excitons, respectively.35 The A and B exciton
peak intensities decrease and broaden with more negative
potential (dark blue trace in Fig. 2A). On the other hand, the C
exciton absorbance feature is essentially potential-independent
(Fig. 2A-inset). Control experiments with bulk MoS2 material do
not exhibit these dramatic spectral changes under the same
electrochemical conditions (Fig. S5, ESI†).

The potential-dependent trends in Fig. 2A agree with litera-
ture spectroelectrochemistry data for thin films of few-layer
MoS2 nanosheets and colloidal film electrodes.13,26 However,
little attention has been paid to the potential-dependent
A-exciton lineshape for ML-MoS2 in liquid electrolyte. Fig. 2B
shows potential-dependent spectra of the A-exciton peak for
another ML-MoS2 sample using identical experimental conditions
as Fig. 2A. Two distinct resonances contribute to this convoluted

Fig. 1 (A) Cartoon illustration of the experimental setup (see main text and ESI† for detailed description). (B) Representative 10� bright field transmission
image of the sample showing predominantly ML-MoS2 and some macroscopic defects. (C) 60� image of the sample edge. The yellow and red polygons
show I0 and I ROIs for (l) = log10(I0(l)/I(l)) calculations.
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absorption feature.36 The neutral A-exciton absorbance (A0) domi-
nates at more positive potentials. While at more negative poten-
tials, the negatively charged trion (A�) dominates, resulting in a
shoulder feature at 670 nm (see Fig. 2B). The spectral changes in
Fig. 2 also occur in aqueous electrolyte and in potential regimes
that are relevant to electrocatalytic hydrogen evolution (Fig. S6,
ESI†). In the section that follows, we describe an approach to
quantitatively link the measured absorbance spectrum to carrier
concentration using a many-body model of minimal complexity to
describe trion formation in ML transition metal dichalcogenides
(TMDs) such as MoS2.37,38

MND model and fitting procedure to determine n

Here we adopt a minimal many-body model of a Fermi polaron
put forth by Chang and Reichmann.37 Our implementation,
based on the Mahan-Noziéres-De Dominicis (MND)

Hamiltonian,39 computes the effective n that best describes
the measured absorbance spectrum at each applied potential
(E). The framework we develop herein can be generally applied
to a wide range of 2D semiconductors and is not specific to ML-
MoS2. A key feature of the model is its ability to capture how A0

and A� resonances shift in energy and transfer oscillator
strength between one another as a function of carrier doping
concentration. Before we discuss the detailed calculation and
fitting procedures, we first describe the predictions of the MND
model at positive, intermediate, and negative potentials.

The MND model considers the MoS2 sample is an n-doped
2D semiconductor,40,41 where the majority carriers are conduc-
tion band electrons. In the experiment, the external power
supply modulates the carrier population. For an unbiased
sample at T = 0 K, the model assumes the Fermi level is below
the conduction band minimum and the A-exciton absorbance
saturates. Consistent with this expectation, we observe A0

absorbance saturation at positive applied potentials (e.g., E 4
0.7 V, Fig. S4, ESI†). At this undoped condition (Fig. 3A), the
MND model predicts two peaks for the A0 and A� transitions
(dashed and dotted lines in Fig. 3A and B). The oscillator
strength is mostly associated with the higher energy A0 transi-
tion, as indicated by the thick black line in Fig. 3A. After
convolving the calculated A0 and A� linewidths to account for
Gaussian broadening and the instrument response, we obtain a
single broad peak at 1.894 eV (solid line in Fig. 3B). The key
point here is that the experimentalist observes a single absor-
bance peak at positive potentials because the oscillator strength
is mostly associated with A0 at lower n.

The situation changes as n increases. The MND model
predicts oscillator strength transfers from A0 to A�, as indicated
by thicker lines for the A� transition in Fig. 3E versus Fig. 3A
and C. The oscillator strength shift changes the A0 : A� intensity
ratio and the peak energy shifts complicate the observed

Fig. 2 (A) Potential-dependent absorbance spectra of ML-MoS2 in 0.25 M
[Bu4N][PF6] acetonitrile electrolyte. The inset highlights the A (655 nm) and
C-exciton (425 nm) peak absorbance changes over a 500 mV potential
range, where DA is absorbance normalized to the maximum value (DA =
AV/Amax). (B) ML-MoS2 potential-dependent absorbance highlighting the
A-exciton region with 50 mV steps. The arrows represent potential-
dependent absorbance trends for A0 and A�.

Fig. 3 (A)–(F) Cartoon illustration of ML-MoS2 electronic structure changes predicted by the MND model. (A) Electronic band gap energy (Eg), neutral
A-exciton energy (EA0) and negatively charged trion energy ((EA�)) at the low doping condition (e.g., 1.00 V). (B) Simulated absorbance spectrum (solid line)
predicted from the exciton and trion contributions (dashed and dotted lines, respectively). (C) and (D) same as (A) and (B)) but for intermediate potentials/
intermediate n. (E) and (F) same as (A) and (B), but for most negative potentials/highest n. (G) Simulated and optimized absorbance spectra (solid lines) for
each experimentally measured spectrum (circles).
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spectrum. As the applied potential shifts from positive to
negative, the experimentalist observes a ‘‘super peak’’ split into
two discernable peaks (see convolved spectrum in Fig. 3D). A
key point of Fig. 3A–F is that the MND model predicts how and
why the ‘‘super peak’’ absorbance feature at low n (positive
potentials) transitions to two separate peaks at high n (negative
potentials).

Having summarized the general predictions of the model,
we can now discuss the general fitting procedure to determine
n at each E for the experimental data in Fig. 2. Our previous
work provides complete MND model calculation details.38

Briefly, the model quantitatively links the experimental obser-
vable (absorbance spectrum) to n via the Fermi doping energy
parameter eF, defined as an energy level position at or above the
conduction band minimum.37,42 First, we obtain model para-
meters, the undoped A0 peak (i.e., energy, width, and height),
using data acquired at E = +1.00 V and account for phenomen-
ological peak broadening by convolving the simulated peak
with a Gaussian. Then, for all other more negative E values (i.e.,
higher eF conditions), we make an initial guess at the para-
meters for both A0 and A� and perform a 5-step procedure to
determine eF for every E (see ESI† for details). The rationale of
the steps is to model the data globally at the level of the MND
peak lineshape outputs instead of guessing at the correct
Hamiltonian. We can infer an effective doping density from
the ratio of peak heights in the experimental absorbance data
based on the series of spectra predicted from the MND model.

Fig. 3G shows the results of the fitting procedure applied to
the absorbance spectra in Fig. 2B. The model captures all
potential-dependent features of the A-exciton region, specifi-
cally how the A0 and A� peak intensities, positions, and widths
change with applied potential. A key point of Fig. 3G is we
obtain a single eF value that best describes each measured
spectrum. Minor disagreement between the MND model and
experimental data, such as the high energy tail region, is likely
because the MND model only considers the pristine ML-MoS2

sample in vacuum and does not consider the possible screen-
ing effects from the substrate and liquid electrolyte. Disagree-
ment between the theory and experiment may also be due to
non-Gaussian sources of broadening that we do not consider,
as well as the simple background subtraction method that does
not accurately remove contributions from the B exciton and B
trion,43 which the model does not consider.

Having determined eF for each E, we then calculate n. Chang
and Reichman applied the MND Hamiltonian to ML-MoS2 to
calculate n (in units of cm�2) assuming a parabolic band structure:

n ¼ nmem
2p

(2)

the degeneracy factor v = 1, the effective mass of the electron
me = 0.045 eV�1 Å�2 s for pristine ML-MoS2 and m is the chemical
potential.37 At T = 0 K, eF =m. Hence, we substitute the fitted eF

values for m in eqn (2) to calculate n. We discuss limitations of this
zero-temperature approach below.

Fig. 4 shows calculated n values versus E. n remains low for
E 4 +0.50 V. Then, n abruptly increases by an order of

magnitude over a narrow range (0.30 to 0.50 V). n steadily
increases with increasingly negative potentials (E o 0.20 V). For
comparison, we also calculated n values using the approach of
Carroll et al.,13 who adapted Wannier–Mott (WM) effective
mass theory for 2D quantum wells44,45 to calculate n for 2D
materials (see WM model calculations section in ESI† for
details). Notably, the WM model does not consider the
potential-dependent A� feature and, therefore, the A-exciton
region of the absorbance spectrum is fitted with a single compo-
nent Gaussian. The n values in Fig. 4 differ by an order of
magnitude but show qualitatively similar behavior. The n values
calculated from the MND model are likely lower because the
approach ignores thermal contributions to n and, therefore, likely
underestimates the true concentration of conduction band elec-
trons. On the other hand, the n values calculated from the
Wannier–Mott model sensitively depend on the exciton Bohr
radius (n p a0

�2), which linearly depends on me.46 Varying a0

(or me) by a factor of 3 results in nearly an order of magnitude
change in n (Fig. S7, ESI†). While it is difficult to know at this stage
what the true n values are, the remarkable qualitative agreement
using two different approaches indicate that the n–E trends
observed in Fig. 4 are robust.

Band energy diagram construction

Finally, we construct a band energy diagram for the ML-MoS2

electrode using the following assumptions. First, we interpolate
n-dependent Eg values from first-principles-based effective-
mass model calculations33 (see Fig. S8, ESI†). Second, we pin
the conduction band edge of ML-MoS2 at 4.2 V vs. the vacuum
scale47 (or �0.3 V vs. NHE) and assume BGR only shifts the
valence band, in agreement with time and angle-resolved
photoelectron spectroscopy (TR-ARPES) measurements.17

Therefore, we position the VB edge relative to the fixed CB
edge using the n-dependent Eg values.

Fig. 5 shows the resulting band energy diagrams of ML-MoS2

as a function of applied voltage using n-dependent Eg values
interpolated from Gao et al.33 Note, we constructed two energy

Fig. 4 Potential-dependent carrier concentration values calculated via
the MND (black diamonds) and WM model (red circles).
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level diagrams using n values obtained from the MND and WM
models. At positive potentials, Eg approaches the value pre-
dicted for ‘‘undoped’’ ML-MoS2 (see Fig. 5 inset). Eg decreases
with increasingly negative E, causing the VB minimum to shift
by over 200 meV over a narrow E range. The Eg decrease (and
upward VB shift) is greater for larger values of n, such as those
predicted by the WM model (see red circles in Fig. 5). Note, the
WM model does not consider the unique many body physics
of 2D semiconductors (e.g., bandgap renormalization, trion
formation, screening of quasiparticle binding energies). Fig. S9
(ESI†) shows an additional band energy diagram using experi-
mental Eg values obtained from TR-ARPES measurements;17 the
quantitative values differ slightly, but the qualitative trends
hold. The key point of Fig. 5 is that BGR effects cause signi-
ficant band edge movement (0.2–0.5 eV) and should be given
consideration when designing 2D electrodes for electrochemical
applications, as will be discussed more below. Importantly, the
majority of the BGR shown here occurs over a remarkably
narrow range of applied potentials.

Discussion

The enormous BGR effect in 2D semiconductors has important
consequences for any electrochemical application involving
interfacial charge transfer. The large band edge energy shifts
(0.5 eV) can occur over a narrow range of applied potentials
(0.2–0.3 V). In turn, the fundamental driving force for the
reaction DG10 changes dramatically. From a kinetic standpoint,
the large band edge movements will dramatically affect
interfacial charge transfer rates. If the electron transfer rate
constant kET follows a Marcus-Gerischer relationship, where

kET / exp
ð�DG�0 þ lÞ2

kT
, then large DG10 changes (e.g., 0.5 eV)

could change kET by a factor of 10–100.9,10 It is even possible
that DG10 changes sign if the VB/CB edge moves above/below

E10. This means the (photo)electrocatalytic reaction could tran-
sition from being spontaneous in one potential regime to non-
spontaneous in another. Note, our study focused only on BGR
effects caused by the applied potential. For light-driven reac-
tions in a photoelectrosynthetic cell, the band edge movement
will be driven by the applied bias and the photogenerated
carrier population,48 further complicating the interfacial ener-
getics. One could envision leveraging this kinetic or thermo-
dynamic information to design an ‘‘electrochemical switch’’ for
a desired reaction.

We now discuss key assumptions in the proposed approach
and point out clear next steps to make this approach more
robust with future advances in experiment and theory. First,
our experimental method does not directly measure band edge
positions. We assumed a potential-independent CB minimum
value for this model ML-MoS2 system, which may not be valid
for all 2D materials and those that have yet to be discovered.
New in situ methods are needed to determine band edge
positions of the 2D electrode. Direct measurement of CB and
VB edges yield Eg, which could be compared to the Eg values we
extract from in situ absorbance measurements.

Second, we quantify band edge movement by interpolating
Eg values as a function of n. The first problem with this strategy
is the accuracy of n values obtained using either the MND or
WM models. We calculate n from the eF parameter in the MND
model using eqn (2), which considers the pristine semiconduc-
tor at 0 K. Aside from ignoring the thermally excited carriers,
the MND model does not consider the electrolyte, underlying
substrate, spin–orbit coupling to treat the B-exciton and B-
trion,43 and defects that could serve as extrinsic dopants in the
2D material. A growing body of evidence has shown that defect
concentrations and types,49,50 substrate materials,31,51 solvent,52,53

and surrounding chemical environment54 all influence n. Current
theory does not consider many practical materials and electro-
chemical factors. Future theory development is needed to accu-
rately determine n using in situ spectroelectrochemistry (e.g.,
absorbance/reflectance, Raman, or PL spectroscopy). The second
problem with the optical spectroscopy strategy proposed herein is
it relies also on the accuracy of Eg values as a function of n.
Experimentally measured Eg values17 show similar BGR trends as
the theoretical calculations,33,55 but the absolute values can differ
by as much as 0.2 eV. The disagreement could be due to the fact the
models do not consider defects and substrate/environmental dop-
ing effects. Despite the current difficulty in precisely assigning n and
Eg, we believe in situ absorbance measurements, modelled by many-
body theory instead of the WM model, represent a viable approach
to quantify interfacial energetics because there is a robust theore-
tical framework connecting the observed spectrum to critical para-
meters relevant to semiconductor energy levels (n and Eg).

One clear advantage of our proposed approach is experi-
mental simplicity. Commercially available UV-vis spectrophoto-
meters have absorbance resolution r0.001, which is an order
of magnitude lower than exciton absorbance peak values of
ultrathin TMD semiconductors (Fig. 2). However, large area,
defect-free samples are required for benchtop absor-
bance measurements. Ensemble-average measurements in a

Fig. 5 Band energy diagram of ML-MoS2 as a function of E in a 0.25 M
[Bu4N][PF6] acetonitrile electrolyte. The inset shows the band gap energy
as a function of E.
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benchtop instrument report on the average behaviour of the
entire sample in the light path, which could include defects and
pinholes in the material as shown in Fig. 1 and Fig. S2 (ESI†).
We argue the advantages and disadvantages of the optical
approach proposed herein are similar to the popular Mott–
Schottky method for bulk semiconductor/electrolyte interfaces;
Mott–Schottky data is easy to acquire but can be difficult to
interpret.27 The current approach (modelling absorbance data
using many body theory) can be rapidly applied to any 2D
semiconductor in the TMD family.

Conclusion

In summary, we developed an all-optical approach to quantify
the interface energetics of ML-MoS2 semiconductor–electrolyte
interfaces. The method involves (1) measuring potential-
dependent absorbance spectra; (2) fitting the neutral exciton
and trion features in the absorbance spectrum using the MND
model to extract the carrier concentration n; (3) interpolating
the electronic band gap at each E using n; (4) constructing an
energy level diagram assuming a known, potential-independent
CB edge value. Our results show that band edge movement in
ML-MoS2 is significant (0.2–0.5 eV) over a narrow range of
applied potentials (0.2–0.3 V). The band edge movement mag-
nitude depends on the calculated n values. Large band edge
shifts have important consequences for practical electrochemi-
cal applications involving interfacial charge transfer because
kET could change by a factor of 10–100. Future experimental
and theoretical work is needed to accurately measure n from
in situ spectroelectrochemical measurements such as absor-
bance/reflectance, Raman, or PL spectroscopy.

ML-MoS2 synthesis and transfer

ML-MoS2 films were grown via MOCVD on sapphire substrates
according to Sebastian et al.56 Molybdenum hexacarbonyl
(Mo(CO)6) and hydrogen sulfide (H2S) served as the Mo and S
sources. H2 served as the carrier gas. The samples were transfer
to a 25 mm � 75 mm � 1.1 mm ITO coated glass substrates
(Delta Technologies Part No. CB-40IN-S111, Rs = 4–10 O) using a
polymethyl-methacrylate (PMMA)-assisted wet transfer process.57

First, PMMA (IMM, 495K A5) was spin-coated on the ML-MoS2

covering the sapphire substrate. The PMMA-coated sample was
immersed in a 1 M NaOH solution at 70 1C to separate the PMMA/
ML-MoS2 film from the sapphire substrate. The separated film was
then rinsed multiple times inside a water bath and finally trans-
ferred onto the target ITO substrate. The rinsed film was lifted
from the water bath using the ITO and dried with N2 gas.

In situ spectroelectrochemistry

We constructed a transparent three-electrode microfluidic elec-
trochemical cell according to Wang et al.58 Electrolyte flowed
through the cell at a constant rate of 50 mL min�1 using an
automated syringe pump. The electrolyte was sparged (and
later blanketed) with N2 gas for at least 30 min prior to flowing
through the electrochemical cell. The electrochemical cell

was mounted on the stage of an inverted optical microscope
(Olympus IX73) where a 60� objective UPLANSAPO60�/W)
focused light onto a sCMOS camera (Teledyne Prime 95B).
An Ivium Compactstat Potentiostat applied a constant potential
during each spectral measurement using a Pt wire counter
electrode and Ag wire quasi-reference electrode. A Horiba
OBB monochromator (1200 g mm�1, 1.2 mm slit) selected light
from a Xe lamp source in 2 nm wavelength steps. A(l) was
calculated for each respective image with I and I0 ROI boundaries
for each set of potential-dependent spectral data. Each A(l) is the
average of measurements from 12 to 16 images. The absorbance
data was collected using non-sequential applied potentials. A data
acquisition system (DATAQ 4108) synchronized the camera, mono-
chromator, and potentiostat signals. The ESI† provides further
experimental details and imaging procedures.
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