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nd improving zeroth-order
optimization methods on AI-driven molecule
optimization†

Elvin Lo a and Pin-Yu Chen *b

Molecule optimization is an important problem in chemical discovery and has been approached usingmany

techniques, including generative modeling, reinforcement learning, genetic algorithms, and much more.

Recent work has also applied zeroth-order (ZO) optimization, a subset of gradient-free optimization that

solves problems similarly to gradient-based methods, for optimizing latent vector representations from

an autoencoder. In this paper, we study the effectiveness of various ZO optimization methods for

optimizing molecular objectives, which are characterized by variable smoothness, infrequent optima, and

other challenges. We provide insights into the robustness of various ZO optimizers in this setting, show

the underperformance of the ZO gradient descent (ZO-GD) and advantages of the ZO sign-based

gradient descent (ZO-signGD), discuss how ZO optimization can be used practically in realistic discovery

tasks, and demonstrate the potential effectiveness of ZO optimization methods on widely used

benchmark tasks from the Guacamol suite. The code is available at: https://github.com/IBM/QMO-bench.
1. Introduction

The goal of molecule optimization is to efficiently nd mole-
cules possessing desirable chemical properties. As the ability to
effectively solve difficult molecule optimization tasks would
greatly accelerate the discovery of promising drug candidates
and decrease the immense resources necessary for drug devel-
opment, signicant efforts have been dedicated to designing
molecule optimization algorithms leveraging a variety of tech-
niques, including deep reinforcement learning,1 genetic algo-
rithms,2 Bayesian optimization,3 variational autoencoders,4,5

andmore. Several molecule optimization benchmark tasks have
also been proposed, including similarity-based oracles6 and
docking scores.7

In this paper, we extend the work of Hoffman et al.,8 who
proposed the use of zeroth-order (ZO) optimization in their
query-based molecule optimization (QMO) framework, an end-
to-end framework which decouples molecule representation
learning and property prediction. ZO optimization is a class of
methods used for solving black-box problems by estimating
gradients using only zeroth-order function evaluations and
performing iterative updates as in rst-order methods like
gradient descent (GD).9 Many types of ZO optimization algo-
rithms have been developed, including the ZO gradient descent
Y 10514, USA. E-mail: elvinlo922@gmail.

8, USA. E-mail: pin-yu.chen@ibm.com

tion (ESI) available. See DOI:

0–1389
(ZO-GD),10 ZO sign-based gradient descent (ZO-signGD),11 ZO
adaptive momentum method (ZO-AdaMM, or ZO-Adam specif-
ically for the Adam variant),12 and more.13,14 The optimality of
ZO optimization methods has also been studied under given
problem assumptions.15 ZO optimization methods have ach-
ieved impressive feats in adversarial machine learning, where
they have been used for adversarial example generation in
black-box settings and demonstrated comparable success to
rst-order white-box attacks.16,17 They have also been shown to
be able to generate contrastive explanations for black-box
models.18 Finally, Hoffman et al.8 showed how ZO optimiza-
tion methods can also be applied to molecule optimization with
their QMO framework.

QMO iteratively optimizes a startingmolecule, making it well
suited for lead optimization tasks, but it can also start from
random points and traverse large distances to nd optimal
molecules. In comparison with the work of Hoffman et al.8

which experiments with only one optimizer, we experiment with
variations of QMO using different ZO optimizers. Furthermore,
we add more benchmark tasks from Guacamol6 (whose use has
been encouraged by the molecule optimization community3,19

and used by Gao et al.20 to benchmark many design algorithms
in a standardized setting) and provide insights into the chal-
lenges of ZO optimization on molecular objectives.

Specically, we evaluate several ZO optimizationmethods for
the problem of molecule optimization in terms of convergence
speed, convergence accuracy, and robustness to the unusual
function landscapes (described further in Section 2.4) of
molecular objectives. Our experiments on molecule optimiza-
tion tasks from Guacamol show that ZO-GD underperforms
© 2023 The Author(s). Published by the Royal Society of Chemistry
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other ZO methods, while ZO-signGD11 performs comparably
and in several cases better than ZO-Adam despite being known
to have worse convergence accuracy than ZO-Adam for other
problems like adversarial attacks.11 Our results indicate that the
sign operation may potentially increase robustness to the
function landscapes of molecular objectives. Furthermore, we
provide insights into practical application of ZO optimization in
drug discovery scenarios for both lead optimization tasks and
the discovery of novel molecules, as well as propose the use of
a hybrid approach combining others models with QMO.
2. Methods
2.1. Background on the QMO framework

Following the QMO framework by Hoffman et al.,8 we use an
autoencoder to encode molecules with encoder E : X1ℝd and
decode latent vectors with decoder D : ℝd1X , where X denotes
the discrete chemical space of all drug candidates. We denote
with O : X1ℝ a black-box oracle returning a scalar corre-
sponding to a molecular property of interest (which may also be
modied by adding losses related to other properties), and for
ease of notation with the QMO framework, we dene our opti-
mization objective loss function as f ðzÞ ¼ �O ðDðzÞÞ for latent
representations z˛ℝd. As each function query f(z) queries the
oracle O with the decoded molecule corresponding to z, one
function query is equivalent to one oracle query.

In QMO, we use ZO optimization methods to navigate the
latent space to solve minz f(z). Specically, given a starting
molecule and its latent representation z0, we iteratively update
the current latent representation following some optimizer, as in
rst-order gradient-based methods like gradient descent. But as
we do not have any rst-order oracle, we instead use gradients
estimated using only evaluations of f following some gradient
estimator. The QMO framework, which closely follows a generic
ZO optimization procedure, is summarized in Algorithm 1.

Algorithm 1 Generic QMO framework for molecule
optimization

In principle, QMO is a generic framework which can guide
searches over any continuous learned representation based on
any discrete space and use any ZO optimization method. Hoff-
man et al.8 used the pre-trained SMILES-based21 autoencoder
(CDDD model) from Winter et al.22 with embedding dimension
d = 512 and ZO-Adam. Here, we use the same autoencoder but
consider several variations of QMO using different gradient
© 2023 The Author(s). Published by the Royal Society of Chemistry
estimators and optimizers to provide a comprehensive study on
the effect of ZO optimization methods.

Of note, QMO may be applied to molecule optimization with
design constraints by modifying the objective accordingly. For
example, a possible formulation is to consider a set of property
scores fpigIi¼1 to be optimized with positive coefficients
(weights) fgigIi¼1 and a set of property constraints fcjgJj¼1 with
thresholds fhjgJj¼1

, and then to dene the oracle as

O ðxÞ ¼
XI

i¼1

gi$piðxÞ �
XJ
j¼1

max
�
hj � cjðxÞ; 0

�
(1)

where x˛X . The vectors z˛L iterate not satisfying cj(D(z)) $ hj for
all j ˛ {1, 2,., J} can then be removed from L iterate. While we do
not formulate the objective functions in our experiments in this
way, the experiments of Hoffman et al.8 are examples of this
formulation and are described in further detail in Section 2.5.
2.2. ZO gradient estimators

We consider two main ZO gradient estimators. Both average
nite differences over Q independently sampled random
perturbations fuqgQq¼1 include a smoothing parameter b, and
follow the form:

bVf ðzÞ ¼ 4ðdÞ
b$Q

XQ
q¼1

�
f
�
zþ buq

�� f ðzÞ�uq (2)

The two gradient estimators differ mainly in the sampling
method for each random direction uq, and also in the
dimension-dependent factor 4(d). They are:

1. Gaussian smoothing (GS):10,23 when we sample each
direction from the uniform distribution (HTML translation
failed) on the unit sphere. For GS, 4(d) = d.

2. Bernoulli smoothing-shrinkage (BeS-shrink):24 when we
cra each random direction by independently sampling each of
its d entries from (B0.5− 0.5)/m, where B0.5 follows the Bernoulli

distribution with a probability of 0.5 andm ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Qþ d � 1=4Q

p
is

an optimal shrinking factor. For BeS-shrink, 4(d) = 1.
The gradient estimators average over Q random directions to

decrease the estimation error, but increasing Q increases oracle
complexity in sampling. The gradient estimation operation
requires querying Q + 1 different points (which are each deco-
ded into a molecule and used to query oracle O ). We therefore
require Q + 1 oracle evaluations for each optimization iteration.

Additionally, because the above gradient estimators use
a (forward) nite difference of 2 points to estimate the gradient
for each random perturbation, we refer to it as a 2-point
gradient estimator. An alternative to the 2-point GS and BeS-
shrink gradient estimators is their 1-point alternative, which
instead have the form:

bVf ðzÞ ¼ 4ðdÞ
b$Q

XQ
q¼1

f
�
zþ buq

�
uq (3)

Similar to 2-point gradient estimators, 1-point estimators
require Q + 1 oracle queries at each iteration (the estimation
Digital Discovery, 2023, 2, 1380–1389 | 1381
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operation itself requires only Q queries, but this does not
account for querying the updatedmolecule aer each iteration).
However, 1-point estimators are not commonly used in practice
due to higher variance.

2.3. ZO optimizers

We consider three main optimizers, each having its own
updating operation that consists of computing a descent
direction mt and then updating the current point. Each opti-
mizer can be paired with any ZO gradient estimator. The three
are as follows:

1. ZO gradient descent (ZO-GD):10 analogous to stochastic
gradient descent (SGD) in the rst-order stochastic setting. ZO-
GD uses the current gradient estimate as the descent direction
mt ¼ ĝt and updates the current point via the rule zt+1 = zt −
amt.

2. ZO sign-based gradient descent (ZO-signGD):11 analogous
to sign-based SGD (signSGD)25 in the rst-order stochastic
setting. ZO-signGD uses the same point updating rule as ZO-GD
but instead uses the sign of the current estimate as the descent
directionmt ¼ signðĝtÞ, where sign($) denotes the element-wise
sign operation.

3. ZO-Adam:12 analogous to Adam26 in the rst-order
stochastic setting. ZO-Adam adopts a momentum-type descent
direction and an adaptive learning rate.

The ZO optimization methods compared in this paper are
summarized in Table 1.

2.4. Motivating the comparison of ZO optimization methods
for molecule optimization

We motivate our comparison of optimizers not only in terms of
convergence speed and convergence accuracy, but also in terms
of robustness to the unfriendly function landscapes of molec-
ular objectives. Indeed, molecule optimization is made difficult
by variable function smoothness due to “activity cliffs” in the
molecular space where small structural changes cause large
changes in oracle values.19 As optima are infrequent, there are
also large and extremely “at” unfavorable regions in space,
where the oracle values change minimally and may be very
small. Furthermore, because our objective function f obtains
values by querying the oracle O using discrete molecular
representations obtained from decoding the latent vectors, the
function landscape is made discrete and thus further non-
smooth (i.e., the function value may have a discrete “jump” at
the borders between adjacent regions of latent vectors which
Table 1 Summary of ZO optimization methods considered

ZO optimization method Gradient estimator Optimizer

Adam-2p-BeS-shrink 2-point BeS-shrink Adam
Adam-2p-GS 2-point GS Adam
GD-2p-BeS-shrink 2-point BeS-shrink GD
GD-2p-GS 2-point GS GD
signGD-2p-BeS-shrink 2-point BeS-shrink signGD
signGD-2p-GS 2-point GS signGD

1382 | Digital Discovery, 2023, 2, 1380–1389
decode to different molecules, see Fig. 2). Thus, being able to
effectively navigate the latent chemical space and not get stuck
in unfavorable regions is an important and non-trivial attribute
to pursue in optimization methods.

Sign-based gradient descent is known to be effective in
achieving fast convergence speed in stochastic settings: in the
stochastic rst-order oracle setting, Bernstein et al.25 showed
that signSGD could have faster empirical convergence speed
than SGD, and in the zeroth-order stochastic setting, Liu et al.11

similarly showed that ZO-signSGD has faster convergence speed
than many ZO optimization methods at the cost of worse
accuracy (i.e., converging only to the neighborhood of an
optima). The fast convergence of sign-based methods is moti-
vated by the idea that the sign operation is more robust to
stochastic noise, and though our formulation of molecule
optimization is non-stochastic, the sign operation is potentially
more robust to the difficult landscapes of molecular objective
functions. Adaptive momentum methods like Adam also make
use of the sign of stochastic gradients for determining the
descent direction in addition to variance adaption,27 and thus
ZO-Adam may also show improved robustness to the function
landscapes.
2.5. Practical usage of QMO for drug discovery

We imagine that QMO can be applied for two main cases: (1)
identifying novel lead molecules (i.e., nding molecules
signicantly different from known leads), and (2) lead optimi-
zation (i.e., nding slightly modied versions of known leads).

For the former application case, it may be counterproductive
to use known leads as the starting molecule in QMO, as these
leads may be in the close neighborhood of a local optima (or
a local optima themselves) in the function landscape, in which
the optimizer would likely get stuck (preventing the exploration
of different areas of the latent chemical space). Instead, it may
bemore promising to start at a random point in chemical space.
QMO also has the advantage that it guides search without the
use of a training set, which aids in nding candidates vastly
different from known molecules. However, nding a highly
diverse set of novel leads may be unlikely within a single run of
QMO as the optimization methods converge to some neigh-
borhood, meaning that multiple random restarts would likely
be necessary to discover a diverse set of lead molecules.

For the latter application case, it is much more sensible to
use known leads as the starting molecule input to QMO. Addi-
tionally, rather than using an oracle O evaluating only the main
desired drug property (i.e., activity against a biological target), it
may be advantageous to use a modied oracle. For example,
Hoffman et al.8 applied QMO for lead optimization of known
SARS-CoV-2 main protease inhibitors and antimicrobial
peptides (AMPs) following the constrained molecule optimiza-
tion setting of eqn (1), with pre-trained property predictors for
each task. They set similarity to the original lead molecule as
the property score psim to be optimized, and set constraints on
properties of interest (binding affinity caff for the SARS-CoV-2
task, or toxicity prediction value ctox and AMP prediction value
cAMP for the AMP task). In these formulations, the main
© 2023 The Author(s). Published by the Royal Society of Chemistry
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optimization objective is actually molecular similarity rather
than the main properties of interest.

2.5.1. Hybrid optimization: integrating QMO with other
models. Additionally, in this paper we propose to integrate
QMO with other models in a hybrid approach: namely, we can
use molecules generated by other models as the input to QMO,
which will then iteratively optimize each of the inputted starting
molecules. By using other models to generate good lead mole-
cules close to optima, we can then use QMO to provide a more
rened search that may incorporate additional design
constraints. Overall, a hybrid approach could be a query-
efficient way to generate drug candidates satisfying multiple
design constraints.
3. Results

To benchmark QMO, we select three tasks (oracles) from the
Therapeutic Data Commons (TDC)28 (https://tdcommons.ai)
implementation of Guacamol6 (https://github.com/
BenevolentAI/guacamol), a popular benchmarking suite.
While a high-quality ubiquitous benchmark for molecule
optimization algorithms is yet to be determined, Guacamol
has emerged as a standard benchmark with reasonable
computational cost.3,19 Guacamol tasks are also the core of the
open-source Practical Molecular Optimization (PMO)
benchmark20 (https://github.com/wenhao-gao/mol_opt).

We select one task from each of the three main categories of
Guacamol oracles: similarity-based multi-property objectives,
isomer-based objectives, and SMARTS-based objectives. First,
Fig. 1 Similarity target molecules and relevant SMARTS patterns from
ndopril_mpo task. (b) Zaleplon, target of the zaleplon_mpo task. (c) SMIL
C, target of the deco_hop task. (d) Scaffold SMARTS pattern [#7]-c1
Substituent SMARTS pattern [#7]-c1ccc2ncsc2c1, to be changed in deco
in deco_hop.

© 2023 The Author(s). Published by the Royal Society of Chemistry
the perindopril_mpo function outputs the geometric mean of
Tanimoto similarity with perindopril, calculated with ECFC4
ngerprints, and a Gaussian modier function that targets 2
aromatic rings, giving high scores when the number of aromatic
rings is close to 2 (while perindopril has no aromatic rings).
Second, the zaleplon_mpo function outputs the geometric
mean of Tanimoto similarity with zaleplon, calculated with
ECFC4 ngerprints, and an isomer scoring function targeting
the molecular formula C19H17N3O2 (while the molecular
formula of zaleplon is C17H15N5O). It is also worth noting that
the zaleplon_mpo task is known to be particularly difficult
among Guacamol objectives.19 Third, the deco_hop function
outputs the arithmetic mean of Tanimoto similarity with
a particular SMILES string and three SMARTS scoring functions
each returning 0 or 1 depending on whether a particular
substructure is present or absent. See Fig. 1 for the relevant
similarity targets and SMARTS patterns.

While the similarity-based nature of the selected Guacamol
objectives lends itself to using the similarity target molecules
(e.g., perindopril for the perindopril_mpo task) as the starting
molecule for QMO, essentially formulating a lead optimization
problem from Section 2.5, we nd that doing so makes nding
high-scoring molecules trivial within only around 50 iterations.
Thus, to benchmark QMO and show that QMO can nd solu-
tions even when starting far from any high scoring molecules
(which we would need to do when searching for novel lead
molecules), we choose the starting molecules for QMO to be the
lowest-scoring molecules on the Guacamol oracles from the
the selected Guacamol objectives. (a) Perindopril, target of the peri-
ES string CCCOc1cc2ncnc(Nc3ccc4ncsc4c3)c2cc1S(]O)(]O)C(C)(C)
n[c;h1]nc2[c;h1]c(-[#8])[c;h0][c;h1]c12, to be kept in deco_hop. (e)
_hop. (f) Substituent SMARTS pattern CS([#6])(]O)]O, to be changed

Digital Discovery, 2023, 2, 1380–1389 | 1383

https://tdcommons.ai
https://github.com/BenevolentAI/guacamol
https://github.com/BenevolentAI/guacamol
https://github.com/wenhao-gao/mol_opt
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3dd00076a


Fig. 2 Function landscapes for various optimized molecules found by QMO. Each point on the 2D plots corresponds to a latent vector from the
higher-dimensional vector space (of embedding dimension d = 512) in which the chemical space is embedded. The color of each point on the
plot represents the Guacamol function score of that corresponding molecule. Specifically, the origin of each plot corresponds to the latent
vector encoding some QMO-optimized molecule, and each other point on the plot corresponds to the latent vector obtained by perturbing the
QMO-optimized latent vector by a linear combination of two randomunit vectors vx and vy (also of dimension d) that are uniformly sampled from
the unit sphere. The SMILES strings s1, ., s9 of the optimized molecules are listed in ESI Section B.2.†
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ZINC 250K dataset.29 Our setup thus mimics the novel lead
molecule discovery task from Section 2.5.

We also select two baselines, a graph-based genetic algo-
rithm (Graph-GA)2 and Gaussian process Bayesian optimization
(GPBO),3,30 both of which are known to be high-performing
molecule optimization algorithms.20 For each of the selected
Guacamol tasks, we then run experiments using QMO only,
baselines only, and hybrid approaches.

Note that for our experiments, we consider only the score of
the top scoring molecule found so far for a given run.
1384 | Digital Discovery, 2023, 2, 1380–1389
Additionally, we run QMO only with 2-point gradient estima-
tors, though we also compare 1-point estimators for QED31

optimization in ESI Section B.1† where we verify the advantage
of 2-point estimators.
3.1. Function landscapes of selected Guacamol objectives

Fig. 2 shows the function landscapes of the selected Guacamol
objectives. To visualize the high-dimensional function land-
scapes, we use the common approach of projecting to two
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 QMO-optimized molecules for the selected Guacamol objectives, with objective function scores and synthetic accessibility (SA)32 scores.
SA is a heuristic calculated as the combination of fragment contributions and complexity penalties. The molecules correspond to the SMILES
strings s1, ., s9 used in Fig. 2, which are fully listed in ESI Section B.2.†
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random vectors.33 The origin corresponds to an optimized
latent vector found by QMO, and the vector is perturbed along
two random directions vx and vy sampled from the uniform
distribution on the unit sphere. Fig. 3 shows the QMO-
optimized molecules themselves.

As shown, the zaleplon_mpo task has the smallest central
area consisting of high scoring molecules and a relatively at
landscape elsewhere, meaning that the QMO optimizer needs to
traverse a very at unfavorable region to enter a very small
optimal neighborhood. This matches the observation that
zaleplon_mpo is a highly difficult task. The deco_hop task,
while not nearly as difficult of a task, still exhibits a very discrete
jump in values around the central region, which makes it more
difficult for the QMO optimizer to nd the true optimal neigh-
borhood. Finally, perindopril_mpo appears to be the most
smooth function. The optimal central area is larger than that for
© 2023 The Author(s). Published by the Royal Society of Chemistry
zaleplon_mpo, and the discrete jumps in function values are
not as large as in the other tasks.
3.2. Convergence of ZO optimization methods

When running experiments using QMO only, we run experi-
ments with several different ZO optimization methods and try Q
= {30, 50, 100} for each, where Q is the number of random
directions over which the gradient estimator averages at each
iteration to decrease the estimation error and Q + 1 is the
number of oracle evaluations at each iteration. We set T = 1000
iterations for perindopril_mpo and zaleplon_mpo or T= 200 for
deco_hop, and average runs from 20 distinct starting molecules
with 2 random restarts each (40 runs total).

For each task, we choose to use the 20 lowest-scoring mole-
cules on the oracle from the ZINC 250K dataset29 as the starting
molecules. As aforementioned, we do this in order to show that
Digital Discovery, 2023, 2, 1380–1389 | 1385
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Fig. 4 Convergence of QMO with different ZO optimizers on selected Guacamol objectives for different values of Q. At each iteration, Q + 1
oracle queries are used to estimate the gradient and update (optimize) the molecule. Scores are averaged over 40 trials. Shaded regions
correspond to the standard deviation over the trials. Descriptions of the Guacamol objectives and experimental details are provided in Section 3.
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QMO can nd solutions even when starting far from any high
scoring molecules, which we would likely need to do when
searching for novel lead molecules.

Fig. 4 shows the results from experiments run using QMO
only and compares the convergence of ZO optimization
methods with different Q. Here, adam_2p_bes-shrink refers to
QMO using the ZO-Adam optimizer with the 2-point BeS-shrink
gradient estimator (QMO-Adam-2p-BeS-shrink), and similarly to
the other ZO optimization methods. Diversity scores of the
optimized molecules found by QMO are also reported in ESI
Section B.3.†

Most importantly, the results indicate that ZO-GD tends to
underperform with respect to the other ZO methods. Under the
Q = 100 setting, the performance of ZO-GD is similar to that of
other methods on the perindopril_mpo task and similar to that
of ZO-Adam on the deco_hop task. However, the convergence of
1386 | Digital Discovery, 2023, 2, 1380–1389
ZO-GD using the 2-point BeS-shrink gradient estimator is oen
noticeably slower or less accurate than that of the other
methods under the settings of Q = 30 and Q = 50. Thus, the
performance of ZO-GD on the perindopril_mpo and deco_hop
tasks does not present any advantages in convergence speed or
accuracy over that of ZO-Adam or ZO-signGD. However, the
most notable indication that ZO-GDmay be less useful than ZO-
Adam or ZO-signGD for molecule optimization is that ZO-GD is
completely unsuccessful for the zaleplon_mpo task: even when
searching a wide range of hyperparameters and testing several
molecules, ZO-GD is unable to nd any molecules with zale-
plon_mpo scores above 0.2 within the rst 100 iterations, and
oen cannot even get above 0.01. Inspection revealed that the
gradient vectors were too small for ZO-GD to make meaningful
point updates, and so full zaleplon_mpo experiments were not
run using ZO-GD.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Optimization curves of QMO, baseline models, and hybrid methods on selected Guacamol objectives. The results are averaged over
multiple trials and shaded regions correspond to the standard deviation over the trials. Descriptions of the Guacamol objectives and experimental
details are provided in Section 3. Precise numbers and area under curve (AUC) scores are also reported in ESI Section B.4.†
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The performance of ZO-Adam and ZO-signGD is very similar
for the perindopril_mpo task, but ZO-signGD noticeably
outperforms ZO-Adam on the deco_hop task. On the zale-
plon_mpo task, ZO-signGD noticeably outperforms ZO-Adam
for lower settings of Q, suggesting that ZO-signGD could be
more query-efficient, but the convergence speed of ZO-Adam
approaches that of ZO-signGD for Q = 100 and their accura-
cies become very similar. While the performances of both
algorithms are comparable overall, the difference in their
performances on less smooth functions like zaleplon_mpo and
deco_hop (see Section 3.1) also suggests that ZO-signGD is the
most robust to difficult function landscapes of molecular
objectives. The comparison of convergence accuracies between
ZO-signGD and ZO-Adam on the selected Guacamol objectives
is particularly interesting because ZO-Adam converges with
much greater accuracy in other problems like adversarial
example generation,12 demonstrating the challenges presented
by molecular objectives and reinforcing the evidence that ZO-
signGD may have improved robustness to their function
landscapes.

Finally, the results of GS and BeS-shrink gradient estimators
do not differ greatly, though GS seems to converge faster for
lower Q.
3.3. Query efficiency of QMO versus other approaches

Fig. 5 shows the optimization curves when limiting optimiza-
tion to a 10K query budget, including experiments run using
QMO only (specically, only QMO-sign-2p-GS is shown), base-
line models only, and hybrid approaches. Precise numbers and
area under curve (AUC) scores are also reported in ESI Section
B.4.†

When running baseline models alone, we average runs with
two random seeds and limit the number of oracle queries to
10K. When running hybrid approaches, for each baseline model
we use a portion of the 10K query budget to run the model (4K
queries for Graph-GA and 2K for GPBO) and use the remaining
© 2023 The Author(s). Published by the Royal Society of Chemistry
query budget to optimize only the top generated molecule using
QMO with the ZO-signGD optimizer and 2-point GS gradient
estimator (QMO-sign-2p-GS) with Q = 49. For hybrid
approaches, we again run the baseline models with two random
seeds and use QMO to further optimize the top generated
molecule from each run with 5 random restarts, ultimately
averaging a total of 10 trials.

The baseline models (Graph-GA and GPBO) and hybrid
methods demonstrate faster convergence speed than QMO
alone, while the convergence accuracies of all methods differ
slightly for each task but are comparable overall. It is worth
noting that the hybrid approaches combining baseline models
with QMO (e.g., Graph GA + sign_2p_gs) produce curves similar
to those of their baseline model counterparts even for zale-
plon_mpo and deco_hop, where QMO has higher convergence
accuracy than the baseline models, so further investigation may
be necessary to optimally integrate QMO into hybrid
approaches. However, these preliminary results serve as a proof
of concept for the potential of hybrid approaches: experiments
on Guacamol show that hybrid approaches successfully
improve the convergence speed of QMO, and the capacity of
QMO for local search in chemical space makes it a promising
option for rening a molecule in more complex design
scenarios to satisfy the numerous property constraints of
pharmaceutical drugs.

4. Conclusions

In this paper, we study the application of ZO optimization
methods to molecule optimization. Experimentation on tasks
from the Guacamol suite reveals that ZO-GD underperforms
other ZO methods, while ZO-signGD11 performs comparably
and in several cases better than ZO-Adam, especially for more
difficult function landscapes with small regions of optima, at
regions, and discrete jumps. Accordingly, we observe that the
sign operation may increase robustness to the difficult function
landscapes of molecular objectives, while also achieving higher
Digital Discovery, 2023, 2, 1380–1389 | 1387
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query efficiency compared to other optimizer updating
methods. We also discuss how the generic QMO framework can
be applied practically in realistic drug discovery scenarios,
which includes a hybrid approach with other models that can
improve the convergence speed of QMO. We hope that better
characterizing the performance of ZO methods for molecule
optimization and providing preliminary experiments with
hybrid approaches as a proof of concept may inform future
applications of QMO for drug discovery.

To conclude, we would like to mention a few limitations of
this study. First, synthesizability of molecules is not accounted
for, though one possible approach is to modify the objective
function with a synthesizability loss. For example, wemight add
a loss penalizing higher synthetic accessibility (SA)32 scores,
though SA is oen a lacking metric. A more expensive approach
for quantifying synthesizability could be to plan synthetic
pathways with synthesis planning programs.34 Second, our
results may be biased towards similarity-based oracles. Third,
the effect of autoencoder choice and latent dimension is not
thoroughly investigated for the selected benchmark tasks,
though Hoffman et al.8 provided analysis for their antimicrobial
peptide task. Finally, while Hoffman et al.8 also showed that
training an oracle prediction model (to predict property scores
from latent representations) has signicant disadvantages in
optimization accuracy compared to always using the oracle
itself, we do not thoroughly investigate the impact it would have
on the objective function landscapes in latent space.
Data availability

The code for QMO and all test sets of starting molecules are
available in the following GitHub repository: https://
github.com/IBM/QMO-bench. All test sets of molecules were
originally extracted from the ZINC database29 which is free for
use by anyone. The pre-trained autoencoder (CDDD model) by
Winter et al.22 is available at https://github.com/jrwnter/cddd.
For the Graph-GA and GPBO baseline models, we adopt the
implementation of Gao et al.20 which is available at https://
github.com/wenhao-gao/mol_opt. For the Guacamol6

benchmark tasks, we use the implementation the Therapeutic
Data Commons (TDC)28 (https://tdcommons.ai).
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