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Crystal Structure Prediction (CSP) is a fundamental computational problem in materials science. Basin-

hopping is a prominent CSP method that combines global Monte Carlo sampling to search over

candidate trial structures with local energy minimisation of these candidates. The sampling uses

a stochastic policy to randomly choose which action (such as a swap of atoms) will be used to transform

the current structure into the next. Typically hand-tuned for a specific system before the run starts, such

a policy is simply a fixed discrete probability distribution of possible actions, which does not depend on

the current structure and does not adapt during a CSP run. We show that reinforcement learning (RL)

can generate a dynamic policy that both depends on the current structure and improves on the fly

during the CSP run. We demonstrate the efficacy of our approach on two CSP codes, FUSE and MC-

EMMA. Specifically, we show that, when applied to the autonomous exploration of a phase field to

identify the accessible crystal structures, RL can save up to 46% of the computation time.
1 Introduction

The properties of materials are controlled by their composition
and structure. Crystal structure prediction (CSP)1–3 has thus
been the focus of attention because it enables selection of new
materials for synthesis by estimating the energetic stability of
the resulting structure. The predicted structure also allows
property prediction, creating a potential screening workow.
Given the combinatorial challenge posed by the scale of the
number of potential compositions, unit cell dimensions, and
spatial atomic locations, a range of successful approaches
based on heuristic exploration of the potential energy surface
(PES) have been developed to date.4–8 These approaches use
algorithms that rapidly generate many trial crystal structures
and assess their energies by subsequent local minimisation to
identify those structures lying in energy minima on the PES,
targeting identication of the global minimum. Every CSP code
has its own algorithm and parameterisation, which is charac-
terised by the implemented decision-making process (referred
to here as the policy) used to generate trial structures. Our
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hypothesis is that there is no universal policy for all materials
compositions, because of the diversity of possible structures
and chemistries. We explore the dynamic generation of an
efficient policy on the y by reinforcement learning (RL) –

a machine learning paradigm that formalises learning by trial
and error – during the CSP run. RL has been applied to
a number of chemical problems9,10 such as protein folding,11

molecular geometry optimisation,12 and chemical reaction
planning and optimisation.13,14

We focus on basin-hopping (BH),15 which is a popular
choice for CSP.16–18 In the BH approach, Monte Carlo (MC)
sampling is used to generate possible crystal structures at
a given composition. For each generated structure, a local
energy minimisation is performed to nd the nearest
minimum. Given the locally optimised crystal structure with
its calculated energy, the code will have a set of possible
actions that generate the next trial structure according to a set
of deterministic or probabilistic rules. Intuitively, the choice
of action will determine how “far” the new trial structure is
from the current structure on the PES of that composition.
For example, a “local action”may swap two atoms, and a more
transformative action may replace the current structure with
a new randomly created one (i.e., this action “starts the search
again”). A typical policy would be a xed discrete probability
distribution of actions, which is used to randomly draw an
action every time BH generates a trial structure. While such
policies can effectively balance actions with a good tuning of
action probabilities, which requires historic data and is not
Digital Discovery, 2023, 2, 1831–1840 | 1831
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Fig. 1 Action selection in RL-CSP. (a) Illustrates the RL-SCP approach
for a simplified schematic case where one of three possible actions
denoted by orange, green, and blue can be taken to generate a new
structure. The actions are chosen at random from a probability
distribution of actions that constitutes a policy. This policy dynamically
evolves from one optimisation step Si to another and depends on the
energy level Ei of the current structure. The policy is updated after each
step according to the reward associated with the outcome of the
selected action. The reward function formally captures the desirability
of the action choice made and is used by RL-CSP to update the policy.
In this illustration, the green and blue actions lead to lower energy
structures compared to Ei, which then generate positive rewards. The
orange action leads to a structure with an energy higher than Ei and
receives a negative reward. This approach leads to an adaptable and
dynamic decision making, where action selection depends on struc-
ture through its energy (b) and is updated on the fly (c). (a) shows the
policy that defines the probability distribution of actions at step Siwhen
the current structure has the energy Ei. The greyscale potential energy
landscape shows the current structure Si as a square and three col-
oured arrows leading to three local minima that will be attained after
applying one of the three actions. (b) displays how the probability
distribution of actions at step Si depends on the energy with Ei iden-
tified by the dashed line. (c) shows how the probability distribution of
actions for the structure with energy Ei evolves with time and the
dashed line identifies step Si.

Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
Se

pt
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 1

/1
4/

20
26

 2
:5

2:
37

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
trivial, they also remain xed during the run and are applied
independently of the current structure or other contextual
factors.

Compared to the typical case of a xed policy that does not
depend on the current structure, the RL approach that we
develop and evaluate in this paper makes two changes. Firstly,
our policies depend on the current structure, in particular the
policy uses the calculated energy to help decide which action to
take. Secondly, our policies are improved on the y during a CSP
run, thus removing the need for costly and composition-specic
hand tuning.

RL algorithms adhere to the principles of Markov Decision
Processes19 and operate on states, actions, and rewards. In
a given state, a decision is chosen for this state and then the
corresponding action is taken. By taking this action, a reward is
obtained (positive, negative, or zero), and the state is updated
according to the underlying dynamics of the RL problem. The
goal of RL is to obtain policies, i.e., (possibly stochastic)
mappings from states to actions, which maximise the expected
long-term aggregated reward. The state space that we use to
allow the policy to condition on the current structure is dened
by the calculated energy of the structure. The calculated energy
is clearly a very important “feature” of the structure, and other
features could also be incorporated into the state space. The
available actions that we consider are based on the existing CSP
codes that we apply our approach to. The reward in the simplest
case is the reduction of the calculated energy between the
current and the trial structure. In addition to rewarding those
actions that produce structures with lower energies, we also
introduce penalties to disincentivise certain outcomes such as
repeating structures.

We apply RL to basin-hopping CSP by adapting and imple-
menting the reinforcement learning algorithm REINFORCE,20,21

which is based on “policy gradients”. With this approach, the
policy is parameterized, and the parameters of the policy are
improved over time using gradient-based approaches, where
the gradients are based on recent experience of the current
policy so that actions that led to desirable outcomes are likely to
be used again in similar situations. Intuitively, the RL algorithm
leverages its past experience to select good actions when similar
situations are encountered again as the run proceeds. We refer
to this variation of REINFORCE in the CSP context as RL-CSP
and illustrate it in Fig. 1.

2 Methods
2.1 RL-CSP

In RL-CSP the set of actions is discrete and consists of the
limited number of n actions a1,., an. These actions are the set
of moves specic to the CSP code that the algorithm uses to go
from one structure to another.

2.1.1 State space. For our choice of state space, we use the
current structure as the state and its energy as a feature, since it
is intuitively an important factor in deciding which actions are
likely to be good for the current structure and is computed as
part of the BH routines and therefore does not add an unnec-
essary overhead. Energy is normalised via Z-score
1832 | Digital Discovery, 2023, 2, 1831–1840
normalization22 to ensure that RL-CSP will work with the
same set of hyperparameters across a range of compositions, as
the range of possible energies changes between compositions.

2.1.2 Reward. In our basic setup, the reward is the nega-
tive of the change in normalised energy, i.e., the more the
action taken reduces the energy, the greater the reward. Since
we are trying to nd structures with low energy, RL-CSP gets
a positive reward when it lowers the energy by changing the
structure and a negative reward when it increases the energy.
In RL, the technique of reward shaping can be employed to
encourage the desired behaviour.23 For this purpose, we
developed extensions of the energy drop reward in the form of
three penalties (negative rewards) discussed below.

2.1.3 Penalty for the energy calculation that did not
converge. If the new structure does not have a valid energy, i.e.
the energy calculation did not converge, the performed action
did not give any valuable information. In this case the new
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Pseudocode of RL-CSP. On the acceptance step the main CSP
algorithm accepts or rejects the new state. For simplicity, the algorithm
scheme omits reward and energy normalization.
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structure cannot be accepted and the reward as the energy drop
cannot be calculated. Penalizing actions for non-converged
structures helps to reveal the less successful actions for the
given composition and thus decrease their usage.

2.1.4 Penalty for zero reward. The new structure has the
same energy as the current structure. It is worth noting that, in
general, such zero-reward actions are not as undesirable as
those generating non-converged new structures, because we
still have a valid structure which can be accepted. However, the
zero-energy difference between the structures hinders the effi-
cient energy landscape exploration.

2.1.5 Penalty for the non-unique energy structure. An
action can be penalized for visiting a structure with non-unique
energy, to disfavour actions that tend to produce structures with
energies that have been previously observed in the current run.

Although the last penalty is more general than the one
before, it is practically useful to control these penalties inde-
pendently, e.g., by removing one completely, or by imposing
different penalty levels for zero reward cases where the action
does not alter the structure and non-unique energy structures
where the action does not promote exploration.24 When penal-
ties are used and one of the three outcomes above takes place,
RL-CSP does not calculate the reward in a usual way as the
energy drop. Instead, to penalize this action as undesirable, the
algorithm calculates the reward for getting into a structure with
the “mean high energy” Ep, which is the mean of the 10% of the
highest energies found so far. The RL-CSP code allows the user
to x the sizes of the different penalties or turn on only some (or
none) of them. In this work we either used all three types of
penalties calculated via Ep or no penalties at all.

The RL-CSP routine can be divided into two alternating
steps: action selection according to the current policy and
updating the policy. We provide the descriptions of these steps
below.

2.1.6 Action selection. To obtain the probability distribu-
tion of actions we use the standard reinforcement learning
approach. First, we calculate the linear action preference func-
tion h(S, ai, q) representing the favourability of the action ai in
the state S according to the policy vector q.21 Then we apply the
so-max function to h(S, ai, q) and use the 3-greedy approach
that guarantees continuous exploration of the state space. In
this 3-greedy approach, the user denes probability 3 to sample
actions from the uniform distribution so the probability p for
the action ai to be selected in state S with the policy vector q is as
follows:

pðS; ai; qÞ ¼ ð1� 3Þ ehðS; ai ; qÞP
j

ehðS; aj ; qÞ
þ 3

1

n
:

In this paper we used 3 = 0.1.
2.1.7 Updating the policy. RL-CSP starts from the uniform

policy which allocates an equal probability to every action and
does not depend on the structure. On each subsequent step,
given the reward R(S, S′, ai) for getting to the state S′ from the
state S via the action ai calculated either as the energy drop or
a penalty the algorithm can further normalise it via Z-score
© 2023 The Author(s). Published by the Royal Society of Chemistry
normalization, this option can be turned on as a hyper-
parameter. Then the (normalised) reward is used to update the
policy vector by formula (1):

q)qþ a

pðS; ai; qÞ
�
VpðS; ai; qÞR

�
S;S

0
; ai

�þ bVHðS; qÞ� (1)

Here a is the learning rate parameter whose value was xed for
a specic code to achieve a balance between the accuracy and
the rate of learning (we suggest a= 0.0005 by default) and Vp(S,
ai, q) is the gradient of the probability of taking action ai. bVH(S,
q) in (1) is the term responsible for the entropy regularization
mechanism25 that prevents the policy from converging too early,
where H(S, q) is the entropy of the action probability distribu-
tion in state S and the hyperparameter b determines the extent
to which the updating rule depends on entropy regularization
relative to the reward:

b ¼
(
0; if the entropy$ 0:8;
1; if the entropy\0:8:

The threshold on the entropy (0.8 in this study) below which
the entropy regularization mechanism turns on can be tuned as
the hyperparameter. The list of hyperparameters with used in
the study values is provided in ESI Note 1.†

The pseudocode of RL-CSP is shown in Fig. 2.

2.2 Basin-hopping and RL-CSP

We demonstrate the efficacy of our approach by embedding RL-
CSP into two established CSP codes; FUSE4 and MC-EMMA,26

which have both contributed to the discovery of complex
materials, including the rst known bulk oxide quasicrystal.27

These tools are based on the basin-hopping method which
involves a Monte Carlo type search for low energy structures
outlined in Fig. 3. The search starts by constructing an initial
structure and performing a local geometry optimisation using
a computational chemistry code, which takes the initial
Digital Discovery, 2023, 2, 1831–1840 | 1833
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Fig. 3 Basin-hopping (BH) search routine with RL-CSP. BH (in black colour) is the basis for the searches used in both the FUSE and MC-EMMA
structure prediction codes (described in ESI Notes 3 and 4†). “Rand” is a randomly generated number between 0 and 1, DE indicates the
difference in energy between the trial structure and the current structure, kT is the “temperature” parameter for the system (set by the user). The
“Break” condition is triggered when the maximum allowable number of consecutive rejected structures is reached (defined by user). The text in
red shows howRL-CSP is embedded into BH; the RL-CSP policy is used instead of the fixed probability distribution to select the action to alter the
structure that maximises the reward and then the policy is updated based on the results of the energy calculation.
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structure and locates the nearest local energy minimum. In this
work, local optimisations are performed with GULP28 using
interatomic potentials that we have developed and used previ-
ously4,26 (see ESI Note 2†). To conduct the search, the routine
will take the locally optimised initial structure and modify it
using a permitted action, e.g., to swap the positions of two
atoms to create a new trial structure for comparison with the
current structure. The energy of the trial structure is assessed
using the same local optimisation. In the rare event when the
local optimisation fails to complete, the trial structure is
rejected, and a new trial structure is generated. To decide if the
trial structure is accepted, we compare the arising energy of the
locally optimised trial structure with that of the current struc-
ture. If the trial structure energy is lower, then the trial structure
is always accepted as the new current structure. If the trial
structure energy is higher, then there is a chance that the search
will accept an increase in energy, governed by the condition
“Rand” > e(−DE/kT), where “Rand” is a randomly generated
number within the range of 0 to 1, DE is the energy difference
between the trial and current structures and kT is the
“temperature” parameter of the search. Higher temperature
parameters will result in an increased probability that the
search will accept an increase in energy. In this work the initial
kT is 0.02 eV for FUSE and 0.025 eV for MC-EMMA as used in
original papers.4,26 This routine is then repeated until either
a user-dened number of structures has been generated, or
a break condition has been met, e.g., a set number of structures
have been generated since the current global minimum was
located. RL-CSP was integrated into BH in two stages reected
on the general BH Fig. 3. First, the RL-CSP policy is utilised to
1834 | Digital Discovery, 2023, 2, 1831–1840
select an action to be taken to change the current structure.
Then, aer the relaxation of the new structure RL-CSP calculates
the reward and updates the policy. ESI Notes 3 and 4† provide
more detailed descriptions of FUSE and MC-EMMA respectively
including the action spaces and RL-CSP integration.

3 Results

We measure the success of the RL approach applied to the
particular CSP code by the number of steps required to locate
the global minimum, given the composition. Each step involves
modifying the current structure with an action followed by the
local relaxation of the resulting structure. Indeed, the local
relaxation of the trial structure is the most resource intensive
operation during a CSP run, so we aim to reduce the number of
relaxed structures, i.e., the number of steps needed to achieve
the global minimum. For individual experiments, we nd that
the RL approach is oen considerably better than the xed
policies presented here.

A common practical use case of CSP in material discovery is
to identify candidate new compositions for synthesis. This
amounts to approximation of the convex hull by means of CSP
calculations over a wide range of compositions in the phase
eld.3,26,29 As a measure of potential gain in this context, we
aggregate performance improvement across all compositions
within the same phase eld to demonstrate that our RL
implementation with FUSE outperforms the two xed policies it
is compared with, requiring less than 68% and 54% of the steps
required by the xed policies without the additional cost of
having to manually tune a xed policy.
© 2023 The Author(s). Published by the Royal Society of Chemistry
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3.1 RL-CSP in FUSE

FUSE is a CSP code designed to assemble crystal structures of
ionic solids from layers (dened as modules), which are them-
selves constructed from small blocks (sub-modules, containing
up to four atoms) generated basing on chemical knowledge.
Modules are then assembled into full crystal structures by
stacking them according to the rules based on either cubic or
hexagonal packing (depending on the specic unit cell). FUSE
has a range of nine possible actions (Fig. 4) that it can use to
modify a crystal structure during the BH search, varying in
impact from local actions (swapping the position of two indi-
vidual atoms or sub-modules) to a global action (randomly
generating a new structure); the actions are chosen indepen-
dently according to a xed user-dened probability distribu-
tion; a detailed description is presented in ESI Note 3.†

FUSE was benchmarked on compositions from the Y3+–Sr2+–
Ti4+–O2− phase eld, containing the following known
compounds: TiO2, SrO, Sr2TiO4, Sr3Ti2O7, SrTiO3, Sr4Ti3O10,
Y2TiO5, Y2Ti2O7, SrY2O4, Y2O3 (other compounds are reported,
but adopt modied versions of the structures of these ten
compounds).4 In preliminary testing, we found that TiO2, SrO,
Sr2TiO4, Sr3Ti2O7, and SrTiO3 are trivial for FUSE with the global
minimum being found within ten BH steps, and so do not use
these compositions in our experiments. We test RL-CSP inte-
grated into FUSE on the remaining ve compositions Sr4Ti3O10,
Y2TiO5, Y2Ti2O7, SrY2O4, Y2O3, for which highly probable global
minimum structures were reported.4 For the compositions:
Fig. 4 Actions in FUSE. (a) The probability distribution of actions 1–7,
9–10, utilized in the FUSE study.4 Action 8, which is currently in
development, is not used in this study. (b) Actions 1, 9 & 10 swap the
positions of two, three to N − 1 or all of the atoms in the structure
respectively (N is total number of atoms in the structure); these actions
were labelled by number 1 in the FUSE study but the proportions they
were called in match the segments in the pie chart. (c) Action 3 alters
the instructions used to assemble the structure, for example by
changing one of the unit cell angles. (d) Action 2 switches the positions
of two sub-modules within the structure. (e) Action 4 switches the
positions of two complete modules within the structure. (f) Action 5
doubles the structure along a chosen unit cell axis. (g) Actions 6 & 7
generate a new random structure. For action 6, the unit cell is limited
to be of the same size or smaller, for 7 it can be of any size, so long as it
conforms to the limit of the number of atoms used within a run of
FUSE.

© 2023 The Author(s). Published by the Royal Society of Chemistry
Sr4Ti3O10, Y2TiO5, Y2Ti2O7, SrY2O4, we allow FUSE to use up to
50 atoms per unit cell and for Y2O3 we allow 80, ensuring that
for each composition it is possible to generate the observed
global minimum structure. We contrast these results with those
obtained with FUSE using two xed policies.

In the rst xed policy, all possible actions are chosen with
equal probability (Uniform). The other xed policy was hand-
tuned in the FUSE study4 in such a manner that the code effi-
ciently locates the crystal structure of Y2Ti2O7 with a limit of 150
atoms per unit cell. This policy is the default search policy in the
FUSE code (Original, Fig. 4a). Thus the comparison of three
policies, Uniform, Original and the dynamic RL-CSP policy (RL-
CSP) is made by computing the structures of materials from the
Y3+–Sr2+–Ti4+–O2− phase eld dened above.

For the test set of ve compositions (Sr4Ti3O10, Y2TiO5,
Y2Ti2O7, SrY2O4 and Y2O3), we compare performance on one key
metric: the number of steps taken to identify the global
minimum for each composition-policy pair (see ESI Note 5†),
where each step consists of the structure modication via an
action and subsequent local energy minimisation using GULP.
Each step in the CSP run is followed by an accept/reject stage to
determine whether to accept the new structure or retain the
previous one (see Section 2.2). As CSP codes are stochastic,
multiple repeat runs are required to build up statistics. While
there is no common standard for how many repeat calculations
to perform when testing a CSP code, typical benchmarking
examples perform ∼30–705, in this work we perform 40 repeats
for every composition and policy tested, for a total of 600 runs
across the ve compositions and calculate the “mean number of
steps” Nmean for each composition-policy pair. Nmean represents
how many steps FUSE needs on average to nd the structure
with the global minimum energy (Fig. 5a and b). For the
majority of compositions, namely Sr4Ti3O10, Y2TiO5, Y2Ti2O7,
SrY2O4, Nmean is calculated as the mean number of steps
required to nd the global minimum among all 40 runs.
However, the Original policy is unable to attain the global
minimum for SrY2O4 in 28 runs out of 40, given a minimum of
90 000 steps in the search, so the lower bound on Nmean is
provided for this composition-policy pair calculated as the
mean number of steps to completion among 12 successful and
28 stopped runs.

For Y2O3, the calculation of the mean number of steps
required to nd the global minimum among all 40 runs pres-
ents a challenge as only 12 runs on average attain the global
minimum within ∼90 000 steps, with 15, 9 and 12 successful
runs for Original, Uniform and RL-CSP policies respectively. As
we aim to evaluate RL-CSP policy and only the steps taken to
obtain the global minimum are relevant here, we use the fastest
12 runs to compute Nmean for Y2O3. The Uniform policy
managed to nd the global minimum in only 9 runs, so the
mean number of steps among the 9 successful and the 3 fastest
unsuccessful runs is used as the lower bound of Nmean in this
case. Nmean for all composition-policy pairs is shown in Fig. 5a
and coloured red if the lower bound is presented. We also
display the number of steps as a distribution for each compo-
sition and policy in a box and whisker plot (Fig. 5c).
Digital Discovery, 2023, 2, 1831–1840 | 1835
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Fig. 5 Number of steps required to find the global minimum for FUSE. (a) Average number of steps (Nmean) by policy and composition. For all
compositions except Y2O3 Nmean is the mean number of steps among 40 runs FUSE takes to find the global minimum. For Y2O3 Nmean is
calculated as the mean number of steps among the fastest 12 of 40 runs. For two composition-policy pairs (SrY2O4 with Original and Y2O3 with
Uniform), only the lower bound is provided since the global minimumwas not found in all 40 (12 fastest for Y2O3) runs of FUSE. The sum of steps
taken for all compositions is shown in the bottom row with the lower bound for the Original and Uniform policies. The percentages given in the
last two columns are the mean number of steps for the policy RL-CSP compared against Original and Uniform policies. Percentages are
highlighted in green and red when RL-CSP uses fewer ormore steps respectively than the policy with which it is being compared. All numbers are
rounded to the nearest integer. (b) Displays the numbers from (a). (c) The number of steps required to find the global minimum structure,
arranged by policy and composition. A box contains the numbers between the first and third quartiles of the data separated by the median, the
maximum and minimum numbers of steps are the highest and lowest ticks (“whiskers”) respectively. Given a composition, the green (RL-CSP)
box is typically shorter and placed lower than orange (Uniform) reflecting the advantage of RL-CSP over the Uniform policy that it starts with.
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For the compositions comparing RL-CSP, Uniform and
Original policies, Fig. 5 shows that RL-CSP is fastest to locate
the global minimum for three compositions (Y2TiO5, Y2Ti2O7

and SrY2O4), and the second fastest for two; Sr4Ti3O10 behind
Uniform and Y2O3 behind Original. The latter case is discussed
in detail in the subsequent section, the analysis of the former
case reveals that although RL-CSP does not improve upon the
Uniform policy for Sr4Ti3O10, the difference between their Nmean

(144 steps) is relatively small. Thus, we conclude that the effi-
ciency of RL-CSP is comparable to that of Uniform, and that the
lack of improvement from learning in Sr4Ti3O10 can be attrib-
uted to the limited duration of the runs in this case.

We also provide a comparison based on Nmean for all ve
compositions, which represents the average number of steps
taken across 40 runs for each of Sr4Ti3O10, Y2TiO5, Y2Ti2O7, and
SrY2O4, along with the 12 fastest runs for Y2O3, resulting in
a total of 172 runs. When compared with either xed policy, RL-
CSP is faster over the whole test set of compositions within the
1836 | Digital Discovery, 2023, 2, 1831–1840
phase eld, as judged by Nmean for all of the compositions,
using fewer than 68% and 54% of the steps required by the
Uniform and Original xed policies respectively (Fig. 5a). The
effect of learning across the phase eld is more pronounced for
more challenging compositions (for the Uniform policy) based
on the strictly decreasing numbers in the last column of Fig. 5a.
This leads to improved absolute savings of computational
resources for the compositions for which they matter the most.
3.2 Comparison of RL-CSP with xed policies for SrY2O4 and
Y2O3

In this section we examine in detail the two compositions that
best demonstrate the benets of RL over a xed policy, SrY2O4

and Y2O3 (Fig. 6). With Y2O3, the xed Original policy is the
most efficient of the three approaches. However, as Uniform is
2.3 times slower than the Original policy, RL-CSP does need
time to optimize it (recall that RL-CSP begins with the Uniform
policy) and reach the performance of Original. RL-CSP improves
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Efficiency of different FUSE policies at the compositions SrY2O4

and Y2O3. (a) and (d) show how many runs have found the global
minimum in the given number of steps. The analogous plots for
compositions Sr4Ti3O10, Y2TiO5, Y2Ti2O7 are provided in ESI Fig. 1(a–
c).† (b and e) show the final policies learnt by RL-CSP for SrY2O4 (b) and
Y2O3 (e) at the end of a typical RL-CSP run. (b and e) confirm that,
unlike the fixed policy (see Fig. 4a) RL-CSP policy provides an action
probability distribution that depends on the composition and the
energy of the current structure. The typical final policies for Sr4Ti3O10,
Y2TiO5, Y2Ti2O7 are presented in ESI Fig. 1(d–f)† respectively. (c and f)
show the full dynamic policy for action type 2 (swap the position of
two sub-modules within the structure), varying with both energy (the
full energy range found for both compositions are shown) and step
number for SrY2O4 and Y2O3 respectively, illustrating that for different
compositions, RL-CSP uses very different policies for the same action
type between compositions.
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the starting policy signicantly as its successful 12 runs took at
most 56% of the steps required by Uniform.We observe that RL-
CSP learns an efficient policy. Fig. 6d illustrates that aer the
rst ∼30 000 steps approximately the same number of runs of
RL-CSP have found the global minimum as those of Original,
demonstrating the ability of RL to reproduce the efficiency of
the well-tuned policy despite starting from a clearly unsuited
policy. By the end of the runs, RL-CSP closes the gap, being only
1.3 times slower than Original (Fig. 5a).

In contrast to Y2O3, for SrY2O4 the Uniform policy is the best
of the two xed policies, being at least 2.9 times faster than
Original. RL-CSP is then able to learn a policy that improves
upon the performance of the Uniform policy (Fig. 6a), resulting
in a signicantly further reduced Nmean with RL-CSP using just
71% of the steps required by Uniform.

These cases show that a xed policy, even when tuned by
hand, can demonstrate particularly poor performance for some
© 2023 The Author(s). Published by the Royal Society of Chemistry
compositions, for example, in the original FUSE study4 the
global minimum for SrY2O4 was not obtained. In this work, the
Uniform policy for Y2O3 and the Original policy for SrY2O4 both
have a low success rate at nding their respective energy
minima. The dynamic RL-CSP policy reliably improves the
Uniform starting policy for both materials, taking at most 56–
71% of steps required by the initial xed policy.

Finally, we observe a clear improvement in the dynamic
policies used by RL-CSP during a CSP run, illustrated by plotting
the probability of RL-CSP using action 2 (swapping the position
of two sub-modules) with both the step number and energy
(Fig. 6c and f). Studying the dynamic policy for different
compositions illustrates that the learned policy not only
depends on the composition, but also on the structure that the
CSP run is currently located in, as in no cases does RL-CSP
converge to an ideal probability distribution that works best
for all structures at a given composition. However, for both
compositions action 10 (Fig. 4b) exhibits a greater preference in
lower energy structures, indicating its increasing signicance at
low energy levels (Fig. 6b and e).

The comparison of RL-CSP performance in SrY2O4 and Y2O3

with different xed policies indicates that, while manually
tuned xed policies may be able to provide a performance
advantage over RL-CSP for specic compositions, such as the
Original policy for Y2O3, RL-CSP should be the default option
when exploring a whole phase eld because this necessitates
performing CSP for a range of compositions, and RL tailors the
policy dynamically to each composition, thus avoiding locked-
in poor performance from a xed policy, such as the Original
policy for SrY2O4 or the Uniform policy for Y2O3.
3.3 RL-CSP in MC-EMMA

In order to demonstrate the more general applicability of RL in
the context of CSP, the study was expanded to include another
CSP code MC-EMMA.26 The original EMMA code was designed
to identify the crystal structures of oxides by assembly of layered
units, and was crucial in the structure determination of the
phase Y2.24Ba2.28Ca3.48Fe7.44Cu0.56O21,30 with a subsequent
version with implementing a BH search (MC-EMMA) used to
identify Y0.07Sr1.01Ca1.55Ga2.87O7 and Y0.038Sr0.32Ca0.848Ga0.794-
O2.416 in the Y–Sr–Ca–Ga–O phase eld,26 and so the code is
established and well developed.

MC-EMMA uses a BH routine that is similar to FUSE,
however it was designed for larger crystal structures with up
to 160 atoms while FUSE was tested with the structures up to
50–80 atoms depending on the composition. Although fewer
steps are usually required to nd the global minimum
(∼1500–2000 steps for xed policies) than those in most FUSE
compositions, the relaxation of the larger structures is more
time-consuming and so MC-EMMA presents a different
challenge for RL, which is to improve the starting policy using
less data. As in the evaluation of RL for FUSE, we compare
three versions of policy in MC-EMMA: the original hand-
tuned xed policy (Original), the uniform policy (Uniform)
and the RL-CSP policy that starts learning from the Uniform.
The action probability distributions for the Original policy are
Digital Discovery, 2023, 2, 1831–1840 | 1837
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Fig. 7 Number of steps required to find the global minimum for MC-EMMA. (a) Average number of steps (Nmean) among 40 runs MC-EMMA
requires to find the global minimum by policy. The Original policy performs best while RL-CSP shows a similar performance, with only 4% more
steps on average. RL-CSP improves the starting Uniform policy requiring only 71% steps of those by Uniform. The percentages given in the last
column are as a percentage of the moves used in the policy RL-CSP is being compared against. Percentages are highlighted in green and red
when RL-CSP uses fewer or more steps respectively than the policy with which it is being compared. (b) Displays the numbers from (a). (c) The
number of steps required to find the global minimum structure, arranged by policies. (d) shows the number of runs that found the global
minimumon the given step by polices. (e) shows the shared learned policy after 40 runs finished. The policy depends on the energy of the current
structure, favouring action T3 in the low energy structures and T2 and T4 in the high energy structures.
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shown in ESI Fig. 2a.† We test MC-EMMA policies at the
composition YBa2Ca2Fe5O13, which the Original policy was
tuned for. As in the FUSE benchmarking, we use 40 runs of
MC-EMMA with each policy. However, in FUSE we observed
that RL-CSP does not have enough time to learn the policy at
compositions where Nmean is less than ∼10 000 steps for the
Uniform policy (Sr4Ti3O10 and Y2TiO5). Taking this into
account, we boost the learning process in RL-CSP by
increasing the learning rate to 0.01 (see Section 2.1) in
1838 | Digital Discovery, 2023, 2, 1831–1840
comparison to the FUSE settings and sharing the policy
learning process across 40 runs.

The policy sharing is organised via the policy vector q, which
is common for all runs. 40 runs start simultaneously but choose
the initial structure independently. Each run follows its own
trajectory (sequence of structures and actions) and does not
consider the trajectories of other runs. Given the current
structure, a run selects an action according to the shared policy
q, observes a new structure and utilizes the obtained reward to
© 2023 The Author(s). Published by the Royal Society of Chemistry
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update q. When the run nds the global minimum, it stops
while other working runs continue following their own trajec-
tories in which they did not nd the global minimum yet. Fig. 7e
demonstrates the shared policy learned by 40 runs of MC-
EMMA with RL-CSP.

We compare the performances of different policies using
Nmean; the mean number of steps required to nd the global
minimum among 40 runs (Fig. 7). The numbers in Fig. 7a show
clear RL-CSP improvement over the starting policy, as it uses
only 71% of the steps required by Uniform to nd the global
minimum. Due to learning sharing between runs, the RL-CSP
policy (Fig. 7e) can be efficiently learned even though the
average number of steps per run is relatively small (∼1500).
Finally, RL-CSP essentially reproduces the performance of the
Original policy, requiring just 4% more steps despite starting
from Uniform.

4 Conclusion

The implementation of reinforcement learning via the policy
gradient algorithm was compared with two xed policies in two
basin-hopping CSP codes with six tested compositions overall.
The results showed improvement over an initial uniform policy
for ve of the six compositions and over a hand-tuned policy for
four of the six. As RL-CSP adds only minimal computational
cost since it learns on the y using available data, we conclude
that it improves basin-hopping CSP at essentially no extra cost.
The RL-CSP code is available on GitHub (https://github.com/
lrcfmd/rlcsp) and can be readily applied to other CSP
algorithms.

Considering the specic practical case of calculating the
convex hull for a phase eld to identify candidate new compo-
sitions for synthesis, the ability of reinforcement learning to
improve a xed policy enables the development of policies
tailored to each composition within the phase eld and should
favour the more rapid construction of the hull. Although it is
possible that a single xed policy performs best at the some of
the compositions studied, this study indicates that this is not
likely to be the case in general, favouring further development
of RL in CSP. Specically, autonomous exploration across
compositions of a phase eld can benet from RL, as our work
suggests at least 32% improvement of RL-CSP when compared
with the starting uniform policy.

Many such developments can be envisaged, for example in
the type of reinforcement learning algorithm that could be
applied beyond policy gradient methods. The learning model in
RL-CSP operates only with energy as a feature to dene the state
space. This simplicity allows efficient operation. However,
enriching the feature space with relevant structural character-
istics would make learning quicker and more accurate. For this
purpose, one could implement known structural characteristics
such as the bond valence sum, or deploy neural networks to
reveal the most relevant structural features, such as character-
istic local coordination geometries for specic elements. More
advanced RL algorithms can be adapted to the basin-hopping
routine, for example, actor-critic methods were developed to
deal with the high variance oen encountered in policy gradient
© 2023 The Author(s). Published by the Royal Society of Chemistry
methods.31–33 In non-basin-hopping CSP algorithms containing
decisions that constitute a policy, these decisions could also be
amenable to reinforcement learning optimisation.

Data availability

The numbers of steps in algorithms which were used to calcu-
late Nmean are placed in ESI Tables 1 and 2† and their detailed
interpretation is provided in ESI Note 2.† Input les used to
produce the reported results are provided in the code
repositories.

Code availability

The source codes implemented and/or used in this study are
available on the following GitHub repositories: https://
github.com/lrcfmd/rlcsp (RL-CSP code), https://github.com/
lrcfmd/FUSE_RL (FUSE with RL-CSP), https://github.com/
lrcfmd/FUSE-stable (FUSE with the xed policy), https://
github.com/lrcfmd/MC-EMMA-RL (MC-EMMA with RL-CSP),
https://github.com/lrcfmd/MC-EMMA-stable (MC-EMMA with
the xed policy).
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