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France. E-mail: niklas.von-wolff@u-paris.fr
cSchool of Chemistry, University of St. Andr

ak336@st-andrews.ac.uk
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Catalytic hydrogenation of esters is a sustainable approach for the production of fine chemicals, and

pharmaceutical drugs. However, the efficiency and cost of catalysts are often bottlenecks in the

commercialization of such technologies. The conventional approach to catalyst discovery is based on

empiricism, which makes the discovery process time-consuming and expensive. There is an urgent need

to develop effective approaches to discover efficient catalysts for hydrogenation reactions. In this work,

we explore the approach of machine learning to predict outcomes of catalytic hydrogenation of esters

using various ML architectures – NN, GP, decision tree, random forest, KNN, and linear regression. Our

optimized models can predict the reaction yields with reasonable error for example, a root mean square

error (RMSE) of 11.76% using GP on unseen data and suggest that the use of certain chemical descriptors

(e.g. electronic parameters) selectively can result in a more accurate model. Furthermore, studies have

also been carried out for the prediction of catalysts and reaction conditions such as temperature and

pressure as well as their validation by performing hydrogenation reactions to improve the poor yields

described in the dataset.
1 Introduction

The catalytic hydrogenation of esters to alcohols is an atom-
economic and sustainable approach in organic synthesis with
signicant applications in the production of various ne
chemicals such as detergents, cosmetics, avors, fragrances,
and pharmaceutical drugs.1 The concept has also been
expanded to the hydrogenation of polyesters to enable a circular
economy.2 In the past, several homogeneous and heterogeneous
catalysts have been developed, among which well-dened
ruthenium complexes represent the state-of-the-art catalysts
for the hydrogenation of esters to alcohols.1,3 However, most of
such catalysts exhibit low TONs (e.g. <200), and operate under
harsh conditions (e.g. temperature > 100 °C, and pressure > 20
bars) making this approach expensive and incompatible for
molecules containing other sensitive or reducible functional
groups. Thus, the true utilization of hydrogenation method-
ology relies on nding an optimum catalyst that can
Technology, University of Cambridge,
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the Royal Society of Chemistry
hydrogenate an ester with high activity and selectivity under
mild conditions (e.g., room temperature, and ambient pres-
sure). Our current conventional approach to catalysis develop-
ment fails to achieve this due to a number of limitations such as
(a) empirical screening of several parameters such as solvent,
temperature, pressure, time, additive, etc. can only be limited to
a certain extent, (b) syntheses of well-dened ruthenium cata-
lysts oen involve complex multi-step processes limiting the
scope of complexes that can be studied, (c) lack of mechanistic
understanding of new complexes limits its application in
catalysis, and (d) intrinsic limitation of the human brain to nd
a pattern in large data collections restricts us to a smaller
dataset. Chemoinformatics provides an attractive alternative to
the conventional empirical approach. Although a mechanistic
understanding of the underlying class of reactions can be highly
benecial in such a venture, it is possible to nd patterns in
large datasets of chemical reactions even without mechanistic
knowledge. This can be accomplished by deploying novel
machine-learning methodologies and architectures tailored to
such applications.4 This can facilitate the discovery of desirable
catalyst designs and catalytic conditions, bypassing the
complexity of empirical synthesis and screening.5–7

Although powerful, the application of the tool of machine
learning (ML) in the discovery of molecular catalysts is in its
nascent phase and growing.7–11 A few reports have been pub-
lished on the development of predictive models for catalytic
reactions using various machine learning architectures dictated
Digital Discovery, 2023, 2, 819–827 | 819
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Fig. 1 Representative structures of catalysts, and esters used in our
dataset.
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by the nature of the reaction, molecular catalyst, and available
dataset. For example, Kozlowski utilized Quantitative Structure
Selectivity Relationship (QSSR) models for the prediction of the
catalytic alkylation of aldehydes using beta-amino alcohol
catalysts.12 Sigman and co-workers have developed predictive
models for several asymmetric catalytic reactions using multi-
variate regression models.13–21 Along this direction, Doyle, and
co-workers have used a random forest model to predict the yield
of catalytic C–N cross-coupling reactions.22 Denmark has
recently reported a computationally guided workow and
a highly accurate predictive model for the chiral phosphoric-
acid catalysed thiol addition to N-acylimines using deep feed-
forward neural networks.23 A predictive model for the asym-
metric hydrogenation of alkenes and imines catalysed by chiral
binapthyl catalysts has been recently reported by Sunoj where
a root-mean-square error (RMSE) of about 8.4 ± 1.8% was ob-
tained using a random forest model.24

Most of the studies on the prediction of catalytic reactions in
the literature involve linear regression, decision tree, articial
neural networks, K-nearest neighbors, and random forest.
Another model called the Gaussian process, noteworthily, has
not been utilized to model a homogeneous catalytic reaction.
Gaussian processes are non-parametric machine learning
models where the functions are tted to the data in a Bayesian
framework.25 The main advantage of using a Gaussian process
over other machine learning models is that it can automatically
provide uncertainty information since its predictions are
distributions. Uncertainty information can be particularly
useful in case of a small and skewed dataset. The main
computational bottleneck in making inferences using GPs
(Gaussian Processes) is inverting matrices which are the size of
the dataset. The relatively small size of a dataset can be thus
particularly suited for an approach using Gaussian processes.
Furthermore, GP provides the information of length scales and
Gaussian noise which tells us if themodel is learning or treating
the data as noise. It also tells us the importance of various
features. This information can be useful if the dataset is small
and not very systematic.26

Considering the contemporary interests in developing
sustainable catalysts for the hydrogenation of esters, we report
here the application of ML (Machine Learning) tools, speci-
cally Gaussian processes, to predict the outcome of ester
hydrogenation using well-dened ruthenium catalysts. Our
approach involves the following three steps: (1) dataset
construction, and exploratory data analysis, (2) creation of
chemical descriptors for catalysts, and esters, and (3) develop-
ment of predictive models using ML frameworks such as neural
networks (NNs), and Gaussian processes (GPs). We also
compare machine learning models with a baseline linear
model. The linear model is also trained in a Bayesian frame-
work by using a Gaussian process model with a linear kernel.

2 Results and discussion
2.1 Dataset construction

We created a dataset of reactions involving hydrogenation of
esters by well-dened ruthenium complexes from existing (peer-
820 | Digital Discovery, 2023, 2, 819–827
reviewed) literature. This choice is guided by two factors. Firstly,
homogeneous ruthenium catalysts are known for their high
activity towards hydrogenation of esters making this family
a suitable choice for potential superior future catalysts. Secondly,
substantial research outputs in the past on several types of
ruthenium catalysts present sufficient data needed for ML
studies.27 Only those examples have been included in the dataset
where the structures of ruthenium catalysts are well-dened, and
where the reaction medium is either neutral or basic. Mecha-
nistically, all the catalysts (with a few exceptions) have been
proposed to operate via non-redox metal–ligand cooperation.
Thus, our dataset consists of 460 hydrogenation reactions
involving 85 ruthenium catalysts and 114 esters and lactones
(Fig. 1). Each reaction or datapoint is characterized by 12 broad
sets of parameters – catalyst structure, ester structure, amount of
ester (mmol), catalyst loading (mol%), base structure, base
loading (mol%), temperature (°C), pressure of H2 (bar), reaction
time (h), solvent structure, solvent amount (mL), and yield (%).
2.2 Creation of chemical descriptors

In order to successfully use the dataset to develop a generalizable
ML model, it is important to transform the structures and
properties of catalysts, esters, bases, and solvents into informa-
tive numbers called chemical descriptors as also recently high-
lighted by Grzybowski and co-authors.28 Signicant work has
been done in the past on the development of various types of
chemical descriptors and their importance for the development
of ML models for catalytic reactions as reviewed by Fey and co-
workers.29–32 Lapkin and co-workers have recently reported an
interesting study on the effect of chemical representation on
machine learning models for the reaction optimisation and
suggest that the success of various chemical descriptors depend
on various factors such as the complexity of chemistry, the
dimensionality of the design space and the number of variables.33

Aspuru-Guzik and Balcells have used graph or connectivity-based
chemical descriptor computed using autocorrelation function
and DFT optimized structures for Vaska-type H2-activation.34 The
© 2023 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3dd00029j


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
M

ay
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

1/
9/

20
25

 1
1:

40
:3

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
choice of descriptors and whether they are derived from DFT
calculations, experiments, or even other ML models, oen
depends on the size of the available dataset. In general, there is
a trade-off between descriptor accuracy and computational cost.
In the case of large datasets, graph or connectivity-based
descriptors can be used successfully in ML approaches with
minimum computational cost.34 In the present work, however,
the design of suitable descriptors is challenging due to the small
size of the dataset, the variety of ligand architectures and their
complex geometries, the known importance of solvent interac-
tions in the studied catalysts operating through metal–ligand
cooperation,35–38 as well as unknown mechanisms and involve-
ment of several rate-limiting states.39–41 We, therefore, used
a combination of DFT-based as well as experimentally estimated
descriptors (spectral data) in addition to readily accessible graph-
based descriptors (Fig. 2). Catalysts have been represented by
three types of chemical descriptors. The rst type is the graph-
based descriptor calculated using an autocorrelation function
of depth 4.34 The second type is sterics-based descriptors calcu-
lated using (a) topographic steric maps (% Vfree, %
Vquadr.free ) through DFT-optimized structures and the Morfeus so-
ware (buried volumes and solvent accessible surface area and
volumes). The third one is electronics-based descriptors calcu-
lated using DFT (HOMO–LUMO gap, dipole moment, as well as
the NBO charge on the central Ru-atom). Similarly, the ester
substrates have also been represented by three types of chemical
descriptors: (a) graph-based descriptors using an autocorrelation
function of depth 4,34 (b) sterics-based descriptors (sterimol
parameters and solvent accessible area and volume), and (c)
electronics-based descriptors (HOMO–LUMO gap, dipole
moment, C]O-stretching frequency and intensity, and NMR
chemical shis). Solvents and the nature of bases have also been
found to play important roles in the catalytic output for this type
of reaction, and we, therefore, included relevant descriptors:
dielectric constants and Gutmann donor numbers for the
solvents, whereas bases were represented by their pK-values (see
ESI† for more details). Additionally, solvents and base were also
represented by one-hot-encoding. We also used RD-Kit, Morgan,
and MACCS-based ngerprints for esters, solvents and bases.

2.3 Development of predictive models for the catalytic
hydrogenation of esters

2.3.1 Goals and description of ML architectures. In order
to model the catalytic hydrogenation of esters using machine
Fig. 2 Summary of chemical descriptors for catalysts and esters used
in this study.

© 2023 The Author(s). Published by the Royal Society of Chemistry
learning, we considered various algorithms such as Gaussian
Process (GP), Neural Network (NN), Decision Tree, Random
Forest, K-Nearest Neighbours, and Linear Regression models.
Our broader goals are two-fold: (1) predicting the yield of
a hydrogenation reaction for a given set of reagents, catalysts,
and reaction conditions, and (2) predicting catalysts that result
in a high yield of hydrogenation reactions under mild condi-
tions. As a rst signicant step towards the second goal, we (2a)
predict the catalyst involved in a given chemical reaction from
our compiled list of catalysts; and in a separate experiment (2b)
predict the chemical descriptors of the catalysts. Therefore, we
use a regression setting for predicting reaction yields and
catalyst properties/descriptors, whereas we use a classication
setting for the prediction of catalysts. More details on the ML
methodologies and models can be found in the ESI.†

2.3.2 Prediction of yield. We started our investigations by
developing a model for the prediction of yields for hydrogena-
tion reactions. The dataset was partitioned into a training and
test set, containing randomly selected 70%, and 30% of the data
respectively. The initial investigations showed that the root
mean squared error (RMSE) for the prediction of yields was
6.6% (training set), and 26.5% (test set) using GP with
a Matern52 kernel (Fig. S2†), whereas NN resulted in the RMSE
of 12.4% (training set), and 24.5% (test set). Upon analyzing the
plots of predicted vs. true yields (see ESI, Fig. S2†), we observed
that the deviation of the low-yielding data (<50%) was signi-
cantly higher than those of the high-yielding data (>50%). We
speculate this is due to a relatively low number of available data
points for the reactions giving yields of less than 50% (see
Fig. S1, ESI†). Furthermore, the available data points for the
low-yield reactions are not systematic, for example, a reaction
could give a low yield due to the use of a solvent or reagent that
could poison the catalyst. This makes the task of developing
accurate predictive MLmodels non-trivial. Since our overall aim
is to develop catalysts that could produce high yields and vice
versa, we carried our ML studies on the data points of yields of
more than 50%. Interestingly, an RMSE of 4.3% for the training
set and 14.1% for the test set was obtained using NN (Fig. 3).
Lower training error of this level in comparison to that of testing
is suggestive of some overtraining of the data. However, the
issue of overtraining was mitigated using GP which resulted in
an RMSE of 7.5% on the training set and 11.76% on the test set
(Fig. 3 and Table 1). We have also carried out 100 random
partitions of the dataset (train, test split) and ran the GP on each
of the 100 datasets. The plot of RMSE for each run for the
training and testing has been shown in Fig. S2A (see ESI†) and
suggests that there is very low overtting as also demonstrated
by Sunoj and co-workers for the development of an ML model
for the asymmetric hydrogenation reaction.24 For the NN, we
performed a 5-fold cross-validation on the training set over the
hyperparameters of activation function, number of hidden
layers, number of nodes in each layer, and dropout amounts (p).
We also carried out these studies using decision tree, random
forest, and K-nearest neighbour algorithms using the full-size
data set as well as that using the dataset where the yield was
higher than 50%. A similar RMSE was obtained for the predic-
tion of yield using these models, with GP being relatively a more
Digital Discovery, 2023, 2, 819–827 | 821
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Fig. 3 Prediction of yields for the catalytic hydrogenation of esters using NN (top row) and GP (bottom row) for the dataset containing yield >
50%.
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effective model leading to relatively better RMSE and coefficient
of determination (R2). A comparative summary has been
provided in Table 1 (see ESI, Table S8† for more details).

Furthermore, using linear regression (LR), a similar RMSE of
12.7% was obtained for the test set (yields > 50%). Although the
result metrics of the linear model and Gaussian process model
are very similar, the hyperparameter – Gaussian noise variance-
is 9 times the order of linear kernel variance, indicating that the
linear model is learning the data as noise. In the case of the
Matern52 kernel model, the Gaussian noise variance is of the
same order as the Matern52 kernel variance (Table S6; the GP
Section 3.2.1 in the ESI discusses the hyperparameters, Fig. S3†
shows length-scales of Matern52 kernel). Evaluating the metrics
of performance on the test set should be done in conjunction
with the resulting optimal hyperparameter values. Gaussian
process models provide a natural interpretation of the model's
hyperparameters, as length-scales in the input domain over
which the model's outputs vary. In this sense, a GP is much
Table 1 Comparison of errors in the prediction of yields using various m

Model Train RMSE (%) Test

Gaussian processes 8.55 � 1.05 11.76
Decision trees 11.55 � 0.31 12.02
Random forest 4.18 � 0.01 13.60
K nearest neighbours 11.50 � 0.39 12.04
Mean model 12.11 � 0.35 12.38

822 | Digital Discovery, 2023, 2, 819–827
more interpretable in comparison to our neural network model.
To make the dataset contain both good and bad points, we used
the dataset in the yield range of 30–70% and 40–65%, however,
the results were not any better than that of yield > 50% (see
below and ESI, Table S13†). Furthermore, we found that the
prediction of our ML models is not signicantly better than
a benchmark model (called as mean model, Table 1) that gives
a constant prediction which is the mean of the output of the
training dataset. A similar observation has also been made
recently by Burke and Grzybowski where they advocated that the
results from ML models are not signicantly better than such
simple models for cases where the dataset is created from the
literature reports.42 This is mainly due to the biased nature of
the dataset likely because of the preference of chemists to use
specic protocols, availability/cost of certain reagents, and the
practice of not reporting failed experiments as also pointed out
in recent reports by Vuilleumier,43 and Glorius.44 Regardless, the
approach of ML can provide several information useful to
odels for yields > 50% (see Section 3.2 in the ESI for more details)

RMSE (%) Train R2 Test R2

� 0.84 0.57 � 0.08 0.09 � 0.09
� 0.81 −8.55 � 2.24 −9.75 � 4.45
� 0.01 0.75 � 0.02 −2.26 � 0.80
� 0.95 −10.47 � 2.26 −12.34 � 3.78
� 0.79 0.00 � 0.00 −0.02 � 0.022

© 2023 The Author(s). Published by the Royal Society of Chemistry
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chemists which cannot be done using a simple mean model,
such as the relative importance of descriptors and prediction of
catalysts using a classication setting as described in the
following sections.

We studied the importance of chemical descriptors using
our ML modes. In total, 64 datasets were created using various
combinations of descriptors (Fig. 2, and see ESI, Table S3†) as
well as including cases where no chemical descriptor is used.
Our experiments showed that the lowest RMSE is obtained by
using autocorrelation and steric parameters of esters and
autocorrelation parameters of catalysts (Fig. 4). The autocor-
relation parameter is a relatively complex descriptor that
involves structural features calculated by taking into account
atomic properties such as electronegativity and the size of
individual atoms.34 These fundamental properties can be
considered as molecular ngerprints and therefore they are
likely to have a substantial effect on the model's performance.
Additionally, the length scales of a trained Gaussian process
model were used to determine the relative importance of
individual features. The ARD (Automatic Relative Determina-
tion) feature of the GPy library allows assigning different
length-scales to different features during the optimisation
step. This also shows that the autocorrelation parameters are
the most important features (see ESI, Table S10†). We also
carried out leave-one-out studies, where one feature (out of
total 84 features) was le out individually while optimising the
model to understand its impact on the prediction error. Our
studies showed only a slight change in error when removing
a specic feature (1–2%, Table S11, ESI†).

Interestingly, just using one-hot encoding to represent
catalysts and esters (without using any chemical descriptors)
also resulted in an RMSE of 13.2% (on the test set), only
marginally higher than our best result of 11.76% using selected
descriptors (Fig. 4). Additionally, when bases, solvents, and
esters were represented only by molecular ngerprints such as
RD-Kit, Morgan, and MACCS-based descriptors, keeping cata-
lysts descriptors the same as previously described (autocorre-
lation, sterics, and electronics parameters), results were not
much different than the best results obtained using selected
descriptor (11.76%, RMSE on the test set, see ESI, Table S9†).
We acknowledge that our dataset has a large number of data
Fig. 4 Plot of test/train RMSE with different descriptors using
Matern52 kernel. (Autocorr.: autocorrelation, Ster.: sterics, Elec:
electronics, Est.: esters, Cat.: catalyst).

© 2023 The Author(s). Published by the Royal Society of Chemistry
points in the high-yield region compared to low the yield region.
We, therefore, hypothesized that using a more balanced dataset
containing data points from both high and low-yield regions
(e.g. 30–70% or 40–80%) could lead to higher accuracy. In the
case of using a dataset of the yield region 40–80%, the results
(testing RMSE: 12.31 ± 1.06%) were similar to our optimised
result (testing RMSE: 11.76%, yield > 0.5). In other cases, the
accuracy was worse than this as mentioned in Table S13.† We
also created a more balanced dataset where 50% of the data was
randomly picked from the yield # 60% and 50% from the yield
$ 50%. However, this led to poorer accuracy in the prediction of
yield (31.16 ± 3.11 (test)).

2.3.3 Prediction of catalyst.Having developed anMLmodel
for the prediction of yields, we diverted our attention to devel-
oping a model for the inverse problem – i.e., to predict a catalyst
structure for the desired yield. To simplify the problem and
demonstrate a proof of concept for an ML approach towards
catalyst prediction, we turned this into a multi-channel classi-
cation problem asking our model to predict a particular catalyst
given the reaction conditions and yields from the dataset.
Catalysts in this study are represented as unit vectors using one-
hot encoding. Gratifyingly, our model using the NN architecture
predicted the corresponding catalysts (one-hot-encoding) with
an accuracy of 81% (Fig. 5 and S10A, ESI†).

We employed a simple MLP (multilayer perceptron) archi-
tecture and linear regression to predict various catalyst
descriptors. In total, we have 8 steric descriptors and three
electronic descriptors. Since neural networks are good at
making end-to-end predictions, we attempted to predict all
these features simultaneously. We conducted two different sets
of experiments. In the rst set of experiments [Expt. A], we
divided our dataset into a train-test split of 80–20 and built an
MLP model that aims to predict all such catalyst descriptors
simultaneously (Section 3.5 of ESI†). We compared our
outcomes against linear models (realized through linear
regression) for each of these features. In the second set of
experiments [Expt. B], we divided the dataset into two disjoint
parts such that each catalyst features in exactly one of the sets.
Fig. 5 Histogram of actual (left) vs. predicted (right) catalysts. The
vertical axis represents the catalyst 1–85 (Section 1.1, ESI†) and the
horizontal axis represents their frequency. The gaps on the vertical axis
arise when a catalyst is present in either the training set or a test set.

Digital Discovery, 2023, 2, 819–827 | 823
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Fig. 6 Prediction of temperature of reactions using a linear model and a GP model. This experimental setup corresponds to Expt. B, detailed in
Section 3.2.2 (ESI†) for cut-off yield g = 0.5.

Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
M

ay
 2

02
3.

 D
ow

nl
oa

de
d 

on
 1

1/
9/

20
25

 1
1:

40
:3

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
This is in line with our goal of predicting new catalysts or their
properties. We discovered that our models are good at pre-
dicting certain steric and electronic properties of catalysts.
These are buried volume, solvent-accessible surface area, and
volume (SASA). Similarly, both the linear and the MLP models
do quite well in predicting the HOMO–LUMO gap of the cata-
lysts (>90% test accuracy, see Table S14 in the ESI†). In Fig. S10
and S11 in the ESI† we present a plot of true vs. predicted
HOMO–LUMO gaps and buried volumes of catalysts from our
models, showing a strong agreement. We state at the outset that
our efforts in this direction have not yielded in predictions of
high accuracy for a majority of descriptors. This is largely in part
due to the limited nature of the data available, for example, the
heterogeneous distribution of yields (Fig. S1†), and the mani-
festation of human errors in the dataset curated from the
literature.

To probe further, we studied a part of the dataset containing
30 experiments that correspond to a homogeneous yield
distribution. Interestingly, a Gaussian process with a Weis-
feiler–Lehman graph kernel (Fig. S5†) using SMILES-based
descriptors for catalysts and esters was able to signicantly
outperform Gaussian processes with linear kernels (RMSE:
training 4.7%, test 6.1%) that used chemical descriptors as
inputs (e.g., autocorrelation, sterics, and electronics) with
a limited variation between validation splits (RMSE: training 2–
5%, testing: 6–15%). We believe our efforts in this direction
would likely benet from incorporating domain expertise as
priors to our GP models, which we have thus far not fully
exploited.
824 | Digital Discovery, 2023, 2, 819–827
In addition to the prediction of yields and catalysts, we
were also interested to nd if our model can predict the
reaction conditions such as – temperature and pressure,
which could be of signicant benet to a synthetic chemist
while designing catalytic reactions. Remarkably, we found
that our model was able to predict pressure with high accu-
racy (RMSE testing: 3.3% using GP) however a relatively low
prediction accuracy was obtained for temperature (RMSE
testing: 17.6.% using GP). Fig. 6 and 7 show the prediction of
pressure and temperature respectively using linear models
and GP. As shown in these gures, the GP model outperforms
the linear model and can capture the non-linearity in the
dataset.

Finally, we carried out some studies on the partial validation
of our model. We do not report here the ultimate validation that
will be to predict a new catalyst and catalytic conditions to
obtain quantitative yields for the hydrogenation of challenging
esters under mild conditions due to the complexity of problem
and acknowledging the limitations of our dataset curated from
literature. However, as a preliminary proof of concept, we aim to
use the features (e.g. catalysts, esters, and catalytic conditions)
within the dataset to explore if our model can assist in
improving the yields of the hydrogenation of esters from the
dataset. We picked those esters (E59, E82, E84, E105) that were
commercially available and where reported yields in literature
were less than 30%. We predicted the yields for the hydroge-
nation of these esters under the conditions: Ru-MACHO catalyst
(C1, 1 mol%), KOtBu (2 mol%), H2 (40 bar), 100 °C, 24 h, and
THF (2 mL). We chose some of these conditions as our model
predicted them to be a more suitable condition for obtaining
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 Prediction of the pressure of reactions using a linear model and a GP model. This experimental setup corresponds to Expt. A, detailed in
Section 3.2.2 (ESI†) for cut-off yield g = 0.5.
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higher yield for the hydrogenation reaction (Fig. 5–7). Delight-
fully, when we performed experiments under the catalytic
conditions used for prediction, three out of four esters resulted
in higher yields of alcohols in comparison to the literature
yields and closer to the predicted yields (Table 2, see ESI Section
4.2† for more details).
Table 2 Catalytic hydrogenation of esters

Ester Conversiona/% Yieldb/% Literature yield/%
Predicted
yield/%

E59 >99 96 3 (ref. 14) 95.4
E82 63c 63 0 (ref. 15) 86
E84 <1 <1 0 (ref. 15) 84
E105 >99 99 32 (ref. 16) 96

a Determined by GC-MS. b 1H NMR yield using internal standard [1,1′-
diphenylethylene]. c Determined by 1H NMR spectroscopy due to poor
peak shapes in the GC-MS obtained.

© 2023 The Author(s). Published by the Royal Society of Chemistry
3 Conclusion

In conclusion, we have demonstrated an ML approach for the
prediction of yields, corresponding catalysts (and their descrip-
tors) as well as reaction conditions (e.g. temperature, pressure) for
the hydrogenation of esters catalysed by well-dened ruthenium
complexes. ML models for the prediction of yields have been
developed using various architectures such as NN, GP, decision
tree, random forest, and KNN. A similar RMSE was obtained for
all thesemodels, for example, RMSE in the range of 11.76± 0.84%
to 13.60± 0.01% is obtained for the test set, yield > 50% (see Table
1 for more details). However, a GP model was found to be more
effective exhibiting a better coefficient of determination (R2). We
note that the small size of the dataset with skewed population
density (e.g., low data points for low yields, see Fig. S1 in ESI†) is
a limitation of our study and our models are developed for the
yield > 50%. A larger and more homogeneous dataset with a good
distribution of yields is likely to result in a more generalizable
model. We therefore would like to encourage the community to
report low-yielding results with theirmain discoveries and hope to
develop a more generalizable model for the prediction of catalysts
using a larger dataset in the future.
Data availability

All code and data used in these analyses are available at https://
github.com/ATsCmL/GPy_CatalystPred. Our graph kernel GPs
were t using GAUCHE, which can be found at https://
Digital Discovery, 2023, 2, 819–827 | 825
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github.com/leojklarner/gauche/tree/kern_with_graph_inp. All
computed structures are available at the ioChem-BD online
repository under the following link: https://doi.org/10.19061/
iochem-bd-6-118. Underpinning research data supporting this
publication can also be accessed openly at https://doi.org/
10.17630/0052eb13-a2d1-4d7a-9485-d5b2e247e63d.

Author contributions

AK, NvW, and CM conceptualised the project and prepared the
manuscript. AK and AP created the dataset. NvW, EB, AK, and
AP generated the chemical descriptors. CM, AT and AR devel-
oped the ML models. NL provided valuable advice throughout
the project. CNB conducted the experiments related to catalytic
hydrogenation of esters. All authors have given approval to the
nal version of the manuscript.

Conflicts of interest

There are no conicts to declare.

Acknowledgements

AK thanks the Leverhulme Trust for an early career fellowship
(ECF-2019-161). AK and CNB thank the UKRI Future Leaders
Fellowship (MR/W007460/1). NVW and EB thank the IdEx Uni-
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