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adversarial networks to match
experimental and simulated inelastic neutron
scattering data†

Andy S. Anker, *a Keith T. Butler, ‡*b Manh Duc Le, c Toby G. Perringc

and Jeyan Thiyagalingam b

Supervised machine learning (ML) models are frequently trained on large datasets of physics-based

simulations with the aim of being applied to experimental data. However, ML models trained on

simulated data often struggle to perform on experimental data, because there is a shift in the data

caused by experimental effects that might be challenging to simulate. We introduce Exp2SimGAN, an

unsupervised image-to-image ML model to match simulated and experimental data. Ideally, training

Exp2SimGAN only requires a set of experimental data and a set of (not necessarily corresponding)

simulated data. Once trained, it can convert a simulated dataset into one that resembles an experiment,

and vice versa. We trained Exp2SimGAN on simulated resolution convolved and unconvolved INS

spectra. Consequently, Exp2SimGAN can perform a resolution convolution and deconvolution of

simulated two- and three-dimensional INS spectra. We demonstrate that this is sufficient for

Exp2SimGAN to match simulated and experimental INS data, enabling the analysis of experimental INS

data using supervised ML, which was previously not possible. Finally, we provide a domain of application

measure for Exp2SimGAN, allowing us to assess the likelihood that Exp2SimGAN will be successful on

a specific dataset. Exp2SimGAN is a step towards the analysis of experimental data using supervised ML

models trained on physics-based simulations.
Introduction

During the past few decades, research in materials science has
been accelerated by the rapid development of synchrotron and
neutron sources.1 Conventional data analysis approaches that
involve signicant human input and control cannot keep up
with the growing size of measured datasets. Moreover,
increasingly sophisticated theory and simulations are being
used to understand experimental data, the resource require-
ments for these simulations are considerably demanding, and
may not be affordable for every possible case.1–4 As a result, data
analysis oen becomes a bottleneck in many areas of materials
science research.2,3 Therefore, it is crucial to advance the
current state-of-the-art for materials science data analysis, and
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a particularly promising avenue is to exploit recent develop-
ments in articial intelligence and machine learning (ML).2–4

An outstanding issue for applying ML in many areas of
natural science is the scarcity of labelled data. For example,
advances in computer vision and natural language processing
were predicated on the existence of large, high-quality labelled
datasets, such as ImageNet.5 For problems in natural science,
obtaining data labels is oen much more challenging than for
socio-economically focused datasets, such as street scenes. For
problems in natural science, however, one oen has access to
physics-based models to simulate the phenomena of interest.
These physics-based models allow (within computation
constraints) the generation of large, labelled datasets for
training models. Some recent examples include the Materials
Project6 and JARVIS databases.7 However, models trained on
simulated data oen struggle to work on the analysis of exper-
imental data, because there is a shi in the data, introduced by
experimental artefacts such as noise and instrument resolution.
This has been a particular problem for the analysis of inelastic
neutron scattering (INS). INS is a powerful technique for
probing and understanding the dynamic behaviour of
condensed matter, and has been important for understanding
diverse properties such as charge and thermal transport8 and
more exotic phenomena such as heavy fermions, high
© 2023 The Author(s). Published by the Royal Society of Chemistry
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temperature superconductivity, topological insulators and spin
liquids.9–12

It is oen the case that information present in the INS data
cannot be extracted directly, but relies on careful comparison to
the predictions from physical models. The analysis of INS
datasets frequently involves tting physics-based models, for
example, based on spin wave theory,13 to experimental spectra.
Oen one is interested in extracting the optimal parameters for
a given magnetic Hamiltonian by comparison of simulated and
experimental INS spectra. Typically, this is achieved by
a combination of good intuition about reasonable parameters
along with local optimization of the parameters to achieve the
best t of the simulated to the experimental spectrum. This
approach has been successfully applied in numerous studies;
however, it does suffer from a number of limitations.

The simulation of spectra with realistic instrument effects
can be computationally demanding so tting may neglect
experimental artefacts that can originate from dead pixels,
other detector artefacts, phenomena caused by multiple scat-
tering from the sample and nearby instrument components
(colloquially known as ‘spurions’), and signals originating from
the sample alone but arising from phenomena not included in
the theory underlying the simulation. Additionally, it is
computationally expensive to perform the convolution of the
simulation and spectrometer resolution function to ensure that
the simulated data correctly mimic the experimental signal and
background.14 In recent years, there has been a concerted effort
in the INS community to develop methods to properly account
for the effects of resolution broadening of experimental signals
and experimental artefacts in order to better match simulated
to measured data.15–24

In this work, we seek to improve this situation using ML to
help us effectively analyze neutron datasets. Our approach is
inspired by work in unpaired image-to-image translation, using
ML to match two domains of data.25–28 Ideally, training requires
a set of experimental data and a set of (not necessarily corre-
sponding) simulated data. As a proof of principle, we train on
computationally expensive simulated resolution convolved and
computationally cheap resolution unconvolved INS spectra.
More specically, we develop generative adversarial networks
(GANs) that can perform a resolution convolution and decon-
volution of simulated two- and three-dimensional INS spectra.
We show that our approach successfully matches and can
convert between simulated and experimental INS data. We
demonstrate that a classication ML model trained on simu-
lated data without resolution convolution performs badly on
experimental data. However, using our GAN to perform
a “resolution deconvolution” of the experimental data (hence
making them similar to the simulated data), the classication
model can make accurate predictions on the experimental data.
We note that the results would possibly be further improved
using a set of experimental data and a set of simulated data for
training, which would allow the GAN to additionally account for
phenomena not included in the theory underlying the simula-
tion. Finally, we provide a domain of application measure for
our GAN, demonstrating that our technique possesses not only
predictive capacity but also a measure of the success probability
© 2023 The Author(s). Published by the Royal Society of Chemistry
of the model. Our approach is trained in a patch-wise manner
on the input data, which means that the framework can exibly
extend to different sizes of data. So, for example, the method
could be used to perform inference on a much larger experi-
mental spectrum than any included in the training set. This
exibility is critical to ensure that the approach applies across
varied data.
Exp2SimGAN and previous work

The Exp2SimGAN framework, illustrated in Fig. 1 and discussed
below, is a GAN. GANs are a class of unsupervised deep learning
(DL) methods that can be used to create realistic synthetic
instances of a target dataset from either noise or a conditional
input. GANs are trained by setting up two competing neural
networks (NNs), the generator and discriminator. During
competition (training), the generator learns to create synthetic
instances similar to the target distribution, which the discrim-
inator classies to be either in or out of the target distribution.
Thus the generator gets better at creating synthetic instances
that truly match the target dataset. The process is optimized via
a minmax loss;

L Exp2Sim
GAN ðG; D; X ; YÞ ¼ Εy�Y ½logðDðyÞÞ� þ Εx�X ½logð1

�DðGðxÞÞÞ�;
where G is the generator (Exp2Simnetwork in Fig. 1), D is the
discriminator (DSim in Fig. 1), Ex is the expected value over all X
instances (experimental data in Fig. 1), and Ey is the expected
value over all Y instances (simulated data in Fig. 1). A similar
L Sim2Exp

GAN is used for the simulated to experimental data
conversion. The GAN network is further explained elsewhere.29

A class of GANs, CycleGANs, have, in recent years, attracted
signicant attention due to their ability to translate information
between two domains in an unsupervised setting, i.e. without
matched domain pairs.27,28,30 A popular example is to translate
between 2D images of horses and zebras, where a GAN is used to
translate a horse to a zebra and back again.25,26,28 While GANs
have been applied a few times in materials science,31–36

unpaired image-to-image translation, which is frequently done
with CycleGANs, has only been applied in few instances.37,38

While CycleGANs are somewhat restricted in their applica-
bility;25,26,39 recent papers have employed contrastive learning to
ensure similarity by teaching the network to ensure a degree of
structural similarity between the corresponding patches in the
input and output images (white–white pairs, Fig. 1) but not
necessarily between non-corresponding patches of the input
and output images (white–grey pairs, Fig. 1).25,26 The process is
optimized via a patch-wise contrastive loss;

L Exp2Sim
PatchNCEðG; H; XÞ ¼ Εx�X

XL
l¼1

XSl
s¼1

‘
�
ẑsl ; zsl ; z

S=s
l

�
;

where H is a multilayer perceptron-based NN which extracts
features that embed L layers in S spatial locations to an
embedding space where the cross entropy loss,40 ‘, is calculated
on the patches. The denitions of z and ẑ are given as
Digital Discovery, 2023, 2, 578–590 | 579
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Fig. 1 Training Exp2SimGAN to translate between the domains of simulated and experimental data. (a) During training, Exp2SimGAN learns to
translate between experimental (left) and simulated (right) data by using a dual setting setup translating from experimental to simulated data
(orange) and vice versa (blue) in two different networks, Exp2Simnetwork (orange) and Sim2Expnetwork (blue), simultaneously. Exp2SimGAN also
uses contrastive learning to ensure similarity between patches of white–white pairs and dissimilarity between patches of white–grey pairs. After
training, Sim2Expnetwork and Exp2Simnetwork can be used independently to convert simulated data to experimental data or vice versa. Note that
Exp2SimGAN does not need the corresponding image-to-image datasets, and it can be used on any shape of 2–3D data. (b) An example of
a translation between simulated and experimental data using Exp2SimGAN.
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zl = Hl
Sim(Sim2ExplEncoder(y)),

and

ẑl = Hl
Sim(Sim2ExplEncoder(G(x)))
580 | Digital Discovery, 2023, 2, 578–590
A similar L Exp2Sim
PatchNCE is used for the simulated to experimental

data conversion. This is further explained elsewhere.25,26

Our work extends on a novel algorithm taking advantage of
contrastive learning for unpaired image-to-image translation:
dual contrastive learning GAN (DCLGAN).25 Exp2SimGAN
exploits a dual-GAN setting, with one GAN, Exp2Simnetwork
© 2023 The Author(s). Published by the Royal Society of Chemistry
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(orange), that translates the experimental data to simulated
data and another GAN, Sim2Expnetwork (blue), for the opposite
translation. DCLGAN also uses contrastive learning using
similar (white–white) and dissimilar (white–grey) patches, as
shown in Fig. 1. It has been demonstrated that this setting is
highly versatile taking any input shapes while reconstructing
state-of-the-art performance synthetic data.25 While DCLGAN is
limited to images in 2D, our extension makes it possible to do
unpaired instance-to-instance translation of 2D and 3D
instances. We call the model Exp2SimGAN.

Additionally, we have included an auxiliary loss that was
found to help stabilize the training of small datasets with a high
signal-to-noise ratio, a situation which is frequently encoun-
tered in the eld of materials science. The auxiliary loss is
dened as themean square error (MSE) between the real class, Y
(simulated data in Fig. 1), and the class predicted by the
discriminator network, D(G(x)) used on Exp2Simnetwork applied
on the experimental data. This loss function is inspired by41,42

L Exp2Sim
auxiliary ðG; D; x; Y Þ ¼ MSEðY ; DðGðxÞÞÞ

A similar L Exp2Sim
auxiliary is used for the simulated to experimental

data conversion.
As can be observed from Fig. 1, Exp2SimGAN learns to

translate between experimental (le) and simulated (right) data.
Exp2SimGAN does not need corresponding pairs of instances
(2–3D data) and Exp2SimGAN can be applied to any 2–3D data
shape inputs, even those that differ from the training data,
while retaining the predictive power. The four NNs in the
architecture of Exp2SimGAN can make it memory intensive for
Fig. 2 Experimental and simulated INS data of the half-doped bilayer m
(PCSMO). 2D representation of (a) the experimental data of PCSMO m
arranged in terms of incident neutron energy (Ei) and bins of energy trans
and unconvolved simulated INS spectra using the Dimer and the Goode
Fig. 1a. The calculations are described in the Methods section.

© 2023 The Author(s). Published by the Royal Society of Chemistry
training. Exp2Simnetwork or Sim2Expnetwork can, however, be
used independently aer training for inference, freeing up RAM
for considerably bigger input shapes. The Exp2SimGAN archi-
tecture is further explained in the Methods section.
Results and discussion
Removing instrumental resolution from 2D INS data with
Exp2SimGAN and vice versa

Here we demonstrate that Exp2SimGAN can be used to translate
between the domains of experimental-like and simulated 2D
INS data by the convolution or deconvolution of the resolution
function. As a metric of success, we use a spin wave model
classier trained on INS spectra, which some of the authors of
this work have previously shown to work better on simulated
data than on experimental data.14 Exp2SimGAN is used to
bridge this gap between simulated and experimental data.

We previously demonstrated that the resolution function
signicantly inuences how INS data are interpreted in ML
models.14 To distinguish between two parameterized spin wave
models (denoted ‘Dimer’ and ‘Goodenough’) of INS data,
Fig. 2a, measured on the half-doped bilayer manganite
Pr(Ca,Sr)2Mn2O7 (abbreviated as PCSMO), we applied a deter-
ministic uncertainty quantication (DUQ) classier.14,43 The
data were arranged into a 2D representation with incident
neutron energy (Ei) and bins of energy transfer on the axes. The
two spin wave models produce comparable but distinguishable
INS spectra for equivalent parameters in their different
Hamiltonians. Fig. 2b illustrates the input data including and
excluding instrumental resolution. In ref. 14, the instrument
anganite Pr(Ca,Sr)2Mn2O7 in its spin, charge, and orbital ordered phase
easured at 4 K using the MAPS spectrometer.43 The INS spectra are
fer u = 0.10–0.16Ei, etc. 2D representation of (b) resolution convolved
nough spin wave models. Note that the INS spectra are the same as in

Digital Discovery, 2023, 2, 578–590 | 581
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resolution convolutions were calculated using the Horace
package.15 See the Methods section for more information about
both the experimental INS spectrum, Fig. 2a, and the simulated
INS spectra, Fig. 2b. In ref. 14 it was demonstrated that a clas-
sier trained on simulated INS data that did not include accu-
rate resolution functions cannot be used to predict the spin
wave model from experimental INS data because the experi-
mental data differs too much from the training set (simulated
INS data).14 We evaluated a number of computationally inex-
pensive methods for resolution functions but found that these
were not accurate enough, and had to use a more accurate but
computationally expensive Monte Carlo integration method to
calculate the resolution convolution for the training data, in
order to obtain condent predictions on the experimental
data.44

Here, we execute a resolution deconvolution from the
experimental 2D INS spectra to enable classication with an ML
model trained on computationally cheap (unconvolved)
simulations.

Using the Dimer and Goodenough spin wave models, we
simulated resolution convolved and unconvolved 2D INS
spectra and trained Exp2SimGAN to conduct a resolution
convolution (Sim2Expnetwork) or deconvolution (Exp2Simnetwork)
operation (Fig. 3a). We use 80% of the data (training set) to train
the networks, whereas the last 20% of the data (test set) are used
to evaluate their performance (Fig. 3b). Finally, we use
Exp2SimGAN on an experimental INS spectrum (Fig. 3c). See
Section A in the ESI† for more details about the INS 2D data
distribution.

Fig. 4 graphically demonstrates the performance of
Exp2Simnetwork for translation from the simulated convolved to
unconvolved 2D INS data. The unconvolved INS data have
signicantly sharper features and for some incident energies
Fig. 3 Flowchart illustrating the training procedure of Exp2SimGAN/Sim
Exp2SimGAN and Sim2ExpGAN are trained simultaneously using a set of s
The DUQ classifier is only trained on the computationally cheap INS spe
classifier on the computationally expensive simulated INS spectra that is r
a low accuracy in classifying the Dimer or Goodenough spin wave mode
the data before the DUQ classifier classifies them. It now achieves a highe
of an experimental dataset with high certainty. However, Exp2SimGAN
DUQ classifier enabling the classification of the spin wave model with h

582 | Digital Discovery, 2023, 2, 578–590
the intensity is faint. Exp2SimGAN learns both the deconvolu-
tion (Exp2Simnetwork, running le to right in Fig. 1a) and
convolution (Sim2Expnetwork, right to le in Fig. 1a) operations
(Section B in the ESI† shows the GAN resolution convolution).
Fig. 1b additionally shows a zoom-in view of the Exp2SimGAN
translation in the Ei = 35 meV and u = 0.22–0.28Ei range. Note
that Exp2SimGAN did not have the corresponding datasets to
do the translation during training.

The training and evaluating process of Exp2SimGAN is
illustrated in Fig. 3. We trained the DUQ classier45 on 80% of
the resolution unconvolved data and tested it on the remaining
20% (test set data), obtaining an accuracy of 98.9% (dened as
the fraction of correct predictions) which can be seen as the
ground truth performance. We then see that by deconvolving
the convoluted data using Exp2Simnetwork the classication
network performs noticeably better (96.0%) than when applied
to convoluted data (93.7%) (Fig. 3). This demonstrates that
Exp2Simnetwork has successfully deconvolved the 2D INS spectra
but, in the meantime, retained important information to
distinguish between the spin wave models. The accuracies in
Fig. 4 are for the DUQ classier trained on simulated data
without resolution convolution.

We can also apply our model in the reverse direction,
applying Sim2Expnetwork, which performs a resolution convo-
lution of the simulated data. We can thereby train the DUQ
classier on simulated resolution convolved data achieving
accuracies of 98.6% on simulated data with full resolution
convolution, but only 71.8% when applied to simulated data
without resolution convolution. However, when we use
Sim2Expnetwork to do a resolution convolution of the uncon-
volved data, we achieve an accuracy of 93.6% (we achieve 75.1%
when we GAN-deconvolve the data). This show that our network
2ExpGAN and how we use it on simulated and experimental data. (a)
imulated INS spectra with and without convolved resolution functions.
ctra, which are resolution function unconvolved. (b) We use the DUQ
esolution convolved. These data mimic experimental data. We achieve
l. We now use Exp2SimGAN to perform a resolution deconvolution of
r accuracy. (c) The DUQ classifier cannot identify the spin wave model
matches the experimental dataset to the simulated training set of the
igh certainty.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Evaluating Exp2SimGAN on simulated 2D INS spectra from the test set. The INS data are split into an 80% training set and 20% test set.
After the network has trained on the training set, we apply it on the test set data. Here is shown an example of performing resolution decon-
volution on 2D INS spectra simulated with the Dimer spin wave model and an example using the Goodenough spin wave model. Note that the
experimental axis is the same as in Fig. 1a. The highlighted accuracies are the performance of the DUQ classifier, trained on simulated INS spectra
without resolution convolution, on the test set. Section B in the ESI† shows the results of conducting the GAN convolution. If the DUQ classifier is
trained on simulated resolution convolved INS spectra the accuracies are 93.6% applied to GAN-convolved data and 71.8% applied to simulated
data without resolution convolution.
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can be used in either direction: from experimental to simulated
data or from simulated to experimental data.

We have used a DUQ classier to assign the simulated
spectra to their respective spin wavemodels, as in previous work
for classifying these data.14 The DUQ classier outputs a corre-
lation value between 0 and 1 to indicate the distance between
the output classes and the weight vector associated with the
input. Values close to the extremes (0 and 1) are associated with
a prediction of high certainty; 1 implies no distance from the
class centroid, while 0 implies a very large distance from the
class centroid, and values that are not close to any of the class
centroids implies that the example is far from the training
distribution and there is high uncertainty about the
classication.
Matching experimental and simulated INS data in 2D

We now proceed and use the Exp2SimGAN approach to perform
resolution deconvolution on a real experimental INS dataset
(Fig. 3c) and predict the magnetic model with the DUQ classi-
er. Fig. 5a shows the raw experimental PCSMO INS spectrum
© 2023 The Author(s). Published by the Royal Society of Chemistry
and the GAN deconvolved INS spectrum (upper right), where the
features are signicantly sharper in the GAN deconvolved INS
spectrum. The DUQ classier (trained on unconvolved simu-
lated data) predicts the raw experimental PCSMO INS spectrum
to be [Dimer: 0.19jGoodenough: 0.92] showing that the network
correctly predicts the Goodenough spin wave model but with
a signicant uncertainty as indicated by the relatively high
correlation value for the Dimer class. This contrasts with the
GAN deconvolved INS spectrum, which is predicted to be
[Dimer: 0.07jGoodenough: 0.99] where it also correctly infers
the Goodenough spin wave model but with a signicantly
smaller uncertainty. We also apply the DUQ classier on the
same experimentally based negative control as our previous
work that combines experimental INS spectra measured with
the same instrumental settings (and hence instrumental reso-
lution) on various different materials.14 The negative control has
equivalent instrumental settings to the PCSMO dataset but
signicantly different Hamiltonians (further details in the
Methods section). Both the raw-[Dimer: 0.61jGoodenough: 0.55]
and the GAN cleaned negative control [Dimer:
Digital Discovery, 2023, 2, 578–590 | 583
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Fig. 5 Applying Exp2SimGAN on a range of simulated and experimental 2D INS spectra. (a) After the network has been trained, it is used to
compute a resolution deconvolution of the experimental INS spectra measured at 4 K on PCSMO (upper panels) and on a dataset that is used as
a negative control (lower panels). The negative control dataset is composed of experimental INS spectra measured with the same instrumental
settings (and hence instrumental resolution) on various different materials. Note that the experimental axis is the same as in Fig. 1a. The insets
show the DUQ classifications.45 (b) The Wasserstein distance of the Exp2SimFeaturespace position has been calculated between various datasets
(target distributions) and the Exp2SimFeaturespace position of 20 randomly chosen points from the training set. This process was repeated 1000
times to sample distributions of Wasserstein distances from the target distributions to the training set distribution. Section C in the ESI† shows the
results of applying Exp2Simnetwork on the target distributions and Section D in the ESI† shows the same experiments conducted in this figure but
using Sim2Expnetwork.
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0.31jGoodenough: 0.84] provide values far away from the
extremes (0 and 1), which shows that the data are out of the
training set distribution and that Exp2SimGAN does not alter
the data to describe the Dimer or Goodenough spin wavemodel.

We have demonstrated that Exp2SimGAN can successfully
convert between simulated and experimental 2D INS spectra, by
adding or removing the effect of resolution broadening and
noise associated with experiments in the case of INS spectra for
PCSMO. Knowing when the experimental dataset is beyond the
training distribution and, consequently, the GAN's useable
domain is important when thinking about real-world applica-
tions. Inspired by the Fréchet inception distance (FID) score,46

which quanties similarities of real and generated images by
using feature vectors from the inception v3 model, we can use
Exp2SimFeaturespace (shown in Fig. 1) to quantify whether a new
example comes from the same distribution as the training set.
We evaluate similarity by approximating the Wasserstein
distance between the Exp2SimFeaturespace distribution of the new
instance and the Exp2SimFeaturespace distribution of the training
set. Note that in Fig. 5, we only consider the Exp2SimGAN
network, which is intended to perform a resolution
584 | Digital Discovery, 2023, 2, 578–590
deconvolution of the dataset. The same type of analysis is pre-
sented in Section D in the ESI,† where Sim2ExpGAN performs
a resolution convolution.

We approximate the Wasserstein distance distribution
between a new data example and the training set using the
Sinkhorn distance approach.47 Here, we calculate the Wasser-
stein distance between a subset of the training data (20
randomly sampled points) and the new data example. To obtain
a distribution of Wasserstein distances, we repeat this process
1000 times. Note that the Wasserstein distance applied in this
manner only approximates the true distance between the rele-
vant parameter distributions.

As seen in Fig. 5 and Section C in the ESI,† six of the datasets
are INS spectra; the training set, the resolution convolved and
unconvolved test set, the experimental PCSMO INS spectrum,
the experimental negative control, and simulated 2D INS
spectra of spin waves from a different atomic structure
(Rb2MnF4).48 The last two datasets are the MNIST digit dataset
and 15 random images of cute animals found on the internet.
These two datasets are hypothesized to be extremely far from
the training set distribution (out-of-distribution examples).
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5a demonstrates that both the training set and the
resolution convolved test set have a mean Wasserstein distance
of ∼75 000, which can be taken as the baseline. These datasets
are in the ‘trustworthy’ area, meaning that it is very likely that
Exp2SimGAN will be successful on the specic datasets. The
experimental INS spectrum has a slightly higher mean Was-
serstein distance (∼120 000) to the training set than the base-
line, which we expect to be from experimental noise and
artefacts as described in the Introduction section. The data of
the digits (∼240 000) and animals (∼200 000) have signicantly
larger mean Wasserstein distances from the training data than
the experimental INS spectrum does, demonstrating that the
Wasserstein metric can identify data that are very far from the
training set domain. These datasets are in the ‘untrustworthy’
area, meaning that it is very likely that Exp2SimGAN will not be
successful on the specic datasets. To look at data with more
subtle differences, we turn to the unconvolved INS spectra
(∼125 000), the negative control data (∼160 000) and the
Rb2MnF4 spectra (∼155 000) – in all cases, the mean
Fig. 6 Evaluating Exp2SimGAN on simulated 3D INS data from the test s
the network has trained on the training set, we apply it on the test set da
and convolution on 3D INS spectra simulated with the Dimer spin wave
spin wave model.

© 2023 The Author(s). Published by the Royal Society of Chemistry
Wasserstein distance is greater than that of the experimental
INS spectrum, showing that the Wasserstein metric can pick up
on more nuanced differences in datasets that may mean that
Exp2Simnetwork is not applicable to a given data instance. These
datasets are in the ‘expert opinion’ area, meaning that an expert
opinion is needed to nally evaluate if Exp2SimGAN is
successful on the specic datasets. The measure of applicability
is important for real-world applications of Exp2Simnetwork where
the user must know how closely related the experimental data
are to the training distribution before using Exp2Simnetwork

blindly. As seen in Section D in the ESI,† the same conclusions
can be made from the Sim2Expnetwork model.

In Section D in the ESI,† we present the same type of analysis
but where Sim2ExpGAN performs a resolution convolution. The
unconvolved INS spectra are located in the trustworthy area,
and the convolved INS spectra are moved to the expert opinion
area, demonstrating that the trained models successfully bridge
the two distributions for those samples. While the approach
that we have demonstrated using the GAN to learn a mapping
et. The INS data are split into an 80% training set and 20% test set. After
ta. Here is shown an example of performing resolution deconvolution
model. Section F in the ESI† shows an example with the Goodenough

Digital Discovery, 2023, 2, 578–590 | 585
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Fig. 7 Simulating INS spectra of PCSMO. (Left) Diagram of the a–b plane of Pr(Ca,Sr)2Mn2O7 showing just the Mn atoms, with Mn3+ sites in green
and Mn4+ sites in red. Arrows denote the magnetic structure and black lines joining the atoms denote exchange interactions in the Goodenough
(a) and Dimer (b) spin wave models. In addition to the Mn–Mn interactions shown in the a–b plane, there is an additional interaction, Jt,
perpendicular to the a–b plane coupling Mn ions in adjacent planes. (Right) Table of limits of exchange parameter values used to generate the
training data.
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from simulations with expensive instrument resolution added
and pure simulated data is successful in this instance, the
method could be further improved by using experimental data
as well for training. The advantage of using real experimental
data would be that the method can learn to account for factors
which may have been missed, even in the high quality instru-
ment resolution simulation, for example signals arising from
sources beyond the spin-wave simulations, such as phonons.
The exibility of the model means that including experimental
data in the training, when it is available, will not be difficult.

Removing instrumental resolution from 3D INS data with
Exp2SimGAN, and vice versa

Until now, we have solely used Exp2SimGAN to convert between
simulated and experimental 2D INS data. While organizing the
INS spectra into 2D datasets helps conserve computer memory,
it also compromises some of the information in the INS data,
which is frequently 3-dimensional.

Fig. 6 shows the results of converting between simulated and
experimental 3D INS spectra. Here, the INS spectra are similar
to those in the previous section but without being arranged into
a 2D representation. See Section E in the ESI† for more details
about the INS 3D data distribution. Some pixels are masked
(shown as transparent in the gure) because they correspond to
gaps in the physical detector coverage so there are no data in
those regions. Again, we can see that Exp2SimGAN performs
well in convoluting or deconvoluting the resolution function
from the INS spectra, displaying a broadening of the disper-
sions with convolution very similar to those obtained with the
accurate Monte Carlo resolution in Horace, but at a fraction of
the computational cost.

Conclusion

Our GAN-based algorithm, Exp2SimGAN, shows promising
visual results of convoluting and deconvoluting the resolution
function from both simulated 2D and 3D INS spectra. We have
further demonstrated the potential of using GANs for matching
586 | Digital Discovery, 2023, 2, 578–590
simulated and experimental data. Quantitively, we validated
Exp2SimGAN using a classication ML model trained on
simulated data but used on experimental data. The accuracy
was increased by rst using Exp2SimGAN to create simulated-
like data from the experimental data. To further demonstrate
that Exp2SimGAN does not add articial features to the INS
data, we used it on an experimental negative control that did
not achieve high accuracy. In this study, we trained Exp2Sim-
GAN on simulated INS spectra with and without applying
resolution function convolution. More impactful would be to
train Exp2SimGAN on a set of simulated data and a set of
experimental data, enabling Exp2SimGAN to also remove or
identify effects from phenomena not yet described by the
underlying physics of the simulations.

Finally, we have created a way to quantify Exp2SimGAN's
applicability domain. This metric can be used to determine
whether the dataset being examined is closely connected to the
Exp2SimGAN training set distribution or whether it must be
retrained using new data. Future ML models, in our opinion,
must contain a domain of applicability metrics so that users do
not employ them blindly. The approach demonstrated here
could be an important step in the application of ML to more
efficient analysis of large experimental datasets.
Methods
The Exp2SimGAN network

We mostly follow the network architecture from DCLGAN to
train Exp2SimGAN,25 which has shown state-of-the-art results
on various datasets to perform unpaired image-to-image
translation. Therefore, we hypothesize that it will also
perform well on INS data.

This means that the generator, G, is ResNet-based49 with 9
residual blocks. We initialize the weights with Xavier initiali-
zation,50 and use instance normalization.51 We load all images
in 286 × 286 and crop them to 256 × 256. We train for 200
epochs with a learning rate of 0.0001, whereaer it decays
linearly for 200 epochs more. The best model is evaluated using
© 2023 The Author(s). Published by the Royal Society of Chemistry
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the FID score46 using PyTorchs official implementation with
default settings (https://github.com/mseitzer/pytorch-d). We
use the Adam optimizer52 with b1 = 0.5 and b2 = 0.999 and
a batch size of 1. We use a similar discriminator to the
PatchGAN discriminator architecture described for the
original CycleGAN paper28 and Pix2Pix53 but change the
output prediction to two: an output for simulated/
experimental (auxiliary) and an output for real/fake (GAN).
The training was done on a Tesla V100-SXM3 32GB with GPU
driver version 418.211.00 and CUDA version 10.1.

We weigh the loss functions 1 : 4 : 2 : 1 in the order GANloss :
NCEloss : Idtloss : Auxiliaryloss, where the Idtloss is the identity loss
that calculates the mean absolute error (MAE) of the generator
output G(x) and its identity x:

L IdtðGÞ ¼ MAEðGðxÞ � ðxÞÞ

Exp2SimGAN can train on any shape of data; however,
a limitation is GPU memory since Exp2SimGAN uses four large
NNs with about 30 million parameters in total using default
parameters. However, at inference (test) time, the generators,
Exp2Simnetwork or Sim2Expnetwork, can be used individually
saving large amounts of memory. This means that Exp2SimGAN
can be trained on small patches of the data to save memory and
aerwards be applied on large datasets.
Experimental INS data

INS measurements, previously reported by Johnstone et al.,43

were carried out using a MAPS spectrometer on a co-aligned
array of single crystals mounted such that the crystallographic
c axis is parallel to the incident neutron beam. This ensured that
the a–b plane is imaged in the detector array. Measurements
were made at this xed orientation at 4 K for a series of different
incident neutron energies (Ei= 25, 35, 50, 70, 100, and 140meV)
to span the full bandwidth of the spin wave spectrum. For each
measurement, an estimate of the non-magnetic scattering and
background was made from regions in the data with no visible
magnetic signal, and subtracted to leave an estimate of the
purely magnetic scattering.

The negative control data, previously used in,14 are formed
from several different measurements, with each measurement
forming a single row in the dataset, as follows (from the bottom
row upwards).

Ei = 25 meV, 150 Hz: SrCuO2

Ei = 35 meV, 200 Hz: SrCo2As2

Ei = 50 meV, 200 Hz: La0.5Sr1.5MnO4

Ei = 70 meV, 250 Hz: SrCuO2

Ei = 100 meV, 250 Hz: La0.5Sr1.5MnO4

Ei = 140 meV, 400 Hz: La0.5Sr1.5MnO4
© 2023 The Author(s). Published by the Royal Society of Chemistry
All measurements were done with the medium energy high
ux (“sloppy”) boron chopper at the CCR base temperature
(around 5 K).
Simulated INS data

The simulated INS images (both 2D and 3D) for PCSMO were
recorded using linear spin wave theory (LSWT) as implemented
in the SpinW54 code. The spin wave models are shown in Fig. 7,
together with a table of the ranges of the exchange parameters
from which values were randomly selected in the simulations
which generated the training data. We used the standard Hei-
senberg Hamiltonian with single-ion anisotropy:

H ¼
X
i;j

JijSi$Sj þD
X
i

ðSi
zÞ2

with 5 exchange parameters Jij in each spin wave model (Good-
enough and Dimer) as shown in the gure. The calculated spin
wave spectrum was then convolved with the spectrometer reso-
lution function using Horace.44 In the case of Rb2MnF4, a similar
Hamiltonian was used but without the anisotropy term propor-
tional to D, and considering only nearest neighbour interactions
J1 in the range [0, 1] meV and next nearest neighbour interactions
J2 in the range [−0.2, 0.2] meV between Mn2+ ions on a square
lattice. Each pixel in the simulated image is a histogram bin,
which averages the measured intensity (neutron counts) of typi-
cally hundreds of individual detector-energy points, which
represents neutrons scattered through a particular angle and
arriving at a particular time-of-ight (ToF). The nominal scat-
tering angle and ToF dene a nominal momentum and energy
transfer. However, the neutron beam is neither perfectly colli-
mated nor monochromatic, so the actual neutron momentum
and energy have a spread which is the resolution function. The
distributions dening this spread are not Gaussian but are well-
dened by the geometry and other characteristics of the spec-
trometer. To perform the resolution convolution, we draw Nmc =

10 samples from the distributions describing the resolution
function for each detector-energy point, calculate the INS inten-
sity using LSWT and average the result. Since each image pixel
(histogram bin) has several hundred detector-energy points, Nmc

does not need to be large to yield an accurate convolution.
For the resolution unconvolved calculations, the LSWT

model was only evaluated at the nominal centre of the pixel
(histogram bin), which thus requires several thousand times
fewer evaluations of the LSWT model. In the case of PCSMO,
each evaluation requires the construction and diagonalization
of a 32 × 32 element Hamiltonian matrix (8 × 8 in the case of
Rb2MnF4) and addition matrix–matrix multiplications to
compute the spin–spin correlation function (which is propor-
tional to themeasured neutron intensity). As we need∼108 such
evaluations per image for the resolution convolution calcula-
tion, this is prohibitive so we also used the Brille55 code to
perform linear interpolation of the spin wave energy and spin–
spin correlation function, which provides ∼5× speedup
compared to evaluating the diagonalization directly.

Even with the linear interpolation speed up, the resolution
convolved calculation took ∼720 CPU-minutes per image,
Digital Discovery, 2023, 2, 578–590 | 587
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whereas the resolution unconvolved calculation takes ∼8 CPU-
minutes per image. The speedup is not larger because the linear
interpolation was not used for the unconvolved calculation
since there are so few evaluation points that the overhead of
setting up the interpolation grid would have made the overall
calculation slower. In addition, the same script was used to run
both the resolution-convolved and unconvolved calculations,
which impose some overheads such as reading in the measured
data les to obtain the coordinates of all detector-energy points
(which is not needed for the resolution unconvolved
calculation).

The measurements were carried out with a range of different
incident neutron energies, in neutron energy loss mode (that is,
the magnon energy corresponds to the energy lost by a scattered
neutron). In this mode, a higher incident neutron energy will
give a larger dynamic range, but coarser energy resolution.
Using several different neutron energies allowed us to both see
the full dispersion of the spin waves and to resolve features
around 30 meV, which is critical to distinguishing between the
Dimer and Goodenough spin wave models.14 The 2D data
contain data from all the different incident energies, where
each incident energy corresponds to a row of images, but with
each panel in a row integrating over a relatively large range in
magnon energy. The 3D data, on the other hand, show only the
data taken with Ei = 70 meV, but where the third dimension is
now the energy transfer, allowing a more in-depth look at the
key dataset for distinguishing between the spin wave models.
Both 2D and 3D datasets were generated using the same
workow of SpinW for the spin wave calculation and Horace
and Brille for resolution convolution.
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