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n closed-loop frameworks
accelerate computational materials discovery?†

Lance Kavalsky, ‡a Vinay I. Hegde,‡b Eric Muckley,b Matthew S. Johnson, c

Bryce Meredig *b and Venkatasubramanian Viswanathan *a

The implementation of automation and machine learning surrogatization within closed-loop

computational workflows is an increasingly popular approach to accelerate materials discovery.

However, the scale of the speedup associated with this paradigm shift from traditional manual

approaches remains an open question. In this work, we rigorously quantify the acceleration from each of

the components within a closed-loop framework for material hypothesis evaluation by identifying four

distinct sources of speedup: (1) task automation, (2) calculation runtime improvements, (3) sequential

learning-driven design space search, and (4) surrogatization of expensive simulations with machine

learning models. This is done using a time-keeping ledger to record runs of automated software and

corresponding manual computational experiments within the context of electrocatalysis. From

a combination of the first three sources of acceleration, we estimate that overall hypothesis evaluation

time can be reduced by over 90%, i.e., achieving a speedup of ∼10×. Further, by introducing

surrogatization into the loop, we estimate that the design time can be reduced by over 95%, i.e.,

achieving a speedup of ∼15–20×. Our findings present a clear value proposition for utilizing closed-loop

approaches for accelerating materials discovery.
1. Introduction

The discovery and optimization of materials is a central barrier
to developing and deploying next-generation energy technolo-
gies.1 In particular, decarbonizing chemical synthesis through
electrochemistry requires the identication of new and efficient
electrocatalysts.2 One example of such decarbonization is to
substitute the energy-intensive Haber–Bosch process used to
synthesize ammonia by materials that can catalyze the reaction
electrochemically,3,4 at substantially lower energy costs.
However, nding optimal candidates efficiently remains
a challenge due to both the large size of the feasible candidate
space5 and the computational cost of high-delity evaluation of
each candidate. Development of methods to accelerate the
candidate evaluation search, even within a well-dened and
bounded design-space, is crucial to meet approaching climate
goals.

These considerations have motivated signicant research
into new methods for accelerated materials discovery, both
experimentally and computationally, tracing back to early work
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exploring autonomous experimentation.6–9 We point the reader
towards several comprehensive review articles and perspectives
on this topic.10–14 In the context of experimental screening,
much research focus has taken the form of robotic experi-
mentation for applications such as searching for battery elec-
trolytes,15,16 nding thermally stable perovskites,17 and
optimizing battery charging protocols.18 These studies tend to
employ a combination of robots to automate each experimental
task and a learning agent that recommends the next experiment
to perform based on the outputs of previous experiments,
thereby “closing the loop”. However, the trade-off is that
autonomous experimental setups are highly application-
specic and do not typically probe the material under realistic
device operating conditions. Thus, although experimental
workows show much promise, they are, at present, limited in
terms of adaptability and bridging the device gap.19

In contrast, computational workows promise to address
a broad range of material discovery challenges as they are
limited only by the availability of computational resources and
the accuracy of the underlying methods.12 In general, compu-
tational workows share some similarities with closed-loop
experimental workows, especially around algorithms and
approaches for iteratively selecting the next set of candidates to
evaluate from a large design space. A notable difference,
however, is that any new tasks or pipelines added to a compu-
tational workow is limited only by computational require-
ments and not by the inventory of raw materials, supply
© 2023 The Author(s). Published by the Royal Society of Chemistry
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logistics, instrumentation setup, laboratory space, and other
considerations. This allows for improved modularity in existing
closed-loop soware frameworks as well as transferability
between varying materials discovery workows.

The use of an iterative informatics-driven search of the
design space has demonstrated encouraging results in terms of
speeding up materials discovery.20–36 Similarly, informatics-
driven closed-loop computational workows have been shown
to discover promising candidates faster than a random search,
for applications such as catalyzing electrochemical CO2 reduc-
tion and hydrogen evolution,37 nding stable iridium oxide
polymorphs,38 and discovering stable binary and ternary
systems.39

While closed-loop computational frameworks with
embedded guided design space search demonstrate a prom-
ising approach to accelerate materials discovery, quantication
of their benets over more traditional approaches remains
challenging. Previous works have benchmarked the benets of
sequential learning as an overall accelerator for materials
discovery.33,40 However, the degree to which speedups from
various components of a fully autonomous closed-loop frame-
work, beyond design of experiments, combine to accelerate
materials discovery remains unclear. Moreover, closed-loop
frameworks can introduce multiple different accelerators such
as automation.14 To our knowledge, a detailed quantitative
breakdown of such sources of acceleration with relative esti-
mates of the associated speedups has not been previously
explored.

In this study, we quantify the acceleration estimates of
a closed-loop computational framework for an electrocatalysis
application. We probe two types of fully autonomous compu-
tational workows (Fig. 1): (a) a closed-loop framework con-
sisting of high-throughput density functional theory (DFT)
Fig. 1 Closed-loop materials discovery frameworks, (a) without, and (b
calculations, considered in this work for acceleration quantification.

© 2023 The Author(s). Published by the Royal Society of Chemistry
calculations which feeds into a sequential learning (SL) algo-
rithm that selects the next batch of candidate systems (thereby
closing the loop), and (b) an extension of the previous frame-
work where enough DFT data has been produced to train
a machine learning (ML) surrogate to a desired accuracy and
replace the expensive DFT calculations. We consider four cate-
gories of acceleration: (a) comprehensive end-to-end automa-
tion of computational workows, (b) runtime improvements of
individual compute tasks, (c) efficient search over vast design
spaces using uncertainty-informed SL, and (d) surrogatization
of time-consuming simulation tasks with ML models.

Within each of the above categories, we estimate respective
speedups and aggregate them into overall acceleration metrics.
For end-to-end automation we estimate the attributed speedup
through timing comparisons of automated tasks and their
manual analogues. In addition, we introduce a human-lag
model to simulate user-related delays associated with manual
job management on a computational resource. For runtime
improvements, we estimate speedups from using informed
calculator settings as well as better initial structure guesses for
DFT structural relaxations. This comparison is done in the
context of calculations for relaxing the OH moeity onto the
hollow sites of a sample single-atom alloy, Ni1/Cu(111). For
efficient design space search, we use a simulated SL-driven
process on a representative problem of nding the bimetallic
catalyst with the optimal surface binding energies for the CO
moeity. For surrogatization with ML models, we estimate the
speedup by calculating the DFT training set size needed to reach
a desired model accuracy for adsorption energy (as opposed to
generating the full dataset). Finally, we accumulate these results
into an overall acceleration for workows both excluding and
including surrogatization. Through a combination of improve-
ments in each of the above areas, we demonstrate a reduction in
) with machine learning surrogates for the density functional theory

Digital Discovery, 2023, 2, 1112–1125 | 1113
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time to discover a new promising electrocatalytic material by
90–95% when compared to conventional approaches.
2. Results

Each of the forms of acceleration described above can synergize
to provide an overall speedup in materials discovery. We
benchmark the acceleration of each individual category through
timing estimates of the relevant components both within
a closed-loop automated workow and for equivalent tasks
when using a more traditional approach. For the automated
workow, we use the AutoCat, dparse, and dinputgen so-
ware packages in tandem. For the traditional workow, we
record timings for a researcher using the ASE (Atomic Simula-
tion Environment41) soware package for equivalent tasks.
Additional details are provided in Section 5. As an example
representative design space, we use the single-atom alloy (SAA)
class of materials. SAAs are transition-metal hosts whose
surface contains dispersed atoms of a different transition-metal
species, and have shown much promise for electrocatalysis
applications.42

In the following subsections we discuss each of the indi-
vidual acceleration categories and how their estimates were
obtained. This is followed by acceleration estimates of the full
workow combining all sources of speedup to obtain a single
acceleration estimate from the automated closed-loop approach
relative to the traditional baseline.
2.1 Automation of computational tasks and workows

Within a standard computational study, there are many time-
consuming tasks related to preparing, managing, and
analyzing DFT calculations. In Fig. 2, we visualize a typical
pipeline for a computational electrocatalysis study. Each of the
boxes underneath the symbol of a brain represents a task where
user involvement is required in the traditional paradigm. This
includes structure generation, DFT pre-and post-processing,
and job management on computational resources. Thus, every
box in the pipeline that relies on user intervention is an
opportunity for streamlining through automation.

To benchmark the traditional workow against an auto-
mated one in a fair manner, we dene the same objective for
both paradigms: calculation of the adsorption energies of OH
on the SAA of a Ni atom embedded on a Cu (111) surface,
designated as Ni1/Cu(111). This is further bounded to calcu-
lating adsorption only on three-fold sites on the surface (6 in
total). The goal is to mimic the scenario where an activity
descriptor has already been identied for a specic electro-
chemical reaction, thereby collapsing performance predictions
to the surface binding energy of a single adsorbate, as reported
in previous studies.37 We have recently published methods to
identify the most robust descriptors for a given reaction based
on uncertainty quantication techniques,43,44 and while we
focus here on the binding energy alone, our acceleration esti-
mation methodology is extensible to more complex descriptors
equally well. As will be discussed later, this task of calculating
the surface binding energy of an adsorbate species is integral to
1114 | Digital Discovery, 2023, 2, 1112–1125
the representative problem of optimizing the binding energy
across a set of possible SAAs using an SL-driven design of
experiments. It should be noted that while automation gener-
ally replaces baseline tasks that are not very time-consuming in
themselves, oen on the order of seconds to minutes, the
accelerations reported from this category free up the researcher
to work onmore analytical and constructive tasks, as elaborated
in Section 3.

All of the necessary steps to obtain the specied adsorption
energies are highlighted in Fig. 2. A comparison of the esti-
mated time required for each task in the traditional approach
and our automated approach is provided in Table 1. In the
bottom panel of Fig. 2, we show the cumulative time for eval-
uating a single electrocatalyst using the above workow
(excluding the DFT runtimes) with varying degrees of automa-
tion. For this plot, the bounds emerge from the fully-automated
and fully-manual (traditional) pipelines. We also consider two
additional partially-automated “hybrid” scenarios: (1) auto-
mated structure generation with manual DFT pre- and post
processing, and (2) manual structure generation with auto-
mated DFT pre- and post-processing. Automating structure
generation has a larger impact on acceleration than automating
DFT pre- and post-processing. Below we outline the potential
acceleration for each of these individual tasks/workow
components via automation.

2.1.1 Candidate structure generation. As an input, DFT
requires atomic scale structural representations of the candi-
date systems to be evaluated. Structure generation in the
context of electrocatalysis consists of generation of the catalyst
structure without any reaction intermediates, identication of
all of the possible adsorbate sites, and placement of the reaction
intermediates on the sites of interest, along with the potential
inclusion of the effect of water layer.45 In this work, for
simplicity, we do not consider solvation effects, but our analysis
framework can be easily extended to include it. The rst task
corresponds to writing and executing scripts to generate the
clean Ni1/Cu(111) slab via either ASE or AutoCat (corresponding
to the traditional and automated approaches, respectively), and
recording the relative timings. While ASE has functions tailored
for the generation of some classes of systems, additional user
involvement is necessary for those that are not currently
implemented. As an example, ASE does not currently have
functions geared specically towards SAAs, and thus additional
scripts are necessary to dope host slabs. To generate each SAA
the dopant site needs to be identied, the substitution made,
and spin polarization added to both the host and dopant, as
necessary. We can contrast this with automation soware such
as AutoCat which has a function, built on top of ASE function-
alities, to streamline the generation of these SAA systems.
Further, the implementation in AutoCat is suitable for gener-
ating multiple SAAs through a single function call by the user,
including writing the generated structures to disk in an orga-
nized, predictable fashion. By leveraging tools for streamlined
candidate structure generation, a speedup of approximately
500× over traditional manual approaches is observed.

The estimation of manual site identication for the second
task of adsorbate placement requires measuring the time it
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Top: a typical workflow for computational investigation of materials for electrocatalysis applications using density functional theory (DFT).
Blue boxes indicate computational tasks which typically require researcher input. Factors above each task indicate potential acceleration through
automation. Orange boxes are geometry optimizations via DFT calculations. Bottom: per-catalyst cumulative workflow evaluation times
(excluding DFT runtimes). Each step corresponds to a component in theworkflow above. Automating structure generation has a larger impact on
acceleration than DFT pre- and post-processing.
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takes a graduate researcher to identify all of the symmetrically
unique surface sites of Ni1/Cu(111). This task becomes
increasingly challenging for the researcher as the candidate
catalyst becomes more complex, particularly with broken
surface symmetries. For example, in the case of SAAs, the
presence of the single-atom breaks many of the symmetries,
and correctly identifying all unique sites by hand is nontrivial.
Some sites that are symmetrically equivalent on a non-doped
surface no longer remain so aer the substitution of the
single-atom. In contrast, Delaunay triangulation provides
a systematic automated approach to site identication that does
not require user intervention.46 A comparison of the time
required for a graduate researcher to identify all of the sites
© 2023 The Author(s). Published by the Royal Society of Chemistry
relative to the automated approach shows a speedup by a factor
of 1000×.

2.1.2 Density functional theory pre- and post-processing.
For every catalyst structure generated, geometry optimizations
via DFT calculations need to be performed. The total energies
from these relaxed structures can then be used to estimate
properties of interest, such as adsorbate binding energy. Prep-
aration for each of these calculations involves writing DFT input
les and scripts to submit these calculations to high-
performance computing (HPC) resources. The DFT input les
contain all of the calculation parameters to be used, such as the
k-point density and the exchange–correlation functional. In
addition, job submission scripts contain information about the
requested computational resources on a HPC resource,
Digital Discovery, 2023, 2, 1112–1125 | 1115
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Table 1 Acceleration from automation of computational tasks and workflows. The timings listed in the traditional column represent completion
of these tasks applying a manual approach. In contrast, the automated column demonstrates corresponding times using a streamlined auto-
mation approach. Comparing the traditional and automated values we can estimate acceleration factors as displayed in the acceleration column.
It should be emphasized that while these factors sound exceptionally large, especially in comparison to the factors associated with the other
acceleration sources, they are with respect to tasks that are on the order of seconds and minutes

Workow step Traditional Automated Acceleration

Catalyst structure generation
Clean surface 16 min 2 s ∼500×
Site identication 10 min 1 s ∼1000×
Adsorbate placement 9 min 1 s ∼1000×

DFT pre- and post-processing
Generating DFT input and job management scripts 9 min 1 s ∼1000×
Data collection 3 min 9 s ∼20×
Adsorption energy calculation 2 min 1 s ∼100×

DFT job submission and management
Job resubmission and error handling 9 h — —
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including the number of compute cores needed and the wall-
time at which the job will be forcibly terminated. To obtain
a baseline, we time a user performing both the above tasks, i.e.,
writing scripts to generate DFT input les as well as for
submitting batch jobs to HPC resources. This is then compared
to the time required for the equivalent tasks within a fully-
automated framework (see Section 5 for details). The auto-
mated tasks are approximately 1000× faster than their tradi-
tional counterparts.

Additionally, once the DFT calculations have successfully
completed, the compilation of results and data can consume
a signicant amount of time. The user must read through each
of the DFT output les, extract the desired information, and
collect and organize this data. When scaled up to a large
number of systems, and thus calculation outputs, this can
quickly become time-consuming. Here, we record the time
taken to manually read all of the output les and collect all of
the data into a single spreadsheet as well as for the parsing done
by an automated framework (see Section 5 for details). A
comparison of the recorded timings shows a speedup for data
parsing and compilation step to be 20×.

Once the total energies of the reference states (the SAA
surface with/without the adsorbate and the isolated adsorbate
moeity) are extracted, the adsorbate binding energy can be
calculated. We thus compare the time required to calculate
these binding energies within a spreadsheet manually to that of
automatically calculated via a soware framework, resulting in
a speedup of 100×. This nal post-processing step of calcu-
lating the adsorbate binding energies is relatively quick
regardless of the approach taken compared to the other steps
considered in this workow.

Note that while the speedups from the automation of tasks
as described in the previous two sections are enormous, the
baseline estimates for manual completion of these tasks are
quite small, on the order of minutes. We reiterate that the
impact of automation of these tasks is primarily on researcher
productivity, allowing focus on the more analytical tasks rather
than the more routine ones (see Section 3).
1116 | Digital Discovery, 2023, 2, 1112–1125
2.1.3 Workow integration. In addition to the automation
of candidate structure generation and DFT pre-/post-processing
as described above, the automation of the submission of batch
jobs to HPC clusters, status monitoring, and general job
management provides opportunities for signicant accelera-
tion. DFT calculations of catalyst structures are computationally
expensive and typically require active monitoring by
a researcher. In particular, as these calculations can take vari-
able lengths of time to complete, they may demand user inter-
vention at unpredictable times. For example, this could be to x
errors or simply resubmit continuation jobs. The unpredict-
ability associated with job management introduces “human
lag” as it is not possible for the typical researcher to continu-
ously monitor the status of all submitted DFT jobs at all times.
Here, we estimate such a human lag via a simple Monte Carlo
sampling approach. First, we divide days into three different
windows representing typical working hours, hours where some
monitoring may occur, and hours where usually no monitoring
occurs, with “checkpoints” in time dened for each (see Section
I in the ESI† for details). Next, we assume a uniform distribution
for the job nishing on any day of the week, without any pref-
erence for weekdays or weekends. This assumption accounts for
the fact that oen a researcher has no control over the job
queue/priority systems on HPC resources, and a specic
already-submitted job may start whenever resources become
available. Finally, we simulate the process of completion of
a DFT job followed by research action at the nearest checkpoint
in time, gathering statistics for a total of 106 DFT jobs. In
contrast, since job management within the fully-automated
workow is handled by a soware framework, there is no
equivalent human lag, which enables signicant acceleration.
2.2 Calculation runtime improvements

In the next category of acceleration, we quantify the speedup of
calculation runtimes (Table 2). Within our electrochemical
materials discovery workow, the primary physics-based simu-
lation is DFT. As these calculations can be time-intensive,
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Acceleration from calculation runtime improvements. Here, the estimates in the traditional column refer to employing both a naive
structure generation alongside naive calculator settings for OH adsorption on Ni1/Cu(111). For comparison, the automated column refers to
timing estimates on the same structures using chemically informed input structures and calculator settings. The acceleration column estimates
the acceleration factors for each scenario. As mentioned previously, while these factors appear much smaller than the automation factors, they
are with respect to significantly more time-consuming tasks

Workow step Traditional Automated Acceleration

DFT calculation settings and initial structure guess

Clean substrate relaxation 21 h 18.5 h ∼1.1×
Substrate + adsorbate relaxation 46 h 20 h ∼2.3×
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improving their runtimes is crucial in achieving signicant
acceleration.

In the case of adsorption structures, the initial guesses of the
adsorbate geometry can play a key role. If the initial guess is far
from the ground state geometry, more optimization steps will
be required to reach equilibrium. Since each step requires a full
self-consistent evaluation to obtain the energy and forces, the
initial guess should ideally be as close to the equilibrium as
possible to decrease the overall calculation runtime. The total
runtimes of geometry optimizations via DFT can also be heavily
inuenced by the choice of calculator settings, such as initial
magnetic moment. A poor guess of the initial magnetic moment
can require more steps to achieve self-consistency and to
converge on the nal relaxed value of the magnetic moment.

To decouple the inuences of the initial geometry guess and
the choice of calculator settings, we run four sets of relaxations
for OH on all of the hollow sites of Ni1/Cu(111). We use two
initial geometry guesses: (a) a (chemically) “informed” cong-
uration, in which the initial height of the adsorbate on the
catalyst surface is guessed based upon the covalent radii of the
nearest neighbors of the anchoring O atom, and (b) a “naive”
conguration, in which the initial height of the adsorbate is set
to 1.5 Å above the catalyst surface, and the OH bond angle is 45°
with respect to the surface.

In addition to the different initial geometry guesses, we
explore two choices for calculator settings, focusing here on the
initial magnetic moment parameter: (a) a “tailored” setting,
based on the ground-state magnetic moment of the single-atom
dopant species from the ASE package (thus tailoring the initial
guess for the magnetic moment to the specic SAA system being
calculated), and (b) a “naive” setting, using an initial magnetic
moment of 5.0 mB for the dopant atom in the SAA, regardless of
its identity. In the specic case of Ni1/Cu(111), since the struc-
ture prefers to be in a spin-paired state (i.e., without spin-
polarization), the former approach provides an initial guess
that is closer to the actual spin-polarization of the system. Note
that our intention here is to highlight the impact of these
choices on the acceleration of a DFT calculation, and the
choices themselves can originate from deterministic algo-
rithms, an ML model, or another approach entirely.

In Fig. 3 we visualize the accelerations of the DFT runtimes
from both the choice of calculator settings as well as initial
geometry guesses. Firstly, we observe relatively modest
speedups from choice of calculator settings, approximately 1.1×
© 2023 The Author(s). Published by the Royal Society of Chemistry
for both the naive and informed geometry guesses. For these
calculations, the system converges to the non-spin-polarized
state within the rst few iterations. Thus, the observed
speedup from the choice of initial magnetic moment of the
dopant atom is mainly a reection of these initial iterations
when the system reaches the appropriate spin state, which oen
also take the largest number of self-consistent steps. On the
other hand, we observe a much larger acceleration from the
initial geometry guess: a speedup of 2.1× and 2.3×, for the naive
and tailored settings respectively.

The speedup from a good guess for the initial adsorbate
geometry is mainly due to a reduction in the number of steps
required to reach the equilibrium conguration within a xed
optimization scheme. For example, an average of approximately
33 and 16 geometry optimization steps using the Broyden–
Fletcher–Goldfarb–Shanno (BFGS) algorithm are required to
reach equilibrium, when starting from the chemically-naive and
informed geometries, respectively (with the tailored calculator
settings). Thus, methods to reduce the number of steps
required to reach equilibrium as well as shorten the DFT
compute time at each geometry step (i.e., fewer steps to reach
self-consistency) are highly desirable, and are an area of active
research.47–52 Overall, combining both the improved initial
geometry guess as well as the choice of calculator settings yields
the largest factor of runtime acceleration, 2.3×, thus motivating
the consideration of both variables within automated
workows.
2.3 Efficient design space search

Next, we estimate the acceleration resulting from use of
a sequential learning (SL) workow for selecting and evaluating
candidates in a design space of catalysts and compare it to that
of traditional approaches. The SL workow proceeds as follows:
(1) collect an initial set of a small number of training examples
of catalyst candidates and their properties, selected at random;
(2) build ML models using the initial set of training examples
and predict the objective properties of all the candidates in the
design space of interest; (3) use an acquisition function that
considers model predictions and uncertainties to select the next
candidate to evaluate; (4) evaluate the selected candidate and
add it, along with its newly obtained property values, to the
training set; (5) iterate steps 2–4 in a closed-loop manner until
a candidate, or a certain number of candidates, with the target
properties has been discovered. A detailed schematic of this
Digital Discovery, 2023, 2, 1112–1125 | 1117
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Fig. 3 Estimated accelerations for density functional theory geometry optimization calculations. The effect of an initial geometry guess and
choice of calculator settings are decoupled using four independent combinations of informed/naive initial geometry and tailored/naive settings.
The largest factor of acceleration is observed when using an informed geometry guess with a tailored calculator settings.
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workow is presented in Fig. 4. Such a strategy has been
previously shown to be more efficient in sampling the design
space to nd novel candidates by a factor of 2–6× over tradi-
tional grid-based searches or random selection of candidates
from the design space.20–36

For benchmarking the acceleration from SL for a typical
catalyst discovery problem, we use a dataset of ∼300 bimetallic
catalysts for CO2 reduction.53 The dataset contains ∼30 candi-
dates with the target property of *CO adsorption energy on the
catalyst surface inside a narrow window of [−0.7 eV, −0.5 eV].
Fig. 4 A typical closed-loop sequential learning workflow for computatio
is collected at random. Second, this data is used to train a surrogate m
uncertainties are fed into an acquisition function to select the next system
obtained and added to the dataset. The surrogate model is then re-train
loop.

1118 | Digital Discovery, 2023, 2, 1112–1125
We perform an SL simulation, starting with a small initial
training set of 10 randomly selected examples from the above
dataset, and iterate in a closed-loop as described above until all
the target candidates in the design space have been identied
successfully, and benchmark the acceleration against random
search. We perform 20 independent trials of the full SL simu-
lation to generate statistics. In particular, at each SL iteration,
we build random forest-based models using the lolo soware
package,30 and predict the *CO adsorption energies of all
candidates, along with robust estimates of uncertainty in each
nal discovery of novel catalyst materials. First an initial training data set
odel for the objective properties. Next, both model predictions and
for evaluation. From evaluating the selected candidate a new label is

ed and acquisition function scores iteratively recalculated, closing the

© 2023 The Author(s). Published by the Royal Society of Chemistry
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prediction. The next candidate to evaluate is chosen based on
the maximum likelihood of improvement (MLI) acquisition
function. This function selects the system with the maximum
likelihood of having an adsorption energy in the [−0.7 eV, −0.5
eV] window, when considering both the predicted value as well
as its uncertainty. Overall we nd that such an SL-based work-
ow successfully identies all ∼30 target candidates 3× faster
than random search (Fig. 5a). In addition, we note that the
candidates surfaced by SL, on average, have properties closer to
the target property window than those surfaced by random
search, even when those candidates do not explicitly fall within
the window (Fig. 5b). In other words, in addition to discovering
target candidates considerably more efficiently than random
search, an SL-based approach surfaces potentially interesting
candidates near the target window much more frequently as
well.
2.4 Surrogatization of compute-intensive simulations

For the last category of acceleration, we estimate the extent of
further possible speedup through the surrogatization of the
most time-consuming tasks in the workow. In particular, the
rate determining step of the closed-loop framework considered
here is the calculation of the binding energies of adsorbates
using DFT. ML models can be used as surrogates for physics-
based simulations of material properties oen at a fraction of
the compute cost and with marginal loss in accuracy. The
primary cost of building such ML surrogates for materials
properties oen lies in the generation of training data where
such data does not exist, especially when the data generation
involves compute-intensive physics-based simulations such as
DFT. Here we estimate the size of such training data required to
build and train ML surrogates with a target accuracy, and in
Fig. 5 A comparison of random search vs. sequential learning (SL)-drive
Overall, the SL-driven approach identifies all the 33 target candidates in
Candidates surfaced via SL lie much closer to the target window on ave
driven approach can help identify a much smaller number of examples th
of the overall dataset size. Here, the overall dataset has ∼300 candidates
a SL-driven maximum uncertainty-based approach achieves the target ac
in the reported quantities estimated over 20 independent trials.

© 2023 The Author(s). Published by the Royal Society of Chemistry
particular, when such training data is iteratively built using an
SL-based strategy.

We use the dataset of bimetallic catalysts for CO2 reduction
mentioned in Section 2.3. within a SL workow to simulate an
efficient, targeted training set generation scheme. Similar to the
SL workow employed in the search for novel catalyst materials
in a design space of interest, we employ a closed-loop iterative
approach to generate the training data and address model
accuracy. We consider a small initial training dataset of 10
systems chosen at random, build random forest models to
predict adsorption energies, and iteratively choose the next
candidate to build the training data. With model accuracy in
mind, we employ an acquisition strategy that optimizes for the
most accurate ML model on average by choosing candidates to
evaluate from regions in the design space where the model is
the least informed. In particular, at each iteration the candidate
whose property prediction has the maximum uncertainty (MU)
is selected to augment the training data. The inclusion of such
a candidate results in the highest improvement in the overall
accuracy of the ML model. Note that the aim of using the MU
acquisition function is to build a minimal dataset that is nearly
as informative as the full dataset. This is in contrast to the
previously described strategy of using the MLI acquisition
function for discovering the top-performing candidates as
quickly as possible. Using an accuracy threshold of interest, we
then determine the fraction of the overall training data neces-
sary for building useful ML surrogates. For instance, with
a threshold of 0.1 eV (the typical difference between DFT and
experimental formation energy values54), we estimate that
accurate ML surrogates can be trained using a dataset generated
via the above SL-strategy with ∼25% of the overall dataset size
(Fig. 5c). The accuracy metric here is calculated on a test set of
xed size, via a bootstrapping approach, as described in the
n approach to find new bimetallic catalysts with a target property. (a)
the dataset within 100 iterations, ∼3× faster than random search. (b)
rage, when compared to those chosen via random search. (c) An SL-
at can be used to train ML surrogates to a desired accuracy, at a fraction
, and an ML model trained on only ∼25% of the candidates chosen via
curacy. In each case, the shaded region in the plots represent variation

Digital Discovery, 2023, 2, 1112–1125 | 1119

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d2dd00133k


Table 3 Overall acceleration benchmarks for the end-to-end workflows, with and without surrogatization broken down into individual sources
of acceleration. We demonstrate a speedup of up to 10×with automation of tasks and runtime improvements, and a speedup of up to 20× upon
using ML surrogates for the most compute-intensive DFT tasks

Approach
Structure
generation

Substrate
calculation

Adsorbate
placement

Catalyst
calculation

Data
usage Post-processing

Design space
search factor

Total
acceleration

Traditional 16 min 21 h 18 min 72 h per i.c.a 100% 5 min 1
Automated 2 s 18.5 h 2 s 20 h per i.c.a 100% 10 s 0.33 10×
+ Surrogates 2 s — 2 s 20 h per i.c.a 10–25%b 2 s 0.33 15–20×

a i.c. = intermediate conguration (total # i.c. z200/catalyst system); “traditional” includes human lag estimates. b Estimate from bimetallic
catalyst dataset of the relative amount of DFT training data needed to reach a target accuracy of 0.1 eV per adsorbate.
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ESI.† Notably, the purely-exploratory random acquisition
performs as well as MU for building minimal datasets, consis-
tent with previous reports comparing model accuracy as
a function of SL iteration using similar acquisition functions.55

An expanded comparison of acquisition functions (including
another baseline, a “space-lling” strategy, in addition to
random search) for the three SL-related tasks of nding optimal
candidates, surfacing high-quality candidates, and building
minimal datasets for training ML surrogates, can be found in
the ESI.†
2.5 Overall acceleration of the full end-to-end workow

Finally, we aggregate the acceleration from the various steps in
the workow to estimate the overall speedup achieved in
Table 3 and Fig. S2.† Here, we use the single-atom alloys (SAA)
design space for calculating the overall estimates. We begin by
estimating the size of such a design space. Limiting the design
space to ∼30 transition metal hosts and dopants results in
a total of 30C2z 900 SAA systems. For each SAA system, typically
a few (3–5) low-index surface terminations are considered.
Moreover, the considered adsorbate molecule can adsorb onto
the catalyst surface at one of many possible symmetrically
unique sites (up to 20–40 congurations), and all such possible
intermediate congurations need to be considered in the
design space. Overall, a typical SAA design space when fully
enumerated can have up to 105–106 possibilities.

Using the above SAA design space, we apply the estimated
time for each step in our overall end-to-end catalyst workow as
described in the previous sections, using both traditional and
automated closed-loop methods (with and without surrogates),
and calculate the overall speedup. From the automation of tasks
and workows, and runtime improvements alone, an accelera-
tion of ∼10× (a reduction of ∼90%) over traditional materials
design workows can be achieved. Further utilizing the ML
surrogates (including the compute costs required to generate
the training data) can result in an acceleration of up to ∼20× (a
reduction of up to ∼95%) over traditional approaches.
3. Discussion

The results presented here have implications that reach beyond
the reported factors of acceleration. It is helpful to make
a distinction between project time and researcher time. We
1120 | Digital Discovery, 2023, 2, 1112–1125
consider project time as the time necessary to carry a project to
completion. In other words, this is an accumulation of all the
time spent towards achieving the tasks to reach the project goal.
Thus, all the acceleration factors quantied above are with
respect to this project time. Therefore, the closed-loop work-
ows discussed here are anticipated to have a direct impact on
time to project completion. In addition, by breaking down the
acceleration factors for each component of the workows,
estimates for project time acceleration in the case of differing
closed-loop framework topologies than those outlined here
(e.g., a framework with multi-scale simulations in place of or in
addition to DFT calculations) can be inferred.

On the other hand, researcher time can be interpreted as
time spent from the frame of reference of the researcher on
a given workday. The acceleration associated here is not directly
quantied as with project time. The most obvious example of
this inuence is through task automation. In the traditional
paradigm, these tasks can become time-consuming, particu-
larly as the scale and throughput of the project increase. Auto-
mation frees up valuable researcher time that would normally
be occupied by the more mundane tasks. This allows the
researcher to instead focus on more intellectually demanding
tasks such as surveying existing literature, rening the design
space and project formulation, and improving research
productivity.

The automation of job management has the benet of
impacting both project time and researcher time. Since this
form of automation facilitates running computational jobs
around-the-clock, the human-lag associated with monitoring
and handling jobs manually is entirely removed. This decreases
the project time as described above. In the context of researcher
time, this automation also has the added benet of decreasing
the overhead of job monitoring at regular intervals.

We can make a few additional observations regarding the
nature of the baselines used to estimate the speed of traditional
approaches in this work. First, for estimation of task timings
such as input le generation for simulations and script gener-
ation to submit jobs on HPC resources, we use time estimates
from a single researcher. The timings of such tasks are inher-
ently variable, depending on the exact nature of the task, the
researcher performing it, as well as the environmental setup in
which it is performed. Similarly, natural delays associated with
monitoring and managing ongoing computational jobs depend
© 2023 The Author(s). Published by the Royal Society of Chemistry
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on the working habits of the researcher, the time-scale associ-
ated with each computation (e.g., those that take hours opposed
to days or weeks to complete), and the availability or connec-
tivity of the computational resources (e.g., on-site resources
versus those that can be accessed remotely). Lastly, to estimate
the acceleration from an intelligent exploration of the design
space using sequential learning, we use random sampling as
the benchmark. While random sampling is an excellent
exploratory acquisition function,56 it is not a substitute for
traditional methods of design space exploration. Typically,
traditional search approaches are inuenced by prior knowl-
edge, research directions within the community at the time,
available resources, among other factors. We use random
search here, not least because a model to predict a traditional
materials design trajectory does not exist, to our knowledge, but
also because it is widely-used as an unbiased exploratory
baseline.20–24,26–28,30–36

We want to emphasize that, given some of the variability in
the baselines as discussed above, the goal of this work is to
highlight the approximate scale of acceleration that can be
attributed to the several individual components in a closed-loop
computational materials design workow. Moreover, we also
aim to highlight the challenges associated with estimating such
factors of acceleration, versus attempting to maximize the
accuracy of each timing estimate itself. Further methodological
improvements for more precisely determining accelerations
associated with each step in an automated workow would be
a valuable area for further study. Our work underscores the
importance of data collection and sharing, especially around
time spent on research tasks, monitoring and managing
medium-to high-throughput computational projects, imple-
menting traditional approaches of materials discovery and
design trajectories, and handling failed computations and
experiments. We recommend a community-driven initiative
towards such data collection and sharing efforts to bolster our
understanding of the traditional baselines as well as to further
contextualize the signicant benets of automation and ML-
guided strategies.

4. Conclusion

In this work we demonstrate that task automation and runtime
improvements combined with a sequential learning-driven
closed-loop search can accelerate a materials discovery effort
by more than 10× (or more than 90% reduction in overall time/
cost) over traditional approaches. Further, we estimate that
such automation frameworks can have a signicant impact on
researcher productivity (20–1000× from task automation
alone), direct compute costs (1.1–2.3× from runtime accelera-
tion), and project/calendar time (>10–20× from overall accel-
eration). Using a comparison of recorded times for manual
computational experiments versus fully-automated equivalents,
we provide speedup estimates stemming from different
components within a closed-loop workow. The automation of
tasks helps in streamlining, minimizing or completely elimi-
nating the need for user intervention. We also identify that
signicant speedup in terms of simulation (here, DFT
© 2023 The Author(s). Published by the Royal Society of Chemistry
calculations) runtimes can be achieved through better initial
prediction of the catalyst geometries as well as better choices for
calculator settings. Moreover, the use of a sequential learning
framework to guide the design of experiments can dramatically
decrease the number of candidate evaluations required to
achieve the target materials design goal. Finally, we extend this
analysis to include replacement of time-consuming simulations
with machine learning surrogates, another source of accelera-
tion, and nd an improvement in the overall speedup to >15–
20× (or more than 95% reduction in the overall time/cost). We
believe that our ndings underscore the immense benets of
introducing automation, machine learning, and sequential
learning into scientic discovery workows, and motivate
further widespread adoption of these methods.
5. Methods
5.1 Workow topology

We consider two different closed-loop “topologies”. The rst is
a two-stage process consisting of DFT calculations to calculate
adsorption energies which are then used in a sequential
learning (SL) workow to iteratively guide candidate selection
(Fig. 1a). Each DFT calculation task, here, for an electrocatalysis
problem, consists of multiple steps. Namely, a geometry relax-
ation of the “clean” catalyst surface (i.e., without reaction
intermediates), followed by a geometry relaxation of all reaction
intermediates adsorbed onto all symmetrically-unique sites on
the (relaxed) catalyst surface. In an automated workow, these
DFT calculations are performed sequentially within a pre-
determined pipeline framework. Here, we use a combination of
AutoCat (https://github.com/aced-differentiate/auto_cat) for
automated generation of catalyst and adsorbate structures,
and the dinputgen and dparse soware for the DFT
calculations. More details on these soware packages are
provided in Section 5.2.

Another topology we consider is an extension of that
described above, with machine learning (ML) models used as
surrogates for the DFT calculations (Fig. 1b). In this scenario,
the rst few overall SL iterations proceed the same as before,
except now as the DFT data is generated, a surrogate ML model
is trained on the resulting data until a threshold test accuracy is
reached. For these rst few “data generation” iterations,
candidates are selected with the intent of improving overall
prediction accuracy. Once the threshold accuracy for the
surrogate model is met, all subsequent iterations of the loop
will use the surrogate model only (instead of DFT calculations)
to predict adsorption energies. From this point onward the
candidate selection step in the SL workow is then focused on
identifying the most promising materials, as described above in
the topology without surrogatization.
5.2 Automation soware

To create the crystal structures for the DFT calculations, we use
AutoCat, a soware package with tools for structure generation
and sequential learning for electrocatalysis applications. This
package is built on top of the Atomic Simulation Environment
Digital Discovery, 2023, 2, 1112–1125 | 1121
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(ASE)41 and pymatgen57 to generate the catalyst structures en
masse, and write them to disk following an organized directory
structure. AutoCat has tailored functions for generation of
single-atom alloy (SAA) surface structures, with optional
parameters such as supercell dimensions, vacuum spacing, and
number of bottom layers to be xed during a DFT relaxation,
with appropriate defaults for each parameter. Moreover,
through the use of pymatgen's implementation of Delaunay
triangulation,46 the identication of all of the unique symmetry
sites on an arbitrary surface is automated. Furthermore, initial
heights of adsorbates are estimated using the covalent radii of
the anchoring atom within a given adsorbate molecule as well
as its nearest neighbors host atoms on the surface. As the
development of this package is part of an ongoing work, addi-
tional details will be reported in a future publication.

Once the catalyst and adsorbate systems have been gener-
ated by AutoCat, the crystal structures are used as input to an
automated DFT pipeline that (a) generates input les for a DFT
calculator (here we use GPAW58,59), (b) executes DFT calculation
workows, and (c) parses successfully completed calculations
and extracts useful information.

5.2.1 Automatic DFT input generation. We leverage the
Python-based dinputgen package (https://github.com/
CitrineInformatics/d-input-gen) to automate the generation
of DFT input les from a specied catalyst/adsorbate crystal
structure. In particular, we extend the dinputgen package to
support GPAW. For a given input crystal structure, the package
provides sensible defaults to use for commonly-used DFT
parameters based on prior domain knowledge for novice users
as well as ne-grained control over each parameter for more
experienced DFT practitioners. The package also implements,
“recipes”, sets of DFT parameters and values to be used as
default depending on the properties of interest, e.g., ground-
state geometry and electronic structure. The package outputs
input les in a user-specied location that can be directly used
by popular DFT packages as input for calculation.

5.2.2 Execution of DFT calculation workows. We leverage
the Python-based reworks60 package to both dene complex
sequences of DFT calculations necessary for electrocatalysis
studies (e.g., clean surface relaxation followed by adsorption
relaxation), and to create, submit, and monitor batch jobs on
high performance compute (HPC) resources for each such
calculation. These scripts are part of an ongoing study and will
be open-sourced.

5.2.3 Parsing output from DFT. Aer the completion of
DFT calculations of a large number of different candidate
systems, key metrics such as total energy and forces need to be
extracted. To accomplish this task we have extended the
previously-developed dtopif (https://github.com/
CitrineInformatics/pif-d) and dparse (https://github.com/
CitrineInformatics/dparse) packages to parse output
generated via GPAW. Functions written for this package can
look for a .traj le resulting from a successful GPAW
calculation in a specied directory. Once a .traj le has been
identied, it can be read using ASE to extract calculated
properties of interest. This includes not only results such as
total energy and forces, but also calculator settings such as
1122 | Digital Discovery, 2023, 2, 1112–1125
the exchange–correlation functional used. The extracted
properties ndings are then written into a Physical
Information File (PIF)61 (https://citrine.io/pif), a general-
purpose materials data schema, for every calculation
conducted.
5.3 First-principles calculations

All DFT calculations are performed with the GPAW package58,59

via ASE.41 The projector-augmented wave method is used for the
interaction of the valence electrons with the ion cores. A target
spacing of 0.16 Å is applied for the real-space grid, with
a Monkhorst–Pack62 k-mesh of 4 × 4 × 1 for all surface calcu-
lations. For improved self-consistent eld convergence,
a Fermi–Dirac smearing of 0.05 eV is applied. All geometry
optimizations are conducted via the BFGS algorithm as imple-
mented in ASE.
5.4 Machine learning models

We use ML models based on random forests63 as described in
the previously-reported FUELS framework.30 The uncertainty in
a model prediction is determined using jackknife-aer-
bootstrap and innitesimal jackknife variance estimators.64

All ML models and related analysis in this work use random
forests and uncertainty estimates as implemented in the open-
source lolo library.65 Materials in the training dataset are
transformed into the Magpie features,24 a set of descriptors
generated using only the material composition, as imple-
mented in the matminer package.66
Data availability

All data and Python scripts required to perform the analysis
presented in this work are made available via the GitHub
repository at https://github.com/aced-differentiate/closed-loop-
acceleration-benchmarks. Data shared includes data
processing and calculation timing records, crystal structure
les, and a preexisting catalysts dataset used for
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