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Calculating the free energy of drug permeation across membranes carries great importance in

pharmaceutical and related applications. Traditional methods, including experiments and molecular

simulations, are expensive and time-consuming, and existing statistical methods suffer from low

accuracy. In this work, we propose a hybrid approach that combines molecular dynamics simulations

and deep learning techniques to predict the free energy of permeation of small drug-like molecules

across lipid membranes with high accuracy and at a fraction of the computational cost of advanced

sampling methods like umbrella sampling. We have performed several molecular dynamics simulations

of molecules in water and lipid bilayers to obtain multidimensional time-series data of features. Deep

learning architectures based on Long Short-Term Memory networks, attention mechanisms, and dense

layers are built to estimate free energy from the time series data. The prediction errors for the test set

and an external validation set are much lower than that of existing data-driven approaches, with R2 of

the best model around 0.99 and 0.82 for the two cases. Our approach estimates free energy with

satisfactory accuracy using deep learning models within an order-of-magnitude less computational time

than required by extensive simulations. This work presents an attractive option for high-throughput

virtual screening of molecules based on their membrane permeabilities, demonstrates the applicability of

language processing techniques in biochemical problems, and suggests a novel way of integrating

physics with statistical learning to great success.
1 Introduction

The permeability of drugs across biological membranes is one
of the key factors determining their overall fate in drug delivery
applications. Irrespective of the administration route, drug
molecules must cross a few lipid bilayers to reach the target
cells. For example, transdermal delivery involves penetrating
through multiple lipid layers of the epidermis (the outermost
layer of the skin),1,2 while oral drug delivery requires crossing
the single-layered intestinal epithelium (the outer lining of the
large and small intestine of the gastrointestinal tract).3,4 These
layers control the molecular transport and protect various
organs from undesirable foreign entities like microbes, chem-
icals, toxins, and allergens by offering a barrier to permeation.
But drugs are required to breach these barriers to reach their
rch Development and Design Centre, TCS
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the Royal Society of Chemistry
targets, and hence drug design inevitably considers the
permeability of lead candidates across lipid bilayers.

Drug transport across membranes occurs mainly in three
ways – passive, carrier-facilitated, and active. Passive diffusion
is the simple movement of molecules from a higher concen-
tration region to a lower concentration region without any
energy expenditure, driven by the concentration gradient.
Carrier-facilitated transport relies on membrane proteins that
bind to the drug molecules at one side of the membrane,
undergo a conformational change, and release the drug on the
other side. This mechanism follows the concentration gradient
and does not require cellular energy but is useful for polar
molecules with a low affinity towards the hydrophobic
membrane core. Active transport refers to the protein-mediated
movement of molecules from a lower concentration region to
a higher concentration region that exploits energy from aden-
osine triphosphate (ATP) hydrolysis. As passive diffusion
predominantly governs the permeation of most available drugs,
its study is crucial for gaining mechanistic insights into
a fundamental biological phenomenon and designing novel
formulations in the pharmaceutical industry. Passive perme-
ability depends on physicochemical properties like size and
hydrophobicity for small organic molecules. It can be measured
by both experiments5,6 and molecular simulations.7,8
Digital Discovery, 2023, 2, 189–201 | 189
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According to the inhomogeneous solubility-diffusion model,
the permeability is expressed as:

1

P
¼

ðþd
2

�
d

2

exp

�
DGðzÞ
kBT

�

DðzÞ dz (1)

where P is the permeability coefficient, d is the membrane
thickness, kB is the Boltzmann constant, T is the absolute
temperature, and DG(z) and D(z) are the position-dependent
potential of mean force (PMF) and diffusivity proles along
the direction z normal to the membrane plane, respectively.9,10

PMF of a molecule, which provides a measure of free energy
change along a particular reaction coordinate, predominantly
affects the permeability due to the exponential nature of the
interrelation between the two, in contrast with the linear
dependence of P on D(z). Furthermore, diffusivity varies
marginally with drug chemistry and is oen assumed constant
for small molecules.11,12 Hence, we consider PMF the sole
criteria for evaluating drug-membrane interactions to optimize
therapeutics.

While experimental methods are available for permeability
calculations, they are not conducive to high throughput
screening of potential drug candidates due to the enormous
time and cost of sampling the vast small-molecule chemical
space of more than 1060 compounds.13 Molecular dynamics
(MD) simulations offer an alternative, in silico approach for
calculating PMF and diffusivity. MD-based enhanced
sampling algorithms like umbrella sampling (US)14,15 and
metadynamics16 have been widely used for obtaining free
energy proles of drug-membrane permeations as a function
of intermolecular and intramolecular coordinates.7,17–21

However, the computational expense of MD limits the appli-
cability of these algorithms to studying only hundreds and
thousands of molecules within a realistic time frame, even
with coarse-grained (CG) modeling techniques.22 Recent
developments in Machine Learning (ML) methods and tools
permit high throughput computation of physicochemical and
pharmaceutical properties.23 The pipeline for this process
includes obtaining ngerprints and/or descriptors from
cheminformatics packages to represent molecules, building
predictive models using suitable statistical learning tech-
niques, and evaluating the models on different datasets.
Chen et al. followed this procedure to investigate the
permeability of drug-like molecules across lipid
membranes.24 Although the computational cost of ML algo-
rithms is minuscule compared to MD simulations, they suffer
from several drawbacks like moderate accuracy, low inter-
pretability, sparse training data, and lack of transferability.
Combining MD simulations and ML within an integrated
computational framework can leverage the best of both
worlds and minimize their individual limitations. Physical
insights from MD inform ML models to make better predic-
tions, leading to improved accuracy and interpretability,
while handling thousands of molecules. Additionally, simu-
lations generate training data when experiments are not
available.
190 | Digital Discovery, 2023, 2, 189–201
Riniker proposed molecular dynamics ngerprints (MDFPs)
to featurize small molecules.25 To encode enthalpic and
entropic information, the mean, standard deviation, and
median of properties like potential-energy components,
solvent-accessible surface area, and radius of gyration were
extracted from short MD simulations of the molecules in water
and vacuum. Combined with simple 2D counts, these nger-
prints were used to train ML models to estimate solvation free
energies and partition coefficients in various solvents. This
approach increased prediction accuracy without being compu-
tationally expensive like MD-based methods and attracted
a urry of interest. MDFPs in diverse forms have been employed
for identifying P-glycoprotein substrates,26 studying the impact
of mutations on protein–ligand binding affinity,27 virtual
screening of caspase-8 inhibitors against Alzheimer's disease,28

predicting water–octanol partition coefficients of small mole-
cules,29 computing self-solvation free energies and limiting
activity coefficients of chemicals,30 screening ligands for ERK2
Kinase inhibition31 and other applications. Bennett et al. pre-
dicted transfer free energies of small molecules from water to
cyclohexane using convolutional neural networks, with both
voxel-based and graph-based featurization from MD simula-
tions.32 Although their models were trained on a large dataset,
the accuracy was moderate, and the implementation was quite
complex.

All the studies discussed above atten the MD trajectories
to obtain statistical quantities and hence do not utilize the
enormous data generated by simulations. While this makes
the data handling easier, a lot of the entropic contribution to
free energy is ignored, leading to low model accuracies.
Additionally, the features are calculated only from the simu-
lations of the small molecules, and thus the models of free
energy prediction of drug permeation fail to capture the
differences in lipids.

Two modications to existing approaches are necessary to
capture the physics of permeation effectively: (i) inclusion of the
interactions of drugs with both the lipid bilayer and the
surrounding aqueous phase in the feature space, and (ii)
accounting for the entropic information more rigorously. We
accomplished both these renements by considering MD
trajectories as multidimensional time series, with each snap-
shot described by a vector of features based on drug-lipid and
drug-water interactions. This treatment of trajectories allowed
us to apply state-of-the-art sequence modeling techniques from
natural language processing (NLP) and signal processing to
simulation data. In view of this, Deep Learning (DL) algorithms
developed for tasks such as machine translation, document
classication, sentiment analysis, speech-to-text and text-to-
speech conversions, and image captioning can be adapted for
predicting properties from short MD runs. Berishvili et al.
utilized this strategy for protein–ligand binding affinity
prediction and observed better results for time series-based
models than average feature-based models.33 Despite model
overtting, their work demonstrated the capability of DL in
solving biochemical problems and aiding researchers in the
high-throughput virtual screening of molecules. Tsai et al.
contributed important theoretical insights and discussion on
© 2023 The Author(s). Published by the Royal Society of Chemistry
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applying language models on MD trajectories to study the
dynamics of complex systems.34

In this work, we developed regression models for predicting
the free energy of permeation of small drug-like molecules from
the aqueous phase to different lipid bilayers using DL. Free
energy data of CG solutes in six phospholipid membranes were
obtained from the database reported by Hoffmann and co-
workers.35 We performed several short MD simulations of the
molecules in water and within the bilayer to calculate time
series features. Long short-term memory (LSTM)36 network,
a specialized technique for sequence modeling, was used to
build the DL architectures. LSTMs are said to resolve the van-
ishing gradient problem of traditional recurrent neural
networks by using a gating mechanism. They learn long-term
dependencies in sequences and can be particularly useful in
analysing MD trajectories as the volume of data generated by
MD simulations is enormous. We further investigate the
applicability of the attention mechanism,37,38 the ubiquitous
component of modern language models, for the rst time in the
context of property prediction from simulation data. This study
generates highly accurate models of drug permeability and
instantiates the potential of physics-informed statistical
learning in biochemical sciences.
2 Methods

The methodology of this work involves extracting CG molecules
and their corresponding free energies of permeation from the
database, performing MD simulations, generating features
from the trajectories, and building deep learning models. Each
of these tasks is described in the following subsections. Fig. 1
illustrates the overview of our entire workow – from simulation
to model evaluation.
Fig. 1 Overall model development workflow, including molecular dynam

© 2023 The Author(s). Published by the Royal Society of Chemistry
2.1 Dataset

The chosen database contains detailed US trajectories of a diverse
set of small molecules and lipids, along with the computed PMF
proles.35 The CG Martini model, suitable for reproducing
experimental partitioning data, described all the compounds in
the system.39 Martini constructs molecules based on 18 bead
types, including 14 neutral and 4 charged. The authors consid-
ered all possible dimers of neutral beads, amounting to a total of
105 compounds. Due to the modularity and transferability of the
Martini model, this small set of solutes represents more than 400
000 small molecules. US simulations were performed for the 105
dimers in 6 single-component phospholipid membranes – 1,2-
dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), 1,2-dioleoyl-sn-
glycero-3-phosphocholine (DOPC), 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC), 1,2-dilauroyl-sn-glycero-3-
phosphocholine (DLPC), 1,2-diarachidonoyl-sn-glycero-3-
phosphocholine (DAPC), and 1,2-dilinoleoyl-sn-glycero-3-
phosphocholine (DIPC), leading to a total of 630 drug-
membrane systems. All the PMFs were calculated along the z-
axis (bilayer normal) using 24 US simulations for each system,
followed by reconstruction with the weighted histogram analysis
method.40,41 The detailed simulation and analysis protocols can
be found in the original paper of this database. The available 15
120 trajectories (630 systems × 24 simulations) have biased
potentials due to harmonic restraints applied on the solute and
are not suitable for feature generation. Consequently, we only
take starting structures from the trajectories. The output labels
for our dataset are the free energies of drug permeation in
membranes. We obtain these values from the PMF proles as the
difference between the free energies at the lipid bilayer midplane
(z = 0.0 nm) and in water away from the interface (z = 4.1 nm).
Fig. 2 summarizes the information present in the database.

We further tested and evaluated our models on an out-of-
distribution dataset. In another study, Hoffmann et al.
ics simulations, data processing, model selection and evaluation.

Digital Discovery, 2023, 2, 189–201 | 191
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published the free energies of permeation of many linear
trimers and tetramers of Martini beads from aqueous phase to
DOPC bilayer.42 We selected 50 linear trimers for testing from
the reported 694 in the dataset. The subset was chosen so that
its distribution was similar to that of the entire set. This vali-
dation was performed to ensure the generalizability of our deep
learning models to molecules of relatively bigger sizes, thus
ensuring that a greater portion of the small-molecule chemical
space is covered.
2.2 Molecular dynamics simulations

We performed unrestrained MD simulations of the 105 CG
solutes in the six lipid membranes and in water (aqueous
system). The initial congurations for the drug-lipid simula-
tions were obtained from the US trajectories at z = 0.0 nm. The
membranes comprised of 64 lipids in each leaet, with the drug
placed at the bilayer midplane. Martini water particles,
including 90% non-polarizable and 10% anti-freeze beads, were
used to solvate the systems. For the additional test set of linear
trimers, the molecules were manually inserted at the centre of
a solvated DOPC bilayer. Unlike previous efforts in which free
energy and permeability data calculated from CG MD was
combined with atomistic feature generation,24,43 we imple-
mented our entire method in the CG space to ensure the scal-
ability of the models for high throughput virtual screening. The
non-bonded interactions were cut off beyond a radial distance
of 1.2 nm. The Lennard–Jones (LJ) forces decayed smoothly to
zero between 0.9 nm and 1.2 nm, and the reaction-eld
method44 accounted for the long-range electrostatics. All
initial structures were energy minimized using the steepest
descent method, followed by 2 ns NVT and 5 ns NPT equili-
brations. The actual production runs were performed for 21 ns,
and we stored the output aer every 2000 steps. The
Fig. 2 Overview of the information present in the database by Hoffmann
Martini dimers in six phospholipids are reported. Purple beads in the
extracted from the PMF profiles, as shown. See ESI† for details on the b

192 | Digital Discovery, 2023, 2, 189–201
temperature was coupled at 300 K by the Parrinello–Bussi
velocity rescale thermostat45 with 1 ps time constant. The
Berendsen barostat46 with 6 ps time constant and the Parri-
nello–Rahman barostat47 with 12 ps time constant were used for
semi-isotropic pressure coupling at 1 bar during equilibration
and production, respectively. The leapfrog integrator solved the
equations of motion with a timestep of 20 fs during equilibra-
tions and 30 fs during production. Periodic boundary condi-
tions were implemented in all three directions. We maintained
consistency in simulation settings with the database paper. For
the drug-water simulations, we placed single solute molecules
at the centre of 3 nm × 3 nm × 3 nm cubic boxes and solvated
the systems with water beads. A protocol similar to drug-lipid
simulations was followed, involving energy minimization, 2 ns
NVT equilibration, 5 ns NPT equilibration, and 21 ns produc-
tion. Except for the pressure coupling being isotropic, other
settings were kept the same. All simulations were performed
using the GROMACS 2018.4 soware.48–50
2.3 Featurization and data pre-processing

Selecting appropriate descriptors is a challenging task that
requires deep domain knowledge and oen multiple iterations.
Traditional cheminformatics tools generate hundreds to thou-
sands of descriptors, most of which are not tailored for specic
applications, and lack of expert feature engineering can lead to
poor model quality. For the sequential models, we included 8
time-series features for describing the data – 4 from the drug-
lipid simulations and 4 from the drug-water simulations.

Three out of eight features (lj-mol-wat, lj-mol-lip, sasa) were
normalized by the number of CG beads making up the drug
(two in the case of dimers) to make our model scalable and
generalizable. In total, 350 snapshots were saved from each MD
trajectory, and a vector of features described each snapshot. The
and co-workers.35 Potential of Mean Force (PMF) profiles of 105 neutral
lipid tails indicate unsaturation. The free energies of permeation are
ead types.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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vectors from drug-lipid and drug-water simulations were
concatenated at every timestep. Inspired by Berishvili et al.,33 we
represent the input data for one sample as a 2D array with 350
rows (timesteps) and 8 columns (features). Table 1 lists the
features used along with their brief descriptions. While
choosing them, we took hints from existing literature on ML
models involving biomolecules, as well as the theoretical
conception of statistical mechanics and molecular simulations.
A feature was selected considering two conditions – it should be
easily calculable using GROMACS without any additional
functionality, and it should at least have a qualitative physical
or thermodynamic relation with the free energy. Our procedure
encodes the simulation data in terms of collective variables. It
thus captures the physics of the systems without storing and
handling entire trajectories consisting of particle positions and
velocities at all time steps.

The dataset was randomly split into training and test sets
with a train-test ratio of 90 : 10. Furthermore, 10% of the data
from the training set was taken to be the validation set, and the
rest was used for model building. Hence, there were 510
training examples, 57 validation examples, and 63 test exam-
ples. Multiple training, validation, test sets were created with
different random splits to verify the model reliability (please see
ESI† for details). We applied min–max normalization to the
time-series features such that the rescaled features were
between 0 and 1. The data pre-processing was performed with
the Scikit-learn library.51

2.4 Model development

We used LSTM, attention, and dense layers to build our deep
learning models. Our rst model consisted of two consecutive
LSTM layers, a dense layer, and the nal output neuron, as
shown in Fig. 3a. Each LSTM layer consisted of 100 hidden units
with hyperbolic tangent activation function, and the dropout
technique was employed with 0.5 probability to reduce over-
tting. The dense layer was made up of 100 neurons with
a rectied linear unit (ReLU) activation function. The input data
of 2D arrays were fed to the network in batches of 32. The Adam
optimizer with a learning rate of 0.0003 and mean absolute
error (MAE) loss function were used to train the model. During
the training process of 1000 epochs, the model with the lowest
validation loss was saved as the best model. We experimented
Table 1 List of time-series features calculated from short molecular dyna
models

Feature Description

Bondener Bond energy of a molecule in water
lj-mol-wat Lennard–Jones interaction energy between molec

molecule
Molwat-enthalpy Enthalpy of the molecule-in-water system
Sasa Solvent accessible surface area of molecule in wa
lj-mol-lip Lennard–Jones interaction energy between molec

molecule
Apl Area per lipid of bilayer
rmsd-lip Root mean square deviation of lipid
rmsd-mollip Root mean square deviation of molecule + lipid

© 2023 The Author(s). Published by the Royal Society of Chemistry
with different model architectures, loss functions, and learning
rates; the selected choices optimized the loss, the extent of
overtting, and training time per epoch. We calculated MAE,
root mean square error (RMSE), and R2 for training, validation,
and test sets to monitor model performance.

With the conjecture that DL techniques developed for NLP
work well with time series, we leveraged the attention mecha-
nism to learn from our trajectory data. Earlier, neural network-
based machine translation relied on encoder-decoder archi-
tectures where the encoder transforms the input sentences into
xed-length vectors from which the decoder produces the
translated output. Bahdanau et al. hypothesized that the xed
length encoding vector is a bottleneck because the decoder has
restricted knowledge of the input information.37 They proposed
the attention mechanism to overcome this bottleneck, which
identies parts of the input sentence pertinent to an output
word.

We adopted the Bahdanau attention mechanism to
sequentially compute the alignment score, weights, and context
vector. In translation tasks, the context vector is fed to the
decoder at each time step. However, our network has no
decoder; we simply replace the second LSTM layer in our rst
model with the attention mechanism. Therefore, the output of
the rst LSTM layer is fed to the attention layer, which generates
the context vector that acts as an input to the dense layer. Fig. 3b
shows the architecture of this hybrid model. The training
protocol and settings were kept the same as the rst model.
Henceforth, the rst model with two LSTM layers and a dense
layer will be referred to as Model-L, and the second model with
an attention mechanism in place of an LSTM layer will be
referred to as Model-LA. A magnied view of the architecture,
along with technical details about LSTM and attention mecha-
nism, is presented in Section S4 (ESI†).

We also built a baseline deep neural network (DNN) model,
also known as multilayer perceptron, to compare the results
with those of Model-L and Model-LA. The eight features were
averaged over the entire 21 ns trajectory, and an input vector,
instead of an input matrix, was obtained corresponding to each
free energy value. The data splitting and training protocols of
the DNN model were kept similar to those of Model-L and
Model-LA. The optimal model consisted of the input layer, two
hidden layers with 128 neurons each, and the output neuron.
mics simulation of small molecules in water and in lipid bilayer to build

ule and water; normalized by the number of beads making up the

ter; normalized by the number of beads making up the molecule
ule and lipid; normalized by the number of beads making up the

Digital Discovery, 2023, 2, 189–201 | 193
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Fig. 3 Network architectures of the deep learning models for predicting free energy from molecular dynamics trajectory. (a) Model-L with two
LSTM layers, a dense layer, and the output neuron. (b) Model-LA with an LSTM layer, an attention layer, a dense layer, and the output neuron.
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The rectied linear unit (ReLU) activation function was used for
both the hidden layers, along with the dropout technique with
a probability of 0.3. All the models were implemented using the
Keras API of TensorFlow 2.52
3 Results and discussion
3.1 Exploratory data analysis

The label for our regression problem is the free energy of
permeation of small molecules from the aqueous phase to the
lipid bilayer. This quantity is positive for hydrophilic molecules
that prefer to stay in the water and negative for hydrophobic
molecules that show more affinity towards the bilayer core. The
free energy values indicate relative permeabilities of molecules
across lipid membranes at a constant temperature and pres-
sure. Hence, for large scale virtual screening of candidates for
pharmaceutical and other biological applications, fast
194 | Digital Discovery, 2023, 2, 189–201
estimation of accurate free energy is imperative. Fig. 4a shows
the distribution of free energies of the drug-lipid systems in our
database. The median, range, and distribution of free energies
for small molecules with DPPC, DOPC, POPC, and DLPC are
alike. For DAPC and DIPC, both median and variability are
slightly lower. Lipids are oen assumed to be identical and
approximated by simpler organic solvents like octanol for free
energy calculations. However, there are subtle differences due
to chain length and degree of unsaturation of lipids, which
affect their phase behaviour and consequently the free
energy.53–56 The boxplots show that our dataset includes suffi-
ciently diverse species in the small molecule chemical space
despite having two-bead molecules only.

The dataset of free energies of permeation of linear trimers
of CG beads from the aqueous phase to the DOPC bilayer
consists of 694 entries. We chose a subset of 50 representatives
among them in a quasi-random way for additional testing and
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) Boxplots of free energies of permeation of coarse-grained dimers in six phospholipids. (b) Density distributions of free energies of the
entire dataset of linear trimers and the subset of 50 molecules chosen for model testing and evaluation.
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validation of our DL models. A series of subsets were generated
using different random states and subjected to the two-sample
Kolmogorov–Smirnov (KS) test for goodness of t with the
complete set, and the one with the lowest value of KS statistic
was selected. The kernel density estimation plots of the entire
trimer dataset and the nal test set of 50 overlap almost entirely,
as evident from Fig. 4b. This sampling method maximizes the
likelihood that the performance metrics on this test data,
hereaer referred to as trimer-test set, represent our model's
general relevance to linear trimers. If the prediction errors are
within an acceptable range, the applicability of the model
increases to a few hundred thousand more small molecules.
3.2 Model performance

The predictions of the DL networks are compared with the
actual free energy values computed using US to evaluate model
performances. For the models to be reliable for high-
throughput free energy estimation, the statistical error must
be within tolerable limits. Due to the natural thermal uctua-
tions in MD simulation-based methods, an error around 1–2
kBT (∼0.6–1.2 kcal mol−1 at 300 K) can be considered suffi-
ciently accurate. The major decrease in training and validation
losses occurred within the rst 100 epochs during the training
phase. We continued to train for another 900 epochs to reduce
the losses further and nd the best model. Aer around 500 to
600 epochs, both architectures, with and without attention,
started overtting the training data. The loss history plots of the
two models are shown in Fig. S3 (ESI†).

Table 2 summarizes the performancemetrics of Model-L and
Model-LA on the training, validation, and test sets. The results
show that both models are powerful in predicting the free
energy of permeation from the multidimensional time series
generated using MD simulations. The MAEs and RMSEs on all
datasets are lower than standard errors in US, with R2 being
around 0.99. The comparable results in all three cases indicate
the generalizability of our models. Model-LA performed
marginally better than Model-L on the training and validation
data, while the accuracy was similar for test data for both the
© 2023 The Author(s). Published by the Royal Society of Chemistry
models. To the best of our knowledge, this work presents the
most accurate statistical approach for predicting permeation
free energies of small molecules in membranes to date. More
model renements are not meaningful since our test errors are
already less than the magnitude of energy uctuations. We also
compared the performances of Model-L and Model-LA with
a baseline case of the DNNmodel trained on trajectory-averaged
features. The MAEs for the training, validation, and test sets are
0.87 kcal mol−1, 0.91 kcal mol−1, and 0.95 kcal mol−1, respec-
tively, which are more than twice of the other two models. Fig. 5
plots the predicted free energies of the two sequential models
with the actual free energies from the dataset. No signicant
outliers can be visually detected in either case. The maximum
deviations of the test predictions from the actual values were
1.52 kcal mol−1 (∼2.5 kBT) and 1.68 kcal mol−1 (∼2.8 kBT) for
Model-L and Model-LA, respectively. Hence, these models can
estimate the free energy of permeation of the ∼400 000 small
molecules that maps to two Martini beads in various phos-
pholipidmembranes, using a combination of CGMD and DL, at
a of the computational expense of US, with high accuracy.

Neural network architectures like LSTMs are regularly
applied for diverse time series problems in science and engi-
neering with reasonable success. Hence, their superior perfor-
mance with MD simulation data comes as no surprise.
However, in this case, the key challenge is the representation of
complex trajectories in terms of a few variables. Unlike other
problems where the raw time series is modeled, feature selec-
tion and engineering play a critical role in determining model
performance. We studied the inclusion of several additional
features like the radius of gyration of the small molecule, LJ
interaction between the lipid molecules, and LJ interaction
between the lipid and water molecules, but they did not
improve the models. The features are further discussed in
Section 3.4 in terms of model generalizability. Continuing with
the assumption that sentences in natural languages and time
series are both sequences and hence analogous, the attention
mechanism becomes an obvious choice for building a network
to model the latter. We implemented a simple block in Model-
Digital Discovery, 2023, 2, 189–201 | 195
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Table 2 Mean Absolute Error (MAE) (in kcal mol−1), Root Mean Square Error (RMSE) (in kcal mol−1), and coefficient of determination (R2) of deep
learning models on the training, validation, and test sets

Model

Performance metrics

Training set Validation set Test set

MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

Model-L 0.30 0.39 0.993 0.44 0.54 0.988 0.45 0.56 0.987
Model-LA 0.24 0.32 0.996 0.34 0.46 0.992 0.46 0.61 0.984
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LA, similar to the encoder section of Bahdanau attention, for
computing the context vector from the output of our rst LSTM
layer. The results show that Model-LA achieves comparable or
better performance than Model-L, thus justifying the analogy.
Moreover, the training time per epoch for Model-LA is half of
that for Model-L, making it cheaper to train.
3.3 Effect of trajectory length

The simulation time and the number of snapshots used for
generating the time series features can play a crucial role in
determining the model performances. 350 snapshots from a 21
ns simulation serve as the input to our models. Although CG
MD simulations of systems described in this work are fast,
reducing the required trajectory lengths will be benecial for
accelerating the process. But a shorter trajectory can affect the
Fig. 5 Predicted free energy versus actual free energy of permeation plo
data, (c) Model-LA with training and validation data, and (d) Model-LA w

196 | Digital Discovery, 2023, 2, 189–201
prediction accuracy as MD simulations oen rely on extended
simulations to compute properties reliably. We trained DL
models with the same architecture and hyperparameters as
Model-L and Model-LA but with three different sizes of the
trajectory as input: (i) 300 snapshots from an 18 ns simulation,
(ii) 200 snapshots from a 12 ns simulation, and (iii) 100 snap-
shots from a 6 ns simulation. Table 3 presents the model
performance for all these computational experiments. As
evident, the performance metrics of the shorter and longer
trajectories are comparable. In the case of Model-L, the shortest
trajectory of 6 ns simulation with 100 snapshots shows the
lowest error for all three sets. Mixed results for different data-
sets are observed for Model-LA, but the 6 ns trajectory can be
considered an optimal choice based on the test error and R2.
Hence, we can ne-tune our models and predict the free energy
of permeation using a lesser amount of data. However, it should
t for (a) Model-L with training and validation data, (b) Model-L with test
ith test data.

© 2023 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Mean Absolute Error (MAE) (in kcal mol−1) and coefficient of
determination (R2) of deep learning models on the training, validation,
and test sets for different trajectory lengths

Model
Simulation
Time

Performance metrics

Training set
Validation
set Test set

MAE R2 MAE R2 MAE R2

Model-L 6 ns 0.30 0.994 0.33 0.993 0.42 0.988
12 ns 0.40 0.988 0.47 0.986 0.50 0.983
18 ns 0.35 0.992 0.39 0.990 0.49 0.983

Model-LA 6 ns 0.27 0.994 0.34 0.990 0.40 0.989
12 ns 0.23 0.995 0.31 0.993 0.47 0.984
18 ns 0.22 0.996 0.36 0.992 0.39 0.986
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be noted that the slight improvements in model performances
are not too signicant since our errors are lower than kBT. The
main advantage is from the speed-up perspective – the simu-
lation time required for featurization becomes less than 30% of
the original. It is also of use to consider how the smaller input
size inuences the predictions for out-of-distribution data. The
effect of trajectory length on the model performance for the
external test set is elaborated in the next section.

This lesser data requirement can be attributed to the simpler
physics of CG systems whose interactions are reliably repre-
sented with short trajectories. We don't need to capture any
biophysical phenomena with slow kinetics and long relaxation
times. Furthermore, the energy minimization and equilibration
of the systems before the production runs ensure high-quality
data right from the start of the simulations. Simulations
longer than what is used in our work may have a detrimental
effect on the model quality, in addition to being computation-
ally expensive. Molecules with extreme degrees of hydropho-
bicity or hydrophilicity may spontaneously diffuse from the
lipid phase to the aqueous phase or vice versa during the
simulation, leading to undesirable data points in the time
series. However, an exact interpretation of neural network
performances based on the physics of the system is still elusive.
Although further optimization may be possible, we consider
both 21 ns and 6 ns CG MD of small drug-water and drug-lipid
systems to be extremely viable tasks for high-throughput free
energy calculations, especially using modern computing
resources with hardware accelerators and massive
parallelization.
3.4 Validation with external data

For a DL model to be effective, it must be tested and evaluated
on a dataset whose characteristics differ from the data on which
it is trained. We use the trimer-test set of 50 samples for this
task. Fig. 6 shows the predicted values of Model-L andModel-LA
with the actual values reported in the database and perfor-
mance metrics for inputs with 350 data points in the time series
from 21 ns simulations. The prediction accuracies for the
trimer-test set are lower than those for the original test set
discussed earlier. As the training dataset included two-bead
molecules only, a slight drop in prediction accuracy for the
© 2023 The Author(s). Published by the Royal Society of Chemistry
external validation set is expected due to the differences in size
and chemistry of two- and three-bead molecules. Nonetheless,
the performances are still comparable to or superior to that of
existing data-driven models in literature. The attention-based
network proves to be more scalable due to its lower error and
better R2. The MAE of Model-LA drops to 1.37 kcal mol−1 if the
two outliers at the extreme ends are removed. In these valida-
tion experiments with trimers, it was observed that Model-LA
when trained with longer trajectories performs better in
comparison to training with shorter ones. For Model-LA trained
with 100 data points from 6 ns simulations, the MAE and R2 are
1.68 kcal mol−1 and 0.76, respectively.

It is oen more vital in virtual screening applications to
correctly rank molecules based on their relative free energy of
permeation even if the absolute predictions are not too accu-
rate. Generally, a few top candidates are chosen from hundreds
or thousands aer screening and subjected to explicit simula-
tions or in vitro experiments. The Pearson correlation coefficient
and Spearman's rank correlation coefficient for Model-LA with
the trimer-test set were calculated to be 0.969 and 0.967,
respectively. Fig. 6 also reveals the linear, monotonous rela-
tionship between the actual and predicted free energy values.
Hence, this model can be reliably deployed to screen small
drug-like molecules represented by three beads, even though
the training data only involved two-bead molecules.

The normalization of the three properties – LJ interaction
between molecule and water, solvent accessible surface area,
and LJ interaction between molecule and lipids, by the number
of beads constituting the molecules, enables the models' scale-
up. The model predictions are especially sensitive to the two LJ
interaction features. We studied models without this normali-
zation and observed errors over 5 kcal mol−1 and negative R2 for
the trimer-test set. If we compare a dimer and a trimer made of
a single bead type, the permeation free energies should ideally
be similar because of their comparable hydrophobicity or
hydrophilicity. But the average LJ interaction values for the
trimer are about one and a half times that of the dimer due to
their bead counts. As the models are trained on dimers only,
they do not generalize to trimers without the normalization.
The radius of gyration, a popular choice as a feature for studying
small molecules, caused no signicant change in the model
performance for dimers but considerably worsened the trimer
predictions and was omitted.
3.5 Time advantage

The primary objective of our work is to devise a solution to
estimate the free energy of permeation of small molecules
across membranes with similar accuracy as MD simulation-
based methods but at a much faster rate. As most virtual
screening tasks involve hundreds or thousands of molecules,
the computational paradigm must be well equipped to handle
them within a realistic time frame. Our simulations and
training processes were benchmarked on a single AMD Ryzen 5
3500U processor with 4 GB RAM. No parallelization of the
GROMACS code was involved. The drug-water simulation of
each system, including equilibration, took around 6.5 minutes
Digital Discovery, 2023, 2, 189–201 | 197
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Fig. 6 Predicted free energy versus actual free energy of permeation plot for (a) Model-L and (b) Model-LA with the trimer-test dataset. The
performance metrics are displayed on the plots. The isoline is shown in blue, and the best fit straight line is shown in orange.
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for 21 ns runs, whereas 105 minutes were required for drug-
lipid simulations. If we consider 6 ns production for featuriza-
tion, approximately 55 minutes is necessary for completing
both simulations of each drug-lipid combination. For US
simulations of drug permeation in membranes, 25 to 30
simulation windows are usually deployed. Restraining
harmonic potentials are applied for each window, and equili-
bration and about 20 ns production runs are performed. Thus,
the approximate time required for each system on the same
computer is 45 to 55 hours. US also needs extensive setup and
postprocessing routines. Comparing the two approaches, we
observe that a speed-up of 25× (using 21 ns trajectories) to 50×
(using 6 ns trajectories) can be achieved by following our hybrid
method of combining MD with DL. Similar speed-ups are ex-
pected for other system architectures like GPUs and clusters.

Our approach can be best utilized in combination with the
Auto-martini tool,57 which constructs Martini structure and
topology le for simulation in GROMACS from simplied
molecular-input line-entry system (SMILES) notation of small
organic molecules. More than 500 000 molecules fall within the
scope of our DLmodels and hence can be easily converted to CG
representations. Using our method, high-performance
computing systems can potentially screen hundreds to thou-
sands of molecules per day, depending on their conguration.
End-users with limited computational resources too can
compute free energies of hundreds of molecules within a real-
istic time frame using standard personal computers.

The training times per epoch using the same processor were
6 seconds and 3 seconds for Model-L and Model-LA, respec-
tively, with 350 data points from the entire 21 ns trajectory as
input. They were reduced to 2 seconds and 1 second, respec-
tively, when only 6 ns simulation data was used. Therefore,
replacing the second LSTM layer in Model-L with an attention
mechanism halves the training duration. This decrease can be
particularly advantageous when the amount of training data is
enormous. The errors can also be minimized below desired
levels by only training for 200 to 300 epochs. Hence, our
architectures, especially Model-LA, can be easily retrained with
more data to cover an even larger section of the small molecule
chemical space.
198 | Digital Discovery, 2023, 2, 189–201
3.6 Comparison and contextualization

Although we cannot directly compare our ndings with existing
literature due to differences in size and nature of the datasets,
we closely look at related works on permeability. Chen et al.
obtained maximum R2 value around 0.7 using deep neural
networks and ngerprint featurization in their work on
permeability of small molecules across lipid membranes.24

Bennett et al. calculated the water-cyclohexane transfer free
energies of small molecules using convolutional neural
networks trained on graph-based, voxel-based, and MD-derived
features, with R2 of the best model around 0.8.32 Dutta et al.
developed data driven equations of drug-membrane perme-
ability which are highly interpretable, and the maximum ob-
tained R2 being around 0.85.43 Our method outperforms all
these models with much lesser data and considering different
kinds of lipid membranes, although the complexity of our
dataset is lower due to coarse graining of the molecules. Using
an approach like ours, albeit for a different problem of protein–
ligand binding affinity, Berishvili et al. obtained maximum
validation R2 lower than 0.5.33 In Riniker's work on MDFPs,
RMSEs calculated for a wide range of free energy estimation
problems were found to be around 1 kcal mol−1 or higher.25

The primary motive behind integrating MD simulations and
ML is enormous data being generated in form of trajectory,
while the power of ML models increase as more data is fed into
it. Hence, combining the two techniques can help in generating
deeper insights and making better predictions at low compu-
tational costs, along with acceleration and automation of
molecule and material design pipelines. In this work, we use
data from entire trajectories instead of compressing them into
average quantities to leverage the power of advanced sequence
modeling techniques like LSTM and attention mechanism.
Calculation of free energy from simulations is challenging since
the entropy contribution to free energy cannot be estimated
simply by averaging over the snapshots of a trajectory, unlike
other thermodynamic quantities like temperature, pressure,
density, and enthalpy. For accurate computation, MD-based
methods like free energy perturbation, Bennett acceptance
ratio, umbrella sampling, and metadynamics rely on extensive
© 2023 The Author(s). Published by the Royal Society of Chemistry
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sampling of the system to capture various relevant congura-
tions at different states of interest. By representing the trajec-
tories as multidimensional series of features, we similarly
incorporate information regarding multiple microstates during
the temporal evolution of the system along a low dimensional
space of eight parameters. Properties like LJ interactions, bond
energy, and solvent-accessible surface area are not functions of
time themselves, but their uctuating values over a trajectory
help us in constructing time series to encode vital entropic
information. Moreover, free energy is a thermodynamic quan-
tity whose calculation using simulations relies on extensive
sampling of a molecular system and our approach incorporates
multiple relevant microstates in the model. As a result, the two
models developed in this paper performs better than traditional
neural networks trained on static or average data. Our approach
also captures the exact physics required to study permeation–
the interaction of the small molecule with water and with the
lipid bilayer, unlike the existing works discussed previously
where bulk simulation of the molecule or molecule in water
simulation is performed.

Application of ML in MD simulations is a growing eld of
inquiry, especially with the rise in deep learning and high-
performance computing. Researchers have applied data-
driven techniques, including advanced neural networks, for
a wide range of fundamental and applied tasks like force eld
development, coarse graining of molecules, prediction of ther-
modynamic and physicochemical properties, improvement of
sampling efficiency, and acceleration of the simulations. An
excellent review of the state-of-the-art can be found in the article
by Frank Noé and co-workers.58 Simultaneously, development of
open-source soware tools like TorchMD59 is critical for easier
and faster implementation and benchmarking of new ideas.
The simulation design, trajectory handling, and modeling
approaches proposed in our work can generalize to other
applications as well, if aided by relevant domain expertise in
problem formulation and feature selection.

4 Conclusions

In this paper, we developed a hybrid modeling approach by
combining physics-based and data-driven methods to estimate
the free energy of permeation of small drug-like molecules
across phospholipid membranes. Time series features calcu-
lated from MD simulation trajectories were used to build DL
models comprised of LSTMs, attention mechanism, and dense
layers. Our models were trained on molecules made up of two
CG beads and tested on both two-bead and three-bead mole-
cules. The predictions were highly accurate, with errors lower
than the intrinsic thermal uctuations for two-bead molecules
and existing data-driven methods for three-bead molecules.
Additionally, free energy estimations can be sped up by 25 to 50
times compared to traditional MD-based methods. The main
novelties of this work include featurization from drug-lipid and
drug-water simulations and the use of attention mechanism to
learn from simulation data. Comparing errors, rank correla-
tions, and time scales, we conclude that our modeling frame-
work can serve in pharmaceutical and related applications as an
© 2023 The Author(s). Published by the Royal Society of Chemistry
attractive option for high-throughput virtual screening of small
molecules based on their membrane permeabilities.

Although our models are powerful, their scope and robust-
ness can be enhanced by training with datasets of trimers,
tetramers, or even larger molecules. The initial simulations to
generate data may be computationally expensive because the
number of possible combinations of beads blows up as the bead
count increases. Still, eventually, it can replace US as the go-to
alternative when only the free energy value is needed and not
the PMF prole and mechanistic details. Recently, Kadupitiya
et al. showed that the statistical errors associated with MD
trajectories can be leveraged to improve neural network
predictions—a noteworthy contribution that can inuence the
development of more generalizable DL models based on
simulation data in the future.60 This work does not cover free
energy barriers at the lipid–water interface for permeation,
which may play a crucial role in some instances. Building
models which learn from simulation of molecules at interfaces
and can simultaneously predict the free energy of permeation
and interface barrier can be a topic of future study. Developing
an automated framework that integrates coarse-graining tools,
MD simulations using GROMACS, and DLmodels will be hugely
benecial for practical purposes. Such a framework would
require the SMILES string and the lipid type as an input from
the user and furnish the predicted free energy as the output
aer carrying out the intermediate operations. This work also
demonstrates the relevance of adopting recent progress in NLP
to problems in biochemistry and provides insights that can be
useful for studying other biomolecular systems and processes.
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